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Abstract

The problem of joint universal source coding and identification is considered in the setting of fixed-rate lossy
coding of continuous-alphabet memoryless sources. For a wide class of bounded distortion measures, it is shown
that any compactly parametrized family ofR

d-valued i.i.d. sources with absolutely continuous distributions satisfying
appropriate smoothness and Vapnik–Chervonenkis learnability conditions, admits a joint scheme for universal lossy
block coding and parameter estimation, such that when the block lengthn tends to infinity, the overhead per-letter
rate and the distortion redundancies converge to zero asO(n−1 logn) andO(

√
n−1 logn), respectively. Moreover,

the active source can be determined at the decoder up to a ballof radiusO(
√
n−1 logn) in variational distance,

asymptotically almost surely. The system has finite memory length equal to the block length, and can be thought
of as blockwise application of a time-invariant nonlinear filter with initial conditions determined from the previous
block. Comparisons are presented with several existing schemes for universal vector quantization, which do not
include parameter estimation explicitly, and an extensionto unbounded distortion measures is outlined. Finally,
finite mixture classes and exponential families are given asexplicit examples of parametric sources admitting joint
universal compression and modeling schemes of the kind studied here.

Keywords: Learning, minimum-distance density estimation, two-stage codes, universal vector quantization, Vapnik–
Chervonenkis dimension.

I. INTRODUCTION

In a series of influential papers [1]–[3], Rissanen has elucidated and analyzed deep connections between universal
lossless coding and statistical modeling. His approach hinges on the following two key insights:

1) A given parametric class of information sources admits universal lossless codes if (a) the statistics of each
source in the class (or, equivalently, the parameters of thesource) can be determined with arbitrary precision
from a sufficiently long data sequence and if (b) the parameter space can be partitioned into a finite number
of subsets, such that the sources whose parameters lie in thesame subset are “equivalent” in the sense of
requiring “similar” optimal coding schemes. This idea extends naturally to hierarchical model classes (e.g.,
when the dimension of the parameter vector is unknown), provided that the parametric family of sources
governed by each model satisfies the above regularity conditions individually.

2) Given a sequence of symbols emitted by an information source from a hierarchical model class, an asymptot-
ically correct model of the source is obtained by finding the best trade-off between the number of bits needed
to describe it and the number of bits needed to losslessly encode the data assuming that the data are drawn
from the maximum-likelihood distribution relative to thismodel. This is the basis of the so-called Minimum
Description Length (MDL) principle for model selection and, more generally, statistical inference (see, e.g.,
the survey article of Barron, Rissanen and Yu [4] or the recent book by Grünwald [5]).

There is, in fact, a natural symmetry between these two insights, owing to the well-known one-to-one correspondence
between (almost) optimal lossless codes and probability distributions on the space of all input sequences [6]. For this
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reason, when considering universal lossless coding, we canuse the term “model” to refer either to the probability
distribution of the source or to an optimal lossless code forthe source, where we allow codes with ideal (noninteger)
codeword lenghts. The main point of Rissanen’s approach is precisely that the objectives of source coding and
modeling can be accomplished jointly and in an asymptotically optimal manner.

Consider the case of a parametric class of sources where the parameter space has finite dimensionk. Then the
redundancy of the corresponding universal lossless code (i.e., the excess average codelength relative to the optimal
code for the actual source at a given block length) is controlled essentially by the number of bits required to describe
the source parameters to the decoder. In particular, the achievability theorem of Rissanen [1, Theorem 1b] states
that one can use a scheme of this kind to achieve the redundancy of about(k/2) log n/n bits per symbol, wheren
is the block length. The universal lossless coder used by Rissanen in [1] operates as follows: first, the input data
sequence is used to compute the maximum-likelihood estimate of the parameters of the source, then the estimate is
quantized to a suitable resolution, and finally the data are encoded with the corresponding optimum lossless code.
Structurally, this is an example of atwo-stage code, in which the binary description of the input data sequence
produced by the encoder consists of two parts: the first part describes the (quantized) maximum-likelihood estimate
of the source parameters, while the second part describes the data using the code matched to the estimated source.

In this paper, we investigate achievable redundancies in schemes for joint source coding and identification (modeling)
in the setting of fixed-rate universallossyblock coding (vector quantization) of continuous-alphabet memoryless
sources. Once we pass from lossless codes to lossy ones, the term “model” can refer either to a probabilistic
description of the source or to a probability distribution over codebooks in thereproductionspace. In particular,
whereas choosing a lossless code for an information source is equivalent to choosing a probabilistic model of the
source, choosing alossycode corresponds in a certain sense to sampling from a discrete probability distribution
over sequences in thereproductionalphabet, and is thus related to thesourcedistribution only indirectly. To place
the present work in a wider context, in Section VI we briefly comment on the line of research concerned with
relating lossy codes to codebook models, which can be thought of as a lossy variant of the MDL principle. However,
there are situations in which one would like to compress the source and identify its statistics at the same time. For
instance, inindirect adaptive control(see, e.g., Chapter 7 of Tao [7]) the parameters of the plant (the controlled
system) are estimated on the basis of observation, and the controller is modified accordingly. Consider the discrete-
time stochastic setting, in which the plant state sequence is a random process whose statistics are governed by a
finite set of parameters. Suppose that the controller is geographically separated from the plant and connected to it
via a noiseless digital channel whose capacity isR bits per use. Then, given the time horizonT , the objective is to
design an encoder and a decoder for the controller to obtain reliable estimates of both the plant parameters and the
plant state sequence from the2TR possible outputs of the decoder. In this paper, we are concerned with modeling
the actual source directly, and not through a codebook distribution in the reproduction space.

The objective of universal lossy coding (see, e.g., [8]–[13]) is to construct lossy block source codes (vector
quantizers) that perform well in incompletely or inaccurately specified statistical environments. Roughly speaking,
a sequence of vector quantizers is universal for a given class of information sources if it has asymptotically optimal
performance, in the sense of minimizing the average distortion under the rate constraint, on any source in the
class. Two-stage codes have also proved quite useful in universal lossy coding [10], [11], [13]. For instance, the
two-stage universal quantizer introduced by Chou, Effros and Gray [13] is similar in spirit to the adaptive lossless
coder of Rice and Plaunt [14], [15], known as the “Rice machine”: each input data sequence is encoded in parallel
with a number of codes, where each code is matched to one of thefinitely many “representative” sources, and
the code that performs the best on the given sequence (in the case of lossy codes, compresses it with the smallest
amount of distortion) wins. Similar to the setting of Rissanen’s achievability theorem, the approach of [13] assumes a
sufficiently smooth dependence of optimum coding schemes onthe parameters of the source. However, the decision
rule used in selection of the second-stage code does not relyon explicit modeling of the source statistics as the
second-stage code is chosen on the basis of local (pointwise), rather than average, behavior of the data sequence
with respect to a fixed collection of quantizers. This approach emphasizes the coding objective at the expense of
the modeling objective, thus falling short of exhibiting a relation between the latter and the former.

In the present work, we consider parametric spaces{Pθ} of i.i.d. sources with values inRd, such that thePθ ’s are
absolutely continuous and the parameterθ belongs to a bounded subset ofR

k. We show in a constructive manner that,
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for a wide class of bounded distortion functions and under certain regularity conditions, such parametric families
admit universal sequences of quantizers with distortion redundancies1 converging to zero asO(

√
n−1 log n) and

with an overhead per-letter rate converging to zero asO(n−1 log n), as the block lengthn→ ∞. These convergence
rates are, more or less, typical for universal coding schemes relying on explicit or implicit acquisition of the statistical
model of the source (cf. the discussion in Section IV of this paper). For unbounded distortion functions satisfying a
certain moment condition with respect to a fixed reference letter, the distortion redundancies are shown to converge
to zero asO( 4

√
n−1 log n). The novel feature of our method, however, is that the decoder can use the two-stage

binary description of the data not only to reconstruct the data with asymptotically optimal fidelity, but also to
identify the active source up to a variational ball of radiusO(

√
n−1 log n) with probability approaching unity. In

fact, the universality and the rate of convergence of the compression scheme are directly tied to the performance
of the source identification procedure.

While our approach parallels Rissanen’s method for provinghis achievability theorem in [1], there are two important
differences with regard to both his work on lossless codes and subsequent work by others on universal lossy codes.
The first difference is that the maximum-likelihood estimate, which fits naturally into the lossless framework,
is no longer appropriate in the lossy case. In order to relatecoding to modeling, we require that the probability
distributions of the sources under consideration behave smoothly as functions of the parameter vectors; for compactly
parametrized sources with absolutely continuous probability distributions, this smoothness condition is stated as a
local Lipschitz property in terms of theL1 distance between the probability densities of the sources and the Euclidean
distance in the parameter space. For bounded distortion measures, this implies that the expected performance of
the corresponding optimum coding schemes also exhibits smooth dependence on the parameters. (By contrast,
Chou, Effros and Gray [13] impose the smoothness condition directly on the optimum codes. This point will be
elaborated upon in Section III.) Now, one can construct examples of sources with absolutely continuous probability
distributions for which the maximum-likelihood estimate behaves rather poorly in terms of theL1 distance between
the true and the estimated probability densities [16]. Instead, we propose the use of the so-calledminimum-distance
estimate, introduced by Devroye and Lugosi [17], [18] in the context of kernel density estimation. The introduction
of the minimum-distance estimate allows us to draw upon the powerful machinery of Vapnik–Chervonenkis theory
(see, e.g., [19] and Appendix A in this paper) both for estimating the convergence rates of density estimates and
distortion redundancies, as well as for characterizing theclasses of sources that admit joint universal coding and
identification schemes. The merging of Vapnik–Chervonenkis techniques with two-stage coding further underscores
the forward relation between statistical learning/modeling and universal lossy coding.

The second difference is that, unlike previously proposed schemes, our two-stage code has nonzero memory length.
The use of memory is dictated by the need to force the code selection procedure to be blockwise causal and robust
to local variations in the behavior of data sequences produced by “similar” sources. For a given block lengthn, the
stream of input symbols is parsed into contiguous blocks of lengthn, and each block is quantized with a quantizer
matched to the source with the parameters estimated from thepreceding block. In other words, the coding process
can be thought of as blockwise application of a nonlinear time-invariant filter with initial conditions determined
by the preceding block. In the terminology of Neuhoff and Gilbert [20], this is an instance of ablock-stationary
causal source code.

The remainder of the paper is organized as follows. In Section II, we state the basic notions of universal lossy coding
specialized to block codes with finite memory. Two-stage codes with memory are introduced in Section III and
placed in the context of statistical modeling and parameterestimation. The main result of this paper, Theorem 3.2, is
also stated and proved in Section III. Next, in Section IV, wepresent comparisons of our two-stage coding technique
with several existing techniques, as well as discuss some generalizations and extensions. In Section V we show
that two well-known types of parametric sources — namely, mixture classes and exponential families — satisfy,
under mild regularity requirements, the conditions of our main theorem and thus admit joint universal quantization
and identification schemes. Section VI offers a quick summary of the paper, together with a list of potential topics
for future research. Appendix A contains a telegraphic summary of notions and results from Vapnik–Chervonenkis
theory. Appendices B, C and D are devoted to proofs of certaintechnical results used throughout the paper.

1The distortion redundancy of a lossy block code relative to asource is the excess distortion of the code compared to the optimum code
for that source.
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II. PRELIMINARIES

Let {Xi}∞i=−∞ be a memoryless stationary source with alphabetX (the source alphabet), i.e., theXi’s are
independent and identically distributed (i.i.d.) random variables with values inX . Suppose that the common
distribution of theXi’s belongs to a given indexed class{Pθ : θ ∈ Θ} of probability measures onX (with
respect to an appropriateσ-field). The distributions on then-blocksXn = (X1, · · · ,Xn) will be denoted byPnθ .
The superscriptn will be dropped whenever it is clear from the argument, such as in Pθ(xn). Expectations with
respect to the corresponding process distributions will bedenoted byEθ[·], e.g.,Eθ[Xn]. In this paper, we assume
thatX is a Borel subset ofRd, although this qualification is not required in the rest of the present section.

Consider coding{Xi} into another process{X̂i} with alphabetX̂ (the reproduction alphabet) by means of a
finite-memory stationary block code. Given anym,n, t ∈ Z with m,n ≥ 1, let Xn

m(t) denote the segment

(Xtn−m+1,Xtn−m+2, · · · ,Xtn)

of {Xi}. Whenn = m, we shall abbreviate this notation toXn(t); whenm = 1, we shall writeXn(t); finally, when
t = 1, we shall writeXn

m, Xn, Xm. A code with block lengthn and memory lengthm [or an (n,m)-block code,
for short] is then described as follows. Each reproductionn-block X̂n(t), t ∈ Z, is a function of the corresponding
sourcen-block Xn(t), as well as ofXn

m(t − 1), them source symbols immediately precedingXn(t), and this
function is independent oft:

X̂n(t) = Cn,m(Xn(t),Xn
m(t− 1)), ∀t ∈ Z.

When the code has zero memory, i.e.,m = 0, we shall denote it more compactly byCn. The performance of the
code is measured in terms of asingle-letter distortion(or fidelity criterion), i.e., a measurable mapρ : X×X̂ → R

+.
The loss incurred in reproducing a stringxn ∈ X n by x̂n ∈ X̂ n is given by

ρ(xn, x̂n) =

n∑

i=1

ρ(xi, x̂i).

When the statistics of the source are described byPθ, the average per-letter distortion ofCn,m is defined as

Dθ(C
n,m)

△

= lim sup
k→∞

1

k
Eθ[ρ(X

k, X̂k)]

= lim sup
k→∞

1

k

k∑

i=1

Eθ[ρ(Xi, X̂i)],

where theX̂i’s are determined from the rulêXn(t) = Cn,m(Xn(t),Xn
m(t− 1)) for all t ∈ Z. Since the source is

i.i.d., hence stationary, for eachθ ∈ Θ, both the reproduction process{X̂i} and the pair process{(Xi, X̂i)} are
n-stationary, i.e., the vector processes{Xn(t)}∞t=−∞ and{(Xn(t), X̂n(t))}∞t=−∞ are stationary [20]. This implies
[21] that

Dθ(C
n,m) =

1

n
Eθ[ρ(X

n, X̂n)] =
1

n

n∑

i=1

Eθ[ρ(Xi, X̂i)],

whereX̂n = Cn,m(Xn,Xn
m(0)).

More specifically, we shall consider fixed-rate lossy block codes (also referred to as vector quantizers). A fixed-rate
lossy (n,m)-block code is a pair(f, φ) consisting of an encoderf : X n × Xm → S and a decoderφ : S → X̂ n,
whereS ⊂ {0, 1}∗ is a collection of fixed-length binary strings. The quantizer functionCn,m : X n × Xm → X̂ n

is the composite mapφ ◦ f ; we shall often abuse notation, denoting byCn,m also the pair(f, φ). The number
R(Cn,m) = n−1 log |S| is called therate of Cn,m, in bits per letter (unless specified otherwise, all logarithms in
this paper will be taken to base 2). The setΓ = {φ(s) : s ∈ S} is the reproduction codebookof Cn,m.

The optimum performance achievable on the sourcePθ by any finite-memory code with block lengthn is given
by thenth-order operational distortion-rate function(DRF)

D̂n,∗
θ (R)

△

= inf
m

inf
Cn,m

{
Dθ(C

n,m) : R(Cn,m) ≤ R
}
,

4



where the infimum is over all finite-memory block codes with block lengthn and with rate at mostR bits per
letter. If we restrict the codes to have zero memory, then thecorrespondingnth-order performance is given by

D̂n
θ (R)

△

= inf
Cn

{
Dθ(C

n) : R(Cn) ≤ R
}
.

Clearly, D̂n,∗
θ (R) ≤ D̂n

θ (R). However, as far as optimal performance goes, allowing nonzero memory length does
not help, as the following elementary lemma shows:

Lemma 2.1.D̂n,∗
θ (R) = D̂n

θ (R).

Proof: It suffices to show that̂Dn
θ (R) ≤ D̂n,∗

θ (R). Consider an arbitrary(n,m)-block codeCn,m = φ ◦ f ,
f : X n × Xm → S, φ : S → X̂ n. We claim that there exists a zero-memory codeCn∗ = φ∗ ◦ f∗, f∗ : X n → S,
φ∗ : S → X̂ n, such that

ρ(xn, Cn∗ (x
n)) ≤ ρ(xn, Cn,m(xn, zm))

for all xn ∈ X n, zm ∈ Xm. Indeed, definef∗ as the minimum-distortion encoder

xn 7→ argmin
s∈S

ρ(xn, φ(s))

for the reproduction codebook ofCn,m, and letφ∗(s) = φ(s). Then it is easy to see thatR(Cn∗ ) ≤ R(Cn,m) and
Dθ(C

n
∗ ) ≤ Dθ(C

n,m) for all θ ∈ Θ, and the lemma is proved.

Armed with this lemma, we can compare the performance of all fixed-rate quantizers with block lengthn, with
or without memory, to thenth-order operational DRF̂Dn

θ (R). If we allow the block length to grow, then the best
performance that can be achieved by a fixed-rate quantizer with or without memory on the sourcePθ is given by
the operational distortion-rate function

D̂θ(R)
△

= inf
n
D̂n
θ (R) = lim

n→∞
D̂n
θ (R).

Since an i.i.d. source is stationary and ergodic, the sourcecoding theorem and its converse [22, Ch. 9] guarantee
that the operational DRF̂Dθ(R) is equal to theShannon DRFDθ(R), which in the i.i.d. case admits the following
single-letter characterization:

Dθ(R)
△

= inf
Q

{
EPθQ[ρ(X, X̂)] : IPθQ(X, X̂) ≤ R

}
.

Here, the infimum is taken over all conditional probabilities (or test channels)Q from X to X̂ , so thatPθQ is the
corresponding joint probability onX × X̂ , andI is the mutual information.

A universal lossy coding scheme at rateR for the class{Pθ : θ ∈ Θ} is a sequence of codes{Cn,m}, where
n = 1, 2, · · · andm is either a constant or a function ofn, such that for eachθ ∈ Θ, R(Cn,m) andDθ(C

n,m)
converge toR andDθ(R), respectively, asn → ∞. Depending on the mode of convergence with respect toθ,
one gets different types of universal codes. Specifically, let {Cn,m}∞n=1 be a sequence of lossy codes satisfying
R(Cn,m) → R asn→ ∞. Then, following [9], we can distinguish between the following three types of universality:

Definition 2.1 (weighted universal).{Cn,m}∞n=1 is weighted universalfor {Pθ : θ ∈ Θ} with respect to a probability
distributionW on Θ (on an appropriateσ-field) if the distortion redundancy

δθ(C
n,m)

△

= Dθ(C
n,m)−Dθ(R)

converges to zero in the mean, i.e.,

lim
n→∞

∫

Θ
δθ(C

n,m)dW (θ) = 0.

Definition 2.2 (weakly minimax universal).{Cn,m}∞n=1 is weakly minimax universalfor {Pθ : θ ∈ Θ} if

lim
n→∞

δθ(C
n,m) = 0

for eachθ ∈ Θ, i.e., δθ(Cn,m) converges to zero pointwise inθ.
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Definition 2.3 (strongly minimax universal).{Cn,m}∞n=1 is strongly minimax universalfor {Pθ : θ ∈ Θ} if the
convergence ofδθ(Cn,m) to zero asn→ ∞ is uniform in θ.

The various relationships between the three types of universality have been explored in detail, e.g., in [9]. From the
practical viewpoint, the differences between them are rather insubstantial. For instance, the existence of a weighted
universal sequence of codes for{Pθ : θ ∈ Θ} with respect toW implies, for anyǫ > 0 the existence of a strongly
minimax universal sequence for{Pθ : θ ∈ Θǫ} for someΘǫ ⊆ Θ satisfyingW (Θǫ) ≥ 1− ǫ. In this paper, we shall
concentrate exclusively on weakly minimax universal codes.

Once the existence of a universal sequence of codes is established in an appropriate sense, we can proceed to
determine the rate of convergence. To facilitate this, we shall follow Chou, Effros and Gray [13] and split the
redundancyδθ(Cn,m) into two nonnegative terms:

δθ(C
n,m) =

(
Dθ(C

n,m)− D̂n
θ (R)

)
+
(
D̂n
θ (R)−Dθ(R)

)
. (2.1)

The first term, which we shall call thenth-order redundancyand denote byδnθ (C
n,m), quantifies the difference

between the performance ofCn,m and thenth-order operational DRF, while the second term tells us by how
much thenth-order operational DRF exceeds the Shannon DRF, with respect to the sourcePθ. Note thatδθ(Cn,m)
converges to zero if and only ifδnθ (C

n,m) does, becausêDn
θ (R) → Dθ(R) as n → ∞ by the source coding

theorem. Thus, in proving the existence of universal codes,we shall determine the rates at which the two terms on
the right-hand side of (2.1) converge to zero asn→ ∞.

III. T WO-STAGE JOINT UNIVERSAL CODING AND MODELING

As discussed in the Introduction, two-stage codes are both practically and conceptually appealing for analysis and
design of universal codes. A two-stage lossy block code (vector quantizer) with block lengthn is a code that
describes each source sequencexn in two stages: in the first stage, a quantizer of block lengthn is chosen as a
function of xn from some collection of available quantizers; this is followed by the second stage, in whichxn is
encoded with the chosen code.

In precise terms, a two-stage fixed-rate lossy code is definedas follows [13]. Letf̃ : X n → S̃ be a mapping of
X n into a collectionS̃ of fixed-length binary strings, and assume that to eachs̃ ∈ S̃ there corresponds ann-block
codeCn

es = (fes, φes) at rate ofR bits per letter. A two-stage codeCn is defined by the encoder

f(xn) = f̃(xn)f ef(xn)(x
n)

and the decoder
φ(f̃(xn)f ef(xn)(x

n)) = φef(xn)(x
n).

Here the juxtaposition of two binary strings stands for their concatenation. The map̃f is called the first-stage
encoder. The rate of this code isR+ n−1 log |S̃| bits per letter, while the instantaneous distortion is

ρ(xn, Cn(xn)) = ρ(xn, Cnef(xn)
(xn)).

Now consider usingCn to code an i.i.d. process{Xi} with all theXi’s distributed according toPθ for someθ ∈ Θ.
This will result in the average per-letter distortion

Dθ(C
n) =

1

n
Eθ[ρ(X

n, Cn(Xn))]

=
1

n
Eθ[ρ(X

n, Cnef(Xn)
(Xn))]

=
1

n

∫
ρ(xn, Cnef(xn)

(xn))dPθ(x
n).

Note that it is not possible to expressDθ(C
n) in terms of expected distortion of any single code because the

identity of the code used to encode eachxn ∈ X n itself varies withxn.

Let us consider the following modification of two-stage coding. As before, we wish to code an i.i.d. source{Xi}
with an n-block lossy code, but this time we allow the code to have finite memorym. Assume once again that

6



we have an indexed collection{Cn
es : s̃ ∈ S̃} of n-block codes, but this time the first-stage encoder is a map

f̃ : Xm → S̃ from the spaceXm of m-blocks overX into S̃. In order to encode the currentn-blockXn(t), t ∈ Z,
the encoder first looks atXn

m(t − 1), them-block immediately precedingXn(t), selects a codeCn
es according to

the rule s̃ = f̃(Xn
m(t− 1)), and then codesXn(t) with that code. In this way, we have a two-stage(n,m)-block

codeCn,m with the encoder
f(xn, zm) = f̃(zm)f ef(zm)

(xn)

and the decoder
φ(f̃(zm)f ef(zm)

(xn)) = φef(zm)
(xn).

The operation of this code can be pictured as a blockwise application of a nonlinear time-invariant filter with the
initial conditions determined by a fixed finite amount of pastdata. Just as in the memoryless case, the rate ofCn,m

is R+ n−1 log |S̃| bits per letter, but the instantaneous distortion is now given by

ρ(xn, Cn,m(xn, zm)) = ρ(xn, Cnef(zm)
(xn)).

When the common distribution of theXi’s is Pθ, the average per-letter distortion is given by

Dθ(C
n,m) =

1

n

∫

Xn×Xm

ρ(xn, Cnef(zm)
(xn))dPθ(x

n, zm)

=
1

n
Eθ

{
Eθ

[
ρ(Xn, Cnef(Zm)

(Xn))
∣∣∣Zm

]}

= Eθ

[
Dθ

(
Cnef(Xm)

)]
. (3.2)

Observe that the use of memory allows us to decouple the choice of the code from the actual encoding operation,
which in turn leads to an expression for the average distortion of Cn,m that involves iterated expectations.

Intuitively, this scheme will yield a universal code if

Eθ

[
Dθ

(
Cn

ef(Xm)

)]
≈ D̂n

θ (R) (3.3)

for eachθ ∈ Θ. Keeping in mind thatf̃(Xm) is allowed to take only a finite number|S̃| of values, we see that
condition (3.3) must be achieved through some combination of parameter estimation and quantization. To this end,
we impose additional structure on the mapf̃ . Namely, we assume that it is composed of aparameter estimator
θ̃ : Xm → Θ that uses the past dataXn

m(t− 1) to estimate the parameter labelθ ∈ Θ of the source in effect, and
a lossyparameter encoder̃g : Θ → S̃, whereby the estimatẽθ is quantized toR̃ ≡ log |S̃| bits, with respect to a
suitable distortion measure onΘ. A binary description of the quantized versionθ̂ of θ̃(Xn

m(t− 1)) is then passed
on to the second-stage encoder which will quantize the current n-block Xn(t) with an n-block code matched to
Pbθ

. Provided thatPθ andPbθ
are “close” to each other in an appropriate sense, the resulting performance will be

almost as good as if the actual parameterθ were known all along. As a bonus, the decoder will also receive a good
R̃-bit binary representation (model) of the source in effect.Therefore, we shall also define aparameter decoder
ψ̃ : S̃ → Θ, so that θ̂ = ψ̃(f̃(Xn

m(t − 1)) can be taken as an estimate of the parameterθ ∈ Θ of the active
source. The structure of the encoder and the decoder in this two-stage scheme for joint modeling and lossy coding
is displayed in Fig. 1.

These ideas are formalized in Theorem 3.2 below for i.i.d. vector sources{Xi}, Xi ∈ R
d, where the common

distribution of theXi’s is a member of a given indexed class{Pθ : θ ∈ Θ} of absolutely continuous distributions,
and the parameter spaceΘ is a bounded subset ofRk. For simplicity we have setm = n, although other choices
for the memory length are also possible. Before we state and prove the theorem, let us fix some useful results and
notation. The following proposition generalizes Theorem 2of Linder, Lugosi and Zeger [11] to i.i.d. vector sources
and characterizes the rate at which thenth-order operational DRF converges to the Shannon DRF (the proof, which
uses Csiszár’s generalized parametric representation ofthe DRF [23], as well as a combination of standard random
coding arguments and large-deviation estimates, is an almost verbatim adaptation of the proof of Linderet al. to
vector sources, and is presented for completeness in Appendix B):
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Fig. 1. Two-stage scheme for joint modeling and lossy coding(top: encoder; bottom: decoder).

Proposition 3.1.Let {Xi} be an i.i.d. source with alphabetX ⊆ R
d, where the common distribution of theXi’s

comes from an indexed class{Pθ : θ ∈ Θ}. Let ρ : X × X̂ → R
+ be a distortion function satisfying the following

two conditions:

1) inf
bx∈ bX

ρ(x, x̂) = 0 for all x ∈ X .

2) sup
x∈X ,bx∈ bX

ρ(x, x̂) = ρmax <∞.

Then for everyθ ∈ Θ and everyR > 0 such thatDθ(R) > 0 there exists a constantcθ(R) such that

D̂n
θ (R)−Dθ(R) ≤ (cθ(R) + o(1))

√
log n

n
.

The functioncθ(R) is continuous inR, and theo(1) term converges to zero uniformly in a sufficiently small
neighborhood ofR.

Remark 3.1.The conditionDθ(R) > 0 is essential to the proof and holds for allR > 0 wheneverPθ has a
continuous component, which is assumed in the following.

Remark 3.2.The constantcθ(R) depends on the derivative of the DRFDθ(R) at R and on the maximum value
ρmax of the distortion function.

The distance between two i.i.d. sources will be measured by the variational distancebetween their respective
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single-letter distributions [19, Ch. 5]:

dV (Pθ, Pη)
△

= sup
B

|Pθ(B)− Pη(B)|, ∀θ, η ∈ Θ

where the supremum is taken over all Borel subsets ofR
d. Also, given a sequence of real-valued random variables

V1, V2, · · · and a sequence of nonnegative numbersa1, a2, · · · , the notationVn = O(an) a.s. means that there exist
a constantc > 0 and a nonnegative random variableN ∈ Z such thatVn ≤ can for all n ≥ N . Finally, both the
statement and the proof of the theorem rely on certain notions from Vapnik–Chervonenkis theory; for the reader’s
convenience, Appendix A contains a summary of the necessarydefinitions and results.

Theorem 3.2.Let {Xi}∞i=−∞ be an i.i.d. source with alphabetX ⊆ R
d, where the common distribution of theXi’s

is a member of a class{Pθ : θ ∈ Θ} of absolutely continuous distributions with the corresponding densitiespθ.
Assume the following conditions are satisfied:

1) Θ is a bounded subset ofRk.
2) The mapθ 7→ Pθ is uniformly locally Lipschitz: there exist constantsr > 0 andm > 0 such that, for each

θ ∈ Θ,
dV (Pθ, Pη) ≤ m‖θ − η‖

for all η ∈ Br(θ), where‖ · ‖ is the Euclidean norm onRk andBr(θ) is an open ball of radiusr centered
at θ.

3) TheYatracos class[17], [18], [24] associated withΘ, defined as

AΘ
△

=
{
Aθ,η = {x ∈ X : pθ(x) > pη(x)} : θ, η ∈ Θ; θ 6= η

}
,

is a Vapnik–Chervonenkis class,V(AΘ) = V <∞.

Let ρ : X × X̂ → R
+ be a single-letter distortion function of the formρ(x, x̂) = [d(x, x̂)]p for somep > 0,

whered(·, ·) is a bounded metric onX ∪ X̂ . Suppose that for eachn and eachθ ∈ Θ there exists ann-block code
Cnθ = (fθ, φθ) at rate ofR > 0 bits per letter that achieves thenth-order operational DRF forPθ: Dθ(C

n
θ ) = D̂n

θ (R).
Then there exists an(n, n)-block codeCn,n with

R(Cn,n) = R+O

(
log n

n

)
, (3.4)

such that for everyθ ∈ Θ

δθ(C
n,n) = O

(√
log n

n

)
. (3.5)

The resulting sequence of codes{Cn,n}∞n=1 is therefore weakly minimax universal for{Pθ : θ ∈ Θ} at rateR.
Furthermore, for eachn the first-stage encoder̃f and the corresponding parameter decoderψ̃ are such that

dV (Pθ, Peψ( ef(Xn))
) = O

(√
log n

n

)
a.s., (3.6)

where the probability is with respect toPθ. The constants implicit in theO(·) notation in (3.4) and (3.6) are
independent ofθ.

Proof: The theorem will be proved by construction of a two-stage code, where the first-stage encoderf̃ :
X n → S̃ is a cascade of the parameter estimatorθ̃ : X n → Θ and the lossy parameter encoderg̃ : Θ → S̃.
Estimation of the parameter vectorθ at the decoder will be facilitated by the corresponding decoder ψ̃ : S̃ → Θ.

Our parameter estimator will be based on the so-calledminimum-distance density estimator[16, Sec. 5.5], originally
developed by Devroye and Lugosi [17], [18] in the context of kernel density estimation. It is constructed as follows.
Let Zn = (Z1, · · · , Zn) be i.i.d. according toPθ for someθ ∈ Θ. Given anyη ∈ Θ, let

∆η(Z
n)

△

= sup
A∈AΘ

|Pη(A)− PZn(A)| ,

9



wherePZn is the empirical distribution ofZn,

PZn(B)
△

=
1

n

n∑

i=1

1{Zi∈B}

for any Borel setB. Define θ̃(Zn) as anyθ∗ ∈ Θ satisfying

∆θ∗(Z
n) < inf

η∈Θ
∆η(Z

n) +
1

n
,

where the extra1/n term has been added to ensure that at least one suchθ∗ exists. ThenPeθ(Zn) is called the

minimum-distance estimate ofPθ. Through an abuse of terminology, we shall also say thatθ̃ is the minimum-
distance estimate ofθ. The key property of the minimum-distance estimate [16, Thm. 5.13] is that

∫

X
|peθ(Zn)(x)− pθ(x)|dx ≤ 4∆θ(Z

n) +
3

n
. (3.7)

Since the variational distance between any two absolutely continuous distributionsP,Q on R
d is equal to one half

of theL1 distance between their respective densitiesp, q [19, Thm. 5.1], i.e.,

dV (P,Q) =
1

2

∫

Rd

|p(x)− q(x)|dx,

we can rewrite (3.7) as

dV (Pθ, Peθ(Zn)
) ≤ 2∆θ(Z

n) +
3

2n
. (3.8)

SinceAΘ is a Vapnik–Chervonenkis class, Lemma A.2 in the Appendicesasserts that

Eθ[∆θ(Z
n)] ≤ c1

√
log n

n
, (3.9)

wherec1 is a constant that depends only on the VC dimension ofAΘ. Taking expectations of both sides of (3.8)
and applying (3.9), we get

Eθ

[
dV (Pθ, Peθ(Zn))

]
≤ 2c1

√
log n

n
+

3

2n
. (3.10)

Next, we construct the lossy encoderg̃. SinceΘ is bounded, it is contained in some hypercubeM of sideJ , where
J is some positive integer. LetM(n) = {M (n)

1 ,M
(n)
2 , · · · ,M (n)

K } be a partitioning ofM into nonoverlapping
hypercubes of side1/⌈n1/2⌉, so thatK ≤ (Jn1/2)k. Represent eachM (n)

j that intersectsΘ by a unique fixed-

length binary string̃sj, and letS̃ = {s̃j}. Then if a givenθ ∈ Θ is contained inM (n)
j , map it tos̃j , g̃(θ) = s̃j; this

choice can be described by a string of no more thank(log n1/2 + log J) bits. Finally, for eachM (n)
j that intersects

Θ, choose a representativêθj ∈M (n)
j ∩Θ and define the correspondingn-block codeCn

esj
to beCn

bθj
. Thus, we can

associate tõg the decoder̃ψ : S̃ → Θ via ψ̃(s̃j) = θ̂j.

Now let us describe and analyze the operation of the resulting two-stage(n, n)-block codeCn,n. In order to keep
the notation simple, we shall suppress the discrete time variable t and denote the current blockXn(t) byXn, while
the preceding blockXn(t− 1) will be denoted byZn. The first-stage encoder̃f computes the minimum-distance
estimateθ̃ = θ̃(Zn) and communicates its lossy binary descriptions̃ = f̃(Zn) ≡ g̃(θ̃(Zn)) to the second-stage
encoder. The second-stage encoder then encodesXn with the n-block codeCn

es ≡ Cn
bθ
, where θ̂ = ψ̃(s̃) is the

quantized version of the minimum-distance estimateθ̃. The string transmitted to the decoder thus consists of two
parts: the header̃s, which specifies the second-stage codeCn

es , and the bodys = fes(X
n), which is the encoding

of Xn underCn
es . The decoder computes the reproductionX̂n = φes(s). Note, however, that the headers̃ not

only instructs the decoder how to decode the bodys, but also contains a binary description of the quantized
minimum-distance estimate of the active source, which can be recovered by means of the rulêθ = ψ̃(s̃).

In order to keep the notation simple, assume for now thatp = 1, i.e., the distortion functionρ is a metric onX ∪X̂
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with the boundρmax; the case of generalp is similar. The rate ofCn,n is clearly no more than

R+
k(log n1/2 + log J)

n

bits per letter, which proves (3.4). The average-per letterdistortion ofCn,n on the sourcePθ is, in accordance with
(3.2), given by

Dθ(C
n,n) = Eθ

[
Dθ

(
Cn

ef(Zn)

)]
,

whereCn
ef(Zn)

= Cn
bθ

with θ̂ = ψ̃(f̃(Zn)). Without loss of generality, we may assume that eachCnθ is a nearest-
neighbor quantizer, i.e.,

ρ(xn, Cnθ (x
n)) = min

bxn∈Γθ

ρ(xn, x̂n)

for all xn ∈ X n, whereΓθ is the codebook ofCnθ . Then we have the following chain of estimates:

Dθ(C
n
bθ
)

(a)

≤ Dbθ(C
n
bθ
) + 2ρmaxdV (Pθ, Pbθ)

(b)
= D̂n

bθ
(R) + 2ρmaxdV (Pθ, Pbθ

)

(c)

≤ D̂n
θ (R) + 4ρmaxdV (Pθ, Pbθ

)

(d)

≤ D̂n
θ (R) + 4ρmax

[
dV (Pθ, Peθ) + dV (Peθ, Pbθ)

]
,

where (a) and (c) follow from a basic quantizer mismatch estimate (Lemma C.1 in the Appendices), (b) follows
from the assumednth-order optimality ofCn

bθ
for Pbθ, while (d) is a routine application of the triangle inequality.

Taking expectations, we get

Dθ(C
n,n) ≤ D̂n

θ (R) + 4ρmax

{
Eθ[dV (Pθ, Peθ

)] + Eθ[dV (Peθ
, Pbθ

)]
}
. (3.11)

We now estimate separately each term in the curly brackets in(3.11). The first term can be bounded using the fact
that θ̃ = θ̃(Zn) is a minimum-distance estimate ofθ, so by (3.10) we have

Eθ[dV (Pθ, Peθ
)] ≤ 2c1

√
log n

n
+

3

2n
. (3.12)

The second term involves̃θ and its quantized version̂θ, which satisfy‖θ̃ − θ̂‖ ≤
√
k/n, by construction of the

parameter space quantizer(g̃, ψ̃). By the uniform local Lipschitz property of the mapθ 7→ Pθ, there exist constants
r > 0 andm > 0, such that

dV (Pη , Pbθ
) ≤ m‖η − θ̂‖

for all η ∈ Br(θ̂). If θ̃ ∈ Br(θ̂), this implies thatdV (Peθ
, Pbθ

) ≤ m
√
k/n. Suppose, on the other hand, thatθ̃ 6∈ Br(θ̂).

By assumption,‖θ̃ − θ̂‖ ≥ r. Therefore, sincedV (·, ·) is bounded from above by unity, we can write

dV (Peθ
, Pbθ

) ≤ 1

r
‖θ̃ − θ̂‖ ≤ 1

r

√
k

n
.

Let b
△

= max(m, 1/r). Then the above argument implies that

dV (Peθ
, Pbθ

) ≤ b

√
k

n
(3.13)

and consequently

Eθ[dV (Peθ, Pbθ)] ≤ b

√
k

n
. (3.14)

11



Substituting the bounds (3.12) and (3.14) into (3.11) yields

Dθ(C
n,n) ≤ D̂n

θ (R) + ρmax

(
8c1

√
log n

n
+

6

n
+ 4b

√
k

n

)
,

whence it follows that thenth-order redundancyδnθ (C
n) = O(

√
n−1 log n) for everyθ ∈ Θ. Then the decomposition

δθ(C
n,n) = δnθ (C

n,n) + D̂n
θ (R)−Dθ(R)

and Proposition 3.1 imply that (3.5) holds for everyθ ∈ Θ. The case ofp 6= 1 is similar.

To prove (3.6), fix anǫ > 0 and note that by (3.8), (3.13) and the triangle inequality,dV (Pθ, Pbθ(Zn)
) > ǫ implies

that

2∆θ(Z
n) +

3

2n
+ b

√
k

n
> ǫ.

Hence,

P

{
dV (Pθ, Pbθ(Zn)) > ǫ

}
≤ P

{
∆θ(Z

n) >
1

2

(
ǫ− 3

2n
− b

√
k

n

)}

≤ P

{
∆θ(Z

n) >
1

2

(
ǫ− c2

√
1

n

)}
,

wherec2 = 3/2 + b
√
k. Therefore, by Lemma A.2,

P

{
dV (Pθ, Pbθ(Zn))

) > ǫ
}
≤ 8nV e−n(ǫ−c2

√
1/n)2/128. (3.15)

If for eachn we chooseǫn >
√

128V lnn/n + c2
√

1/n, then the right-hand side of (3.15) will be summable in
n, hencedV (Pθ, Pbθ(Zn)) = O(

√
n−1 log n) a.s. by the Borel–Cantelli lemma.

Remark 3.3.Our proof combines the techniques of Rissanen [1], in that the second-stage code is selected through
explicit estimation of the source parameters, and of Chou, Effros and Gray [13], in that the parameter space is
quantized and eachθ is identified with its optimal codeCnθ . The novel element here is the use of minimum-distance
estimation instead of maximum-likelihood estimation, which is responsible for the appearance of the VC dimension.

Remark 3.4.The boundedness of the distortion measure has been assumed mostly in order to ensure that the main
idea behind the proof is not obscured by technical details. In Section IV-D we present an extension to distortion
measures that satisfy a moment condition with respect to a fixed reference letter in the reproduction alphabet. In
that case, the parameter estimation fidelity and the per-letter overhead rate still converge to zero asO(

√
n−1 log n)

andO(n−1 log n), respectively, but the distortion redundancy converges more slowly asO( 4
√
n−1 log n).

Remark 3.5.Essentially the same convergence rates, up to multiplicative and/or additive constants, can be obtained
if the memory length is taken to be some fraction of the block lengthn: m = αn for someα ∈ (0, 1).

Remark 3.6.Let us compare the local Lipschitz condition of Theorem 3.2 to the corresponding smoothness condi-
tions of Rissanen [1] for lossless codes and of Chouet al. [13] for quantizers. In the lossless case,X is finite or count-
ably infinite, and the smoothness condition is for the relative entropiesD(Pη‖Pθ) △

=
∑

x∈X pη(x) log(pη(x)/pθ(x)),
where pθ and pη are the corresponding probability mass functions, to be locally quadratic inθ: D(Pη‖Pθ) ≤
mθ‖θ−η‖2 for some constantmθ and for allη in some open neighborhood ofθ. Pinsker’s inequalityD(Pη‖Pθ) ≥
d2V (Pη , Pθ)/2 ln 2 [25, p. 58] then implies the local Lipschitz property fordV (Pθ, Pη), although the magnitude of
the Lipschitz constant is not uniform inθ. Now, D(Pη‖Pθ) is also the redundancy of the optimum lossless code
for Pθ relative toPη. Thus, Rissanen’s smoothness condition can be interpretedeither in the context of source
models or in the context of coding schemes and their redundancies. The latter interpretation has been extended to
quantizers in [13], where it was required that the redundanciesδnη (C

n
θ ) be locally quadratic inθ. However, because

here we are interested in joint modeling and coding, we impose a smoothness condition on the source distributions,
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rather than on the codes. The variational distance is more appropriate here than the relative entropy because, for
bounded distortion functions, it is a natural measure of redundancy for lossy codes [9].

Remark 3.7.The Vapnik–Chervonenkis dimension of a given class of measurable subsets ofRk (provided it is
finite) is, in a sense, a logarithmic measure of the combinatorial “richness” of the class for the purposes of learning
from empirical data. For many parametric families of probability densities, the VC dimension of the corresponding
Yatracos class is polynomial ink, the dimension of the parameter space (see [16] for detailedexamples).

Remark 3.8.Instead of the Vapnik–Chervonenkis condition, we could have required that the class of sources{Pθ :
θ ∈ Θ} be totally boundedwith respect to the variational distance. (Totally boundedclasses, with respect to either
the variational distance or its generalizations, such as the ρ̄-distance [26], have, in fact, been extensively used in
the theory of universal lossy codes [9].) This was preciselythe assumption made in the paper of Yatracos [24] on
density estimation, which in turn inspired the work of Devroye and Lugosi [17], [18]. The main result of Yatracos
is that, if the class{Pθ : θ ∈ Θ} is totally bounded under the variational distance, then forany ǫ > 0 there exists
an estimatorθ∗ = θ∗(Xn), whereXn is an i.i.d. sample from one of thePθ ’s, such that

Eθ[dV (Pθ, Pθ∗(Xn))] ≤ 3ǫ+

√
32Hǫ + 8

n
,

whereHǫ is the metric entropy, or Kolmogorovǫ-entropy [27], of {Pθ : θ ∈ Θ}, i.e., the logarithm of the
cardinality of the minimalǫ-net for {Pθ} underdV (·, ·). Thus, if we chooseǫ = ǫn such that

√
Hǫn/n → 0 as

n → ∞, then θ∗(Xn) is a consistent estimator ofθ. However, totally bounded classes have certain drawbacks.
For example, depending on the structure and the complexity of the class, the Kolmogorovǫ-entropy may vary
rather drastically from a polynomial inlog(1/ǫ) for “small” parametric families (e.g., finite mixture families) to
a polynomial in1/ǫ for nonparametric families (e.g., monotone densities on the hypercube or smoothness classes
such as Sobolev spaces). One can even construct extreme examples of nonparametric families withHǫ exponential
in 1/ǫ. (For details, the reader is invited to consult Ch. 7 of [19].) Thus, in sharp contrast to VC classes for which
we can obtainO(

√
n−1 log n) convergence rates both for parameter estimates and for distortion redundancies, the

performance of joint universal coding and modeling schemesfor totally bounded classes of sources will depend
rather strongly on the metric properties of the class. Additionally, although in the totally bounded case there is
no need for quantizing the parameter space, one has to construct anǫ-net for each given class, which is often an
intractable problem.

IV. COMPARISONS AND EXTENSIONS

A. Comparison with nearest-neighbor and omniscient first-stage encoders

The two-stage universal quantizer of Chou, Effros and Gray [13] has zero memory and works as follows. Given a
collection{Cn

es } of n-block codes, the first-stage encoder is given by the “nearest-neighbor” map

f̃∗(x
n)

△

= argmin
es∈ eS

ρ(xn, Cn
es (x

n)),

where the term “nearest-neighbor” is used in the sense that the codeCn
ef∗(xn)

encodesxn with the smallest
instantaneous distortion among allCn

es ’s. Accordingly, the average per-letter distortion of the resulting two-stage
codeCn∗ on the sourcePθ is given by

Dθ(C
n
∗ ) =

1

n

∫
min
es∈ eS

ρ(xn, Cnes (x
n))dPθ(x

n).

Although such a code is easily implemented in practice, its theoretical analysis is quite complicated. However, the
performance ofCn∗ can be upper-bounded if the nearest-neighbor first-stage encoder is replaced by the so-called
omniscientfirst-stage encoder, which has direct access to the source parameterθ ∈ Θ, rather than toxn. This latter
encoder is obviously not achievable in practice, but is easily seen to do no better than the nearest-neighbor one.

This approach can be straightforwardly adapted to the setting of our Theorem 3.2, except that we no longer require
Condition 3). In that case, it is apparent that the sequence{Cn∗ } of the two-stagen-block (zero-memory) codes
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with nearest-neighbor (or omniscient) first-stage encoders is such that

R(Cn∗ ) = R+O

(
log n

n

)
(4.16)

and

δθ(C
n
∗ ) = O

(√
log n

n

)
. (4.17)

Comparing (4.16) and (4.17) with (3.4) and (3.5), we immediately see that the use of memory and direct parameter
estimation has no effect on rate or on distortion. However, our scheme uses theO(log n) overhead bits in a more
efficient manner — indeed, the bits produced by the nearest-neighbor first-stage encoder merely tell the second-stage
encoder and the decoder which quantizer to use, but there is,in general, no guarantee that the nearest-neighbor
code for a givenxn ∈ X n will be matched to the actual source in an average sense. By contrast, the first-stage
description under our scheme, while requiring essentiallythe same number of extra bits, can be used to identify
the acive source up to a variational ball of radiusO(

√
n−1 log n), with probability arbitrarily close to one.

B. Comparison with schemes based on codebook transmission

Another two-stage scheme, due to Linder, Lugosi and Zeger [10], [11], yields weakly minimax universal codes for
all real i.i.d. sources with bounded support, with respect to the squared-error distortion. The main feature of their
approach is that, instead of constraining the first-stage encoder to choose from a collection of preselected codes,
they encode eachn-block xn ∈ X n by designing, in real time, an optimal quantizer for the empirical distribution
Pxn , whose codevectors are then quantized to some carefully chosen resolution. Then, in the second stage,xn

is quantized with this “quantized quantizer,” and a binary description of the quantized codevectors is transmitted
together with the second-stage description ofxn. The overhead needed to transmit the quantized codewords is
O(n−1 log n) bits per letter, while the distortion redundancy convergesto zero at a rateO(

√
n−1 log n).

In order to draw a comparison with the results presented here, let {Pθ : θ ∈ Θ} be a class of real i.i.d. sources
satisfying Conditions 1)–3) of Theorem 3.2, and with support contained in some closed interval[−B,B], i.e.,
Pθ{|X| ≤ B} = 1 for all θ ∈ Θ. Let alsoX̂ = R, and consider the squared-error distortionρ(x, x̂) = |x − x̂|2.
Without loss of generality, we may assume that the optimaln-block quantizersCnθ have nearest-neighbor encoders,
which in turn allows us to limit our consideration only to those quantizers whose codevectors have all their
components in[−B,B]. Then ρ is bounded withρmax = 4B2, and Theorem 3.2 guarantees the existence of a
weakly minimax universal sequence{Cn,n} of (n, n)-block codes satisfying (3.4) and (3.5). Comparing this with
the results of Linderet al. quoted in the preceding paragraph, we see that, as far as the rate and the distortion
redundancy go, our scheme performs as well as that of [10], [11], but, again, in our case the extraO(log n) bits
have been utilized more efficiently, enabling the decoder toidentify the active source with good precision. However,
the big difference between our code and that of Linderet al. is that the class of sources considered by them isfully
nonparametric, whereas our development requires that the sources belong to a compactly parametrized family.

C. Extension to curved parametric families

We can also consider parameter spaces that are more general than bounded subsets ofRk. For instance, in
information geometry [28] one often encounterscurved parametric families, i.e., families{Pθ : θ ∈ Θ} of probability
distributions where the parameter spaceΘ is a smooth compact manifold. Roughly speaking, an abstractsetΘ is
a smooth compact manifold of dimensionk if it admits a covering by finitely many setsGl ⊂ Θ, such that for
eachl there exists a one-to-one mapξl of Gl onto a precompact subsetFl of Rk; the mapsξl are also required to
satisfy a certain smooth compatibility condition, but we need not consider it here. The pairs(Gl, ξl) are called the
chartsof Θ.

In order to cover this case, we need to make the following modifications in the statement and in the proof of
Theorem 3.2. First of all, let{Pθ : θ ∈ Θ} satisfy Condition 3) of the theorem, and replace Condition 2) with
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2a) For eachl, the mapu 7→ Pξ−1
l (u), u ∈ Fl, is uniformly locally Lipschitz: there exist constantsrl > 0 and

ml > 0, such that for everyu ∈ Fl,

dV (Pξ−1
l (u), Pξ−1

l (w)) ≤ ml‖u− w‖

for all w ∈ Brl(u).

[Note thatξ−1
l (u) ∈ Gl ⊂ Θ for all u ∈ Fl.] Condition 1) is satisfied for eachFl by definition ofΘ. Next, we need

to modify the first-stage encoder. For eachl, quantizeFl in cubes of side1/⌈n1/2⌉, so that eachu ∈ Fl can be
encoded intok(log n1/2 + log Jl) bits, for someJl, and reproduced by somêu ∈ Fl satisfying‖u− û‖ ≤

√
k/n.

Thenθ = ξ−1
l (u) and θ̂ = ξ−1

l (û) both lie inGl ⊂ Θ. Now, when the first-stage encoder computes the minimum-
distance estimatẽθ of the active sourceθ, it will prepend a fixed-length binary description of the index l such that
θ̃ ∈ Gl to the binary description of the cube inRk containingũ = ξl(θ̃). Let û be the reproduction of̃u under the
cubic quantizer forFl. The per-letter rate of the resulting two-stage code is

R(Cn,n) = R+O

(
log n

n

)

bits per letter. Thenth-order distortion redundancy is bounded as

δnθ (C
n,n) ≤ 4ρmax

{
Eθ[dV (Pθ, Peθ)] + Eθ[dV (Peθ, Pbθ)]

}
,

where θ̂ = ξ−1
l (û). The first term in the brackets is upper-bounded by means of the usual Vapnik–Chervonenkis

estimate,

Eθ

[
dV (Pθ, Peθ)

]
≤ 2c1

√
log n

n
+

3

2n
,

while the second term is handled using Condition 2a). Specifically, if θ̃ ∈ Gl, thenPeθ
= Pξ−1

l (eu) andPbθ
= Pξ−1

l (bu).
Then the same argument as in the proof of Theorem 3.2 can be used to show that there exists a constantbl > 0
such thatdV (Peθ, Pbθ) ≤ bl

√
k/n, which can be further bounded byb

√
k/n with b

△

= maxl bl. Combining all these
bounds and using Proposition 3.1, we get that the distortionredundancy is

δθ(C
n,n) = O

(√
log n

n

)
.

This establishes that{Cn,n} is weakly minimax universal for the curved parametric family {Pθ : θ ∈ Θ}. The
fidelity of the source identification procedure is similar tothat in the ”flat” caseΘ ⊂ R

k, by the same Borel–Cantelli
arguments as in the proof of Theorem 3.2.

D. Extension to unbounded distortion measures

In this section we show that the boundedness condition on thedistortion measure can be relaxed, so that our
approach can work with any distortion measure satisfying a certain moment condition, except that the distortion
redundancy will converge to zero at a slower rate ofO( 4

√
n−1 log n) instead ofO(

√
n−1 log n), as in the bounded

case.

Specifically, let{Pθ : θ ∈ Θ} be a family of i.i.d. sources satysfing the conditions of Theorem 3.2, and let
ρ : X × X̂ → R

+ be a single-letter distortion function for which there exists a reference lettera∗ ∈ X̂ such that
∫

X
ρ2(x, a∗)dPθ(x) ≤ G <∞ (4.18)

for all θ ∈ Θ, and which has the formρ(x, x̂) = [d(x, x̂)]p for somep, whered(·, ·) is a metric onX ∪ X̂ . In the
following, we shall show that for any rateR > 0 satisfying

D(R,Θ)
△

= sup
θ∈Θ

Dθ(R) <∞,
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and for anyǫ > 0 there exists a sequence{Cn,n}∞n=1 of two-stage(n, n)-block codes, such that

R(Cn,n) ≤ R+ ǫ+O

(
log n

n

)
(4.19)

and

δθ(C
n,n) ≤ ǫ+O

(
4

√
log n

n

)
(4.20)

for everyθ ∈ Θ. Taking a cue from Garcı́a-Muñoz and Neuhoff [29], we shallcall a sequence of codes{Cn,n}
satisfying

lim
n→∞

R(Cn,n) ≤ R+ ǫ

and
lim
n→∞

δθ(C
n,n) ≤ ǫ, ∀θ ∈ Θ

for a givenǫ > 0 ǫ-weakly minimax universalfor {Pθ : θ ∈ Θ}. By continuity, the existence ofǫ-weakly minimax
universal codes for allǫ > 0 then implies the existence of weakly minimax universal codes in the sense of
Definition 2.2. Moreover, we shall show that the convergencerate of the source identification procedure is the same
as in the case of a bounded distortion function, namelyO(

√
n−1 log n); in particular, the constant implicit in the

O(·) notation depends neither onǫ nor on the behavior ofρ.

The proof below draws upon some ideas of Dobrushin [30], the difference being that he consideredrobust, rather
than universal, codes.2 Let M > 0 be a constant to be specified later, and define a single-letterdistortion function
ρM : X × X̂ → R

+ by

ρM (x, x̂)
△

=

{
ρ(x, x̂), if ρ(x, x̂) ≤M
M, if ρ(x, x̂) > M

.

Let D̄θ(C
n,m) denote the average per-letterρM -distortion of an(n,m)-block codeCn,m with respect toPθ, and

let D̄θ(R) denote the corresponding Shannon DRF. Then Theorem 3.2 guarantees that for everyR > 0 there exists
a weakly minimax universal sequence{C̄n,n}∞n=1 of two-stage(n, n)-block codes, such that

R(C̄n,n) = R+O

(
log n

n

)
(4.21)

and

D̄θ(C̄
n,n) = D̄θ(R) +O

(√
log n

n

)
(4.22)

for all θ ∈ Θ.

We shall now modifyC̄n,n to obtain a new codeCn,n. Fix someδ > 0, to be chosen later. Let{C̄n
es : s̃ ∈ S̃} be

the collection of the second-stage codes ofC̄n,n. Fix s̃ ∈ S̃ and letΓ̄es be the reproduction codebook of̄Cn
es . Let

Γes ⊂ X̂ n be the set consisting of (a) all codevectors inΓ̄es, (b) all vectors obtained by replacing⌊δn⌋ or fewer
components of each codevector inΓ̄es with a∗, and (c) the vectoran∗ . The size ofΓes can be estimated by means of
Stirling’s formula as

|Γes| = |Γ̄es|
⌊δn⌋∑

i=0

(
n

i

)
+ 1 ≤ |Γ̄es|2n[h(δ)+o(1)] + 1,

whereh(δ)
△

= −δ log δ − (1 − δ) log(1 − δ) is the binary entropy function. Since|Γ̄es| = 2nR, we can chooseδ
small enough so that

|Γes| ≤ 2n(R+ǫ). (4.23)

2A sequence of lossy codes is (strongly) robust for a given class of information sources at rateR (see, e.g., [31]–[33]) if its asymptotic
performance on each source in the class is no worse than the supremum of the distortion-rate functions of all the sources in the class atR.
Neuhoff and Garcı́a-Muñoz [33] have shown that strongly robust codes occur more widely than strongly minimax universal codes, but less
widely than weakly minimax universal ones.
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Now, if C̄n
es maps a givenxn ∈ X n to ̂̄xn = (̂̄x1, · · · , ̂̄xn) ∈ X̂ n, define a new strinĝxn = (x̂1, · · · , x̂n) ∈ X̂ n as

follows. If |{1 ≤ i ≤ n : ρ(xi, ̂̄xi) > M}| ≤ δn, let

x̂i
△

=

{ ̂̄xi, if ρ(xi, ̂̄xi) ≤M
a∗, if ρ(xi, ̂̄xi) > M

;

otherwise, let̂xn = an∗ . Now, construct a new codeCn
es with the codebookΓes, and with the encoder and the decoder

defined in such a way thatCn
es (x

n) = x̂n wheneverC̄n
es (x

n) = ̂̄xn. Finally, letCn,n be a two-stage code with the
same first-stage encoder asC̄n,n, but with the collection of the second-stage codes replacedby {Cn

es }. From (4.23)
it follows thatR(Cn,n) ≤ R(C̄n,n) + ǫ. SinceR(C̄n,n) = R+O(n−1 log n), we have that

R(Cn,n) ≤ R+ ǫ+O

(
log n

n

)
. (4.24)

Furthermore, the codeCn,n has the following property:

Lemma 4.1.Let G′ = G(1 + 2/δ). Then for anyθ ∈ Θ,

Dθ(C
n,n) ≤ D̄θ(C̄

n,n) +

√
G′D̄θ(C̄n,n)

M
. (4.25)

Proof: See Appendix D.

Substituting (4.22) into (4.25), we have that

Dθ(C
n,n) ≤ D̄θ(R) +O

(√
log n

n

)
+

√√√√G′

M
D̄θ(R) +O

(√
log n

n

)
. (4.26)

Now, sinceρM (x, x̂) ≤ ρ(x, x̂) for all (x, x̂) ∈ X × X̂ , D̄θ(R) ≤ Dθ(R) for all θ ∈ Θ. Using this fact and the
inequality

√
a+ b ≤ √

a+
√
b, we can write

Dθ(C
n,n) ≤ Dθ(R) +O

(√
log n

n

)
+

√
G′

M
Dθ(R) +O

(
4

√
log n

n

)
.

Upon choosingM so that
√
G′D(R,Θ)/M < ǫ, we get

δθ(C
n,n) ≤ ǫ+O

(
4

√
log n

n

)
. (4.27)

Thus, (4.24) and (4.27) prove the claim made at the beginningof the section. Moreover, because the first-stage
encoder ofCn,n is the same as in̄Cn,n, our code modification procedure has no effect on parameter estimation, so
the same arguments as in the end of the proof of Theorem 3.2 canbe used to show that the decoder can identify
the source in effect up to a variational ball of radiusO(

√
n−1 log n) asymptotically almost surely.

V. EXAMPLES

In this section we present a detailed analysis of two classesof parametric sources that meet Conditions 1)–3) of
Theorem 3.2, and thus admit schemes for joint universal lossy coding and modeling. These are finite mixture classes
and exponential families, which are widely used in statistical modeling, both in theory and in practice (see, e.g.,
[34]–[37]).
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A. Mixture classes

Let p1, · · · , pk be fixed probability densities on a measurableX ⊆ R
d, and let

Θ
△

=

{
θ = (θ1, · · · , θk) ∈ R

k : 0 ≤ θi ≤ 1, 1 ≤ i ≤ k;

k∑

i=1

θi = 1

}

be the probabilityk-simplex. Then the mixture class defined by thepi’s consists of all densities of the form

pθ(x) =

k∑

i=1

θipi(x).

The parameter spaceΘ is obviously compact, which establishes Condition 1) of Theorem 3.2. In order to show
that Condition 2) holds, fix anyθ, η ∈ Θ. Then

dV (Pθ, Pη) =
1

2

∫

X
|pθ(x)− pη(x)|dx

≤ 1

2

k∑

i=1

∫

X
|θi − ηi|pi(x)dx

=
1

2

k∑

i=1

|θi − ηi|

≤
√
k

2

√√√√
k∑

i=1

(θi − ηi)2

=

√
k

2
‖θ − η‖,

where the last inequality is a consequence of the concavity of the square root. This implies that the mapθ 7→ Pθ is
everywhere Lipschitz with Lipschitz constant

√
k/2. We have left to show that Condition 3) of Theorem 3.2 holds

as well, i.e., that the Yatracos class

AΘ =
{
Aθ,η = {x ∈ X : pθ(x) > pη(x)} : θ, η ∈ Θ; θ 6= η

}

has finite Vapnik–Chervonenkis dimension. To this end, observe thatx ∈ Aθ,η if and only if

k∑

i=1

(θi − ηi)pi(x) > 0.

Thus,AΘ consists of sets of the form
{
x ∈ X :

k∑

i=1

αipi(x) > 0, α = (α1, · · · , αk) ∈ R
k

}
.

Since the functionsp1, · · · , pk span a linear space whose dimension is not larger thank, Lemma A.3 in the
Appendices guarantees thatV(AΘ) ≤ k, which establishes Condition 3).

B. Exponential families

Let X be a measurable subset ofR
d, and letΘ be a compact subset ofRk. A family {pθ : θ ∈ Θ} of probability

densities onX is anexponential family[28], [35] if eachpθ has the form

pθ(x) = p(x) exp

(
k∑

i=1

θihi(x)− g(θ)

)

≡ p(x)eθ·h(x)−g(θ), (5.28)
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wherep is a fixed reference density,h1, · · · , hk are fixed real-valued functions onX , and

g(θ) = ln

∫

X
eθ·h(x)p(x)dx

is the normalization constant. By way of notation,h(x)
△

= (h1(x), · · · , hk(x)) and θ · h(x) △

=
∑k

i=1 θihi(x).
Given the densitiesp and pθ, let P andPθ denote the corresponding distributions. The assumed compactness of
Θ guarantees that the family{Pθ : θ ∈ Θ} satisfies Condition 1) of Theorem 3.2. In the following, we shall
demonstrate that Conditions 2) and 3) can also be met under certain regularity assumptions.

It is customary to choose the functionshi in such a way that{1, h1, · · · , hk} is a linearly independent set. This
guarantees that the mapθ 7→ Pθ is one-to-one. We shall also assume that eachhi is square-integrable with respect
to P : ∫

X
h2i dP ≡

∫

X
h2i (x)p(x)dx <∞, 1 ≤ i ≤ k.

Then the(k + 1)-dimensional real linear spaceF ⊂ L2(X , P ) spanned by{1, h1, · · · , hk} can be equipped with
an inner product

〈f, g〉 △

=

∫

X
fgdP, f, g ∈ F

and the correspondingL2 norm

‖f‖2 △

=
√

〈f, f〉 ≡
√∫

X
f2dP , f ∈ F .

Also let
‖f‖∞ △

= inf
{
M : |f(x)| ≤M P -a.e.

}

denote theL∞ norm of f . SinceF is finite-dimensional, there exists a constantAk > 0 such that

‖f‖∞ ≤ Ak‖f‖2.

Finally, assume that the logarithms of Radon–Nikodym derivativesdP/dPθ ≡ p/pθ are uniformly boundedP -a.e.:
sup
θ∈Θ

‖ log p/pθ‖∞ <∞. Let

D(Pθ‖Pη) △

=

∫

X

dPθ
dPη

ln
dPθ
dPη

dPη ≡
∫

X
pθ ln

pθ
pη
dx

denote the relative entropy (information divergence) betweenPθ andPη. Then we have the following basic estimate:

Lemma 5.1.For all θ, η ∈ Θ,

D(Pθ‖Pη) ≤
1

2
e‖ ln p/pθ‖∞e2Ak‖θ−η‖‖θ − η‖2,

where‖ · ‖ is the Euclidean norm onRk.

Proof: The proof is along the lines of Barron and Sheu [35, Lemma 5]. Without loss of generality, we may
assume that the functions{h0, h1, · · · , hk}, h0 ≡ 1, form an orthonormal set with respect toP :

〈hi, hj〉 =
∫

X
hihjdP = δij , 0 ≤ i, j ≤ k.

Then

‖(θ − η) · h‖2 =
∥∥∥∥∥

k∑

i=1

(θi − ηi)hi

∥∥∥∥∥
2

= ‖θ − η‖.

Now, since

g(η)− g(θ) = ln

∫

X
e(η−θ)·hdPθ = ln

∫

X
e(η−θ)·h(x)pθ(x)dx,
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we have
|g(η) − g(θ)| ≤ ‖(η − θ) · h‖∞ ≤ Ak‖(η − θ) · h‖2 = Ak‖η − θ‖.

Furthermore,
ln
pθ
pη

= (θ − η) · h+ g(η) − g(θ),

whence it follows that the logarithm of the Radon–Nikodym derivative dPθ/dPη = pθ/pη is boundedP -a.e.:
‖ ln pθ/pη‖∞ ≤ 2‖(η−θ) ·h‖∞ ≤ 2Ak‖η−θ‖. In this case, the relative entropyD(Pθ‖Pη) satisfies [35, Lemma 1]

D(Pθ‖Pη) ≤
1

2
e‖ ln pθ/pη−c‖∞

∫

X

(
ln
pθ
pη

− c

)2

dPθ

for any constantc. Choosingc = g(η) − g(θ) and using the orthonormality of thehi, we get

D(Pθ‖Pη) ≤ 1

2
e‖(θ−η)·h‖∞

∫

X
((θ − η) · h)2dPθ

=
1

2
e‖(θ−η)·h‖∞

∫

X

pθ
p
((θ − η) · h)2 dP

≤ 1

2
e‖ ln p/pθ‖∞e2Ak‖θ−η‖‖(θ − η) · h‖22

=
1

2
e‖ ln p/pθ‖∞e2Ak‖θ−η‖‖θ − η‖2,

and the lemma is proved.

Now, using Pinsker’s inequalitydV (Pθ, Pη) ≤
√

(1/2)D(Pθ‖Pη) [38, Lemma 5.2.8] together with the above lemma
and the assumed uniform boundedness ofln p/pθ, we get the bound

dV (Pθ, Pη) ≤ m0e
Ak‖θ−η‖‖θ − η‖, θ, η ∈ Θ, (5.29)

wherem0
△

= 1
2 exp

(
1
2 sup
θ∈Θ

‖ ln p/pθ‖∞
)

. If we fix θ ∈ Θ, then from (5.29) it follows that, for anyr > 0,

dV (Pθ, Pη) ≤ m0e
Akr‖θ − η‖

for all η satisfying‖η − θ‖ ≤ r. That is, the family{Pθ : θ ∈ Θ} satisfies the uniform local Lipschitz condition
[Condition 2) of Theorem 3.2], and the magnitude of the Lipschitz constant can be controlled by tuningr.

All we have left to show is that the Vapnik–Chervonenkis condition [Condition 3) of Theorem 3.2] is satisfied.
Let θ, η ∈ Θ be distinct; thenpθ(x) > pη(x) if and only if (θ − η) · h(x) > g(θ)− g(η). Thus, the corresponding
Yatracos classAΘ consists of sets of the form

{
x ∈ X : α0 +

k∑

i=1

αihi(x) > 0, α = (α0, α1, · · · , αk) ∈ R
k+1

}
.

Since the functions1, h1, · · · , hk span a(k + 1)-dimensional linear space,V(AΘ) ≤ k + 1 by Lemma A.3.

VI. SUMMARY AND DISCUSSION

We have constructed and analyzed a scheme for universal fixed-rate lossy coding of continuous-alphabet i.i.d.
sources based on a forward relation between statistical modeling and universal coding, in the spirit of Rissanen’s
achievability theorem [1, Theorem 1b] (see also Theorem 2 in[13]). To the best of our knowledge, such a joint
universal source coding and source modeling scheme has not been constructed before, although Chouet al. [13]
have demonstrated the existence of universal vector quantizers whose Lagrangian redundancies converge to zero
at the same rate as the corresponding redundancies in Rissanen’s achievability theorem for the lossless case. What
we have shown is that, for a wide class of bounded distortion measures and for any compactly parametrized
family of i.i.d. sources with absolutely continuous distributions satisfying a smoothness condition and a Vapnik–
Chervonenkis learnability condition, the tasks of parameter estimation (statistical modeling) and universal lossy
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coding can be accomplished jointly in a two-stage set-up, with the overhead per-letter rate and the distortion
redundancy converging to zero asO(n−1 log n) andO(

√
n−1 log n), respectively, as the block lengthn tends to

infinity, and the extra bits generated by the first-stage encoder can be used to identify the active source up to a
variational ball of radiusO(

√
n−1 log n) (a.s.). We have compared our scheme with several existing schemes for

universal vector quantization and demonstrated that our approach offers essentially similar performance in terms of
rate and distortion, while also allowing the decoder to reconstruct the statistics of the source with good precision.
We have described an extension of our scheme to unbounded distortion measures satisfying a moment condition
with respect to a reference letter, which suffers no change in overhead rate or in source estimation fidelity, although
it gives a slower,O( 4

√
n−1 log n), convergence rate for distortion redundancies. Finally, we have presented detailed

examples of parametric sources satisfying the conditions of our Theorem 3.2 (namely, finite mixture classes and
exponential families) and thus admitting schemes for jointuniversal quantization and modeling.

As mentioned in the Introduction, in treating universal lossy source coding as a statistical problem the term “model”
can refer either to a probabilistic description of the source or to a probabilistic description of a rate-distortion
codebook. In fact, as shown by Kontoyiannis and Zhang [39], for variable-rate lossy codes operating under a
fixed distortion constraint, there is a one-to-one correspondence between codes and discrete distributions over
sequences in the reproduction space (satisfying suitable “admissibility” conditions), which they dubbed the “lossy
Kraft inequality.” The same paper also demonstrated the existence of variable-rate universal lossy codes for finite-
alphabet memoryless sources with rate redundancy converging to zero as(k/2) log n/n, wherek is the dimension
of the simplex of probability distributions on the reproduction alphabet. Yang and Zhang [40] proved an analogous
result for fixed-rate universal lossy codes and showed furthermore that the(k/2) log n/n convergence rate isoptimal
in a certain sense. (The redundancies in our scheme are therefore suboptimal, as can be seen from comparing them
to these bounds, as well as to those of Chouet al. [13]. It is certainly an interesting open problem to determine
lower bounds on the redundancies in the setting of joint source coding and identification.) These papers, together
with the work of Madiman, Harrison and Kontoyiannis [41], [42], can be thought of as generalizing Rissanen’s
MDL principle to lossy setting, provided that the term “model” is understood to refer to probability distributions
over codebooks in the reproduction space.

We close by outlining several potential directions for further research. First of all, it would be of both theoretical
and practical interest to extend the results presented hereto sources with memory in order to allow more realistic
source models such as autoregressive or Markov sources, andto variable-rate codes, so that unbounded parameter
spaces could be accommodated. We have made some initial progress in this direction in [43], [44], where we
constructed joint schemes for variable-rate universal lossy coding and identification of stationary ergodic sources
satisfying a certain mixing condition. Moreover, the theory presented here needs to be tested in practical settings,
one promising area for applications beingmedia forensics[45], where the parameterθ could represent traces or
“evidence” of some prior processing performed, say, on an image or on a video sequence, and where the goal is
to design an efficient system for compressing the data for thepurposes of transmission or storage in such a way
that the evidence can be later recovered from the compressedsignal with minimal degradation in fidelity.
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APPENDIX A
VAPNIK–CHERVONENKIS THEORY

In this appendix, we summarize, for the reader’s convenience, some basic concepts and results of the Vapnik–
Chervonenkis theory. A detailed treatment can be found, e.g., in [19].

Definition A.1 (shatter coefficient).Let A be an arbitrary collection of measurable subsets ofR
d. Given ann-tuple

xn = (x1, · · · , xn) ∈ (Rd)n, let A(xn) be the subset of{0, 1}n obtained by listing all distinct binary strings of the
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form (1{x1∈A}, · · · , 1{xn∈A}) asA is varied overA. Then

SA(n)
△

= max
xn∈(Rd)n

|A(xn)|

is called thenth shatter coefficientof A.

Definition A.2 (VC dimension; VC class).The largest integern for which SA(n) = 2n is called theVapnik–
Chervonenkis dimension(or the VC dimension, for short) ofA and denoted byV(A). If SA(n) = 2n for all
n = 1, 2, · · · , then we defineV(A) = ∞. If V(A) < ∞, we say thatA is a Vapnik–Chervonenkis class(or VC
class).

The basic result of Vapnik–Chervonenkis theory relates theshatter coefficientSA(n) to uniform deviations of the
probabities of events inA from their relative frequencies with respect to an i.i.d. sample of sizen:

Lemma A.1 (the Vapnik–Chervonenkis inequalities).Let A be an arbitrary collection of measurable subsets ofR
d,

and letXn = (X1, . . . ,Xn) be ann-tuple of i.i.d. random variables inRd with the common distributionP . Then

P

{
sup
A∈A

|PXn(A)− P (A)| > ǫ

}
≤ 8SA(n)e

−nǫ2/32 (A.1)

for any ǫ > 0, and

E

{
sup
A∈A

|PXn(A)− P (A)|
}

≤ 2

√
log 2SA(n)

n
, (A.2)

wherePXn is the empirical distribution ofXn:

PXn(B)
△

=
1

n

n∑

i=1

1Xi∈B

for all Borel setsB ⊂ R
d. The probabilities and expectations are with respect toP .

Now, if A is a VC class andV(A) ≥ 2, then the results of Vapnik and Chervonenkis [46] and Sauer [47] imply
that SA(n) ≤ nV(A). Plugging this bound into (A.1) and (A.2), we obtain the following:

Lemma A.2.If A is a VC class withV(A) ≥ 2, then

P

{
sup
A∈A

|PXn(A)− P (A)| > ǫ

}
≤ 8nV(A)e−nǫ

2/32 (A.3)

for any ǫ > 0, and

E

{
sup
A∈A

|PXn(A)− P (A)|
}

≤ c

√
log n

n
, (A.4)

wherec is a constant that depends only onV(A).

Remark A.1.One can use more delicate arguments involving metric entropies and covering numbers, along the
lines of Dudley [48], to improve the bound in (A.4) toc′

√
1/n, wherec′ = c′(V(A)) is another constant. However,

c′ turns out to be much larger thanc, so that, for all “practical” values ofn, the ”improved”O(
√

1/n) bound is
much worse than the originalO(

√
n−1 log n) bound.

Lemma A.3.Let F be anm-dimensional linear space of real-valued functions onR
d. Then the class

A =
{
{x : f(x) ≥ 0} : f ∈ F

}

is a VC class, andV(A) ≤ m.
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APPENDIX B
PROOF OFPROPOSITION3.1

Fix θ ∈ Θ, and letX be distributed according toPθ. Let the distortion functionρ satisfy Condition 1) of
Proposition 3.1. Then a result of Csiszár [23] says that, for each point(R,Dθ(R)) on the distortion-rate curve
for Pθ, there exists a random variableY with values in the reproduction alphabet̂X , where the joint distribution
of X andY is such that

I(X,Y ) = R and EXY [ρ(X,Y )] = Dθ(R), (B.1)

and the Radon–Nikodym derivative

a(x, y)
△

=
dPXY

d(PX × PY )
(x, y),

wherePX ≡ Pθ, has the parametric form

a(x, y) = α(x)2−sρ(x,y), (B.2)

wheres ≥ 0 andα(x) ≥ 1 satisfy
∫

X
α(x)2−ρ(x,y)dPθ(x) ≤ 1, ∀y ∈ X̂ , (B.3)

and−1/s = D′
θ(R), the derivative of the DRFDθ(R) at R, i.e.,−1/s is the slope of the tangent to the graph of

Dθ(R) at R.

Next, letN = ⌊2n(R+δ)⌋, whereδ > 0 will be specified later, and generate a random codebookW as a vector
W = (W1, · · · ,WN ), where eachWi = (Wi1, · · · ,Win) ∈ X̂ n, and theWij ’s are i.i.d. according toPY . Thus,

PW =
N×
i=1

PnY

is the probability distribution for the randomly selected codebook. We also assume thatW is independent from
Xn = (X1, · · · ,Xn). Now, let CW be a (random)n-block code with the reproduction codebookW and the
minimum-distortion encoder, so thatρ(xn, CW(xn)) = ρ(xn,W), whereρ(xn,W)

△

= min
1≤i≤N

ρ(xn,Wi). Then the

average per-letter distortion of this random code over the codebook generation and the source sequence is

∆n =

∫
Dθ(Cw)dPW(w)

=
1

n

∫
Eθ [ρ(X

n,w)] dPW (w)

=
1

n

∫ (∫

Xn

ρ(xn,w)dPθ(x
n)

)
dPW (w).

Using standard arguments (see, e.g., Gallager’s proof of the source coding theorem [22, Ch. 9]), we can bound∆n

from above as
∆n ≤ Dθ(R) + δ + ρmax

(
PXY (Y

n 6∈ SXn) + e−N2−n(R+δ/2)
)
, (B.4)

where
Sxn

△

=
{
yn ∈ X̂ n : ρ(xn, yn) ≤ n(Dθ(R) + δ) and in(x

n, yn) ≤ n(R+ δ/2)
}
,

and

in(x
n, yn)

△

=

n∑

i=1

log a(xi, yi) ≡ log a(xn, yn).

is the sample mutual information. Here, the pairs(Xi, Yi) are i.i.d. according toPXY . Now, by the union bound,

PXY (Y
n 6∈ SXn) ≤ PXY

(
1

n

n∑

i=1

log a(Xi, Yi) ≥ R+ δ/2

)
+ PXY

(
1

n

n∑

i=1

ρ(Xi, Yi) ≥ Dθ(R) + δ

)
. (B.5)
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Note that from (B.1) we have thatEXY [log a(X,Y )] = I(X,Y ) = R andEXY [ρ(X,Y )] = Dθ(R). Since0 ≤
ρ(X,Y ) ≤ ρmax, the second probability on the right-hand side of (B.5) can be bounded using Hoeffding’s inequality
[49], which states that for i.i.d. random variablesS1, · · · , Sn satisfyinga ≤ Si ≤ b a.s.,

P

(
1

n

n∑

i=1

Si ≥ E[S1] + δ

)
≤ e−2nδ2/(b−a)2 .

This yields the estimate

PXY

(
1

n

n∑

i=1

ρ(Xi, Yi) ≥ Dθ(R) + δ

)
≤ e−2nδ2/ρ2max . (B.6)

In order to apply Hoeffding’s inequality to the first probability on the right-hand side of (B.5), we have to show that
log a(X,Y ) is bounded. From (B.2) we have thatlog a(x, y) = logα(x)− sρ(x, y). On the other hand, integrating
both sides of (B.2) with respect toPY , we get

α(x) =
1∫

2−sρ(x,y)dPY (y)
Pθ-a.e.

Since2−sρmax ≤ 2−sρ(x,y) ≤ 1, we have that1 ≤ α(x) ≤ 2sρmax , whence it follows that−sρmax ≤ log a(x, y) ≤
sρmax. Thus, by Hoeffding’s inequality,

PXY

(
1

n

n∑

i=1

log a(Xi, Yi) ≥ R+ δ/2

)
≤ e−nδ

2/8s2ρ2max . (B.7)

Putting together (B.4), (B.6) and (B.7), and using the fact thatN ≥ 2n(R+δ) − 1, we obtain

∆n ≤ Dθ(R) + δ + ρmax

(
e−2nδ2/ρ2max + e−nδ

2/8s2ρ2max + e−2nδ/2
)
.

Since∆n is the average of the expected distortion over the random choice of codes, it follows that there exists at
least one code whose average distortion with respect toPθ is smaller than∆n. Thus,

D̂n
θ (R+ δ) ≤ Dθ(R) + δ + ρmax

(
e−2nδ2/ρ2max + e−nδ

2/8s2ρ2max + e−2nδ/2
)
.

Now, let cs = max(ρmax/2, 2sρmax) and putδ = cs
√
n−1 lnn to get

D̂n
θ

(
R+ cs

√
lnn

n

)
−Dθ(R) = (cs + o(1))

√
lnn

n
. (B.8)

Because−1/s is the slope of the tangent to the distortion-rate curve at the point(R,Dθ(R)), and becauseDθ(R)
is nonincreasing inR, we have−1/s′ ≤ −1/s for s′ corresponding to another point(R′,Dθ(R

′)) with R′ < R.
Thus,cs′ ≤ cs, and (B.8) remains valid for allR′ ≤ R. Thus, letR′ = R− cs

√
n−1 lnn to get

D̂n
θ (R)−Dθ

(
R− cs

√
lnn

n

)
≤ (cs + o(1))

√
lnn

n
.

Therefore, expandingDθ(R) in a Taylor series to first order and recalling that−1/s = D′
θ(R), we see that

D̂n
θ (R) = cs

(
1 +

1

s
+ o(1)

)√
lnn

n
,

and the proposition is proved.

APPENDIX C
QUANTIZER MISTMATCH LEMMA

Lemma C.1.Let P andQ be two absolutely continuous probability distributions onX ⊆ R
d, with respective

densitiesp andq, and letρ : X×X̂ → R
+ be a single-letter distortion measure having the formρ(x, x̂) = [d(x, x̂)]p,
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wherep > 0 andd(·, ·) is a bounded metric onX ∪X̂ . Consider ann-block lossy codeCn with the nearest-neighbor
encoder, and let

DP (C
n)

△

=
1

n
EP [ρ(X

n, Cn(Xn))] =
1

n

∫

Xn

ρ(xn, Cn(xn))dP (xn)

be the average per-letter distortion ofCn with respect toP . DefineDQ(C
n) similarly. Then

|DP (C
n)1/p −DQ(C

n)1/p| ≤ 21/pdmaxdV (P,Q). (C.9)

Furthermore, the correspondingnth-order operational DRF’ŝDn
P (R) andD̂n

Q(R) satisfy

|D̂n
P (R)

1/p − D̂n
Q(R)

1/p| ≤ 21/pdmaxdV (P,Q). (C.10)

Proof: The proof closely follows Gray, Neuhoff and Shields [26]. Let Pn(P,Q) denote the set of all probability
measures onX n×X n havingPn andQn as marginals, and let̄µ achieve (or come arbitrarily close to) the infimum
in the Wasserstein metric

ρ̄n(P,Q)
△

= inf
µ∈Pn(P,Q)

(
1

n

∫

Xn×Xn

ρ(xn, yn)dµ(xn, yn)

)1/p

.

Suppose thatDP (C
n) ≤ DQ(C

n). Then, using the fact thatd is a metric, Minkowski’s inequality, and the nearest-
neighbor property ofCn, we have

DP (C
n)1/p =

(
1

n

∫

Xn

ρ(xn, Cn(xn))dPn(xn)

)1/p

=

(
1

n

∫

Xn×Xn

ρ(xn, Cn(xn))dµ̄(xn, yn)

)1/p

≤
(
1

n

∫

Xn×Xn

ρ(xn, yn)dµ̄(xn, yn)

)1/p

+

(
1

n

∫

Xn×Xn

ρ(yn, Cn(yn))dµ̄(xn, yn)

)1/p

= ρ̄n(P,Q) +DQ(C
n)1/p,

Now,

ρ̄n(P,Q) = ρ̄1(P,Q) =

(
inf

µ∈P1(P,Q)

∫

X×X
ρ(x, y)dµ(x, y)

)1/p

(see, e.g., [26], Section 2), andρ(x, y) ≤ dpmax1{x 6=y}, so

inf
µ∈P1(P,Q)

∫

X×X
ρ(x, y)dµ(x, y) ≤ dpmax inf

µ∈P1(P,Q)

∫

X×X
1{x 6=y}dµ(x, y).

The right-hand side of this expression is the well-known coupling characterization of twice the variational distance
dV (P,Q) (see, e.g., Section I.5 of Lindvall [50]), so we obtain

DP (C
n)1/p ≤ DQ(C

n)1/p + 21/pdmaxdV (P,Q).

Interchanging the roles ofP andQ, we obtain (C.9).

To prove (C.10), letCn∗ achieve thenth-order optimum forP : DP (C
n
∗ ) = D̂n

P (R). Without loss of generality, we
can assume thatCn∗ has a nearest-neighbor encoder. Then

D̂n
Q(R)

1/p ≤ DQ(C
n
∗ )

1/p ≤ DP (C
n
∗ )

1/p + 21/pdmaxdV (P,Q) = D̂n
P (R)

1/p + 21/pdmaxdV (P,Q).

The other direction is proved similarly.
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APPENDIX D
PROOF OFLEMMA 4.1

Fix a θ ∈ Θ. Define the measurable setU △

= {(xn, zn) ∈ X n × X n : Cn,n(xn, zn) = an∗}. Then the distortion
Dθ(C

n,n) can be split into two terms as

Dθ(C
n,n) =

1

n

∫

Xn×Xn

ρ(xn, Cn,n(xn, zn))dPθ(x
n, zn)

=
1

n

∫

U
ρ(xn, Cn,n(xn, zn))dPθ(x

n, zn) +
1

n

∫

Uc

ρ(xn, Cn,n(xn, zn))dPθ(x
n, zn), (D.1)

where the superscriptc denotes set-theoretic complement. We shall prove the lemmaby upper-bounding separately
each of the two terms on the right-hand side of (D.1).

First of all, we have

1

n

∫

U
ρM (xn, C̄n,n(xn, zn))dPθ(x

n, zn) ≤ 1

n

∫

Xn×Xn

ρM (xn, C̄n,n(xn, zn))dPθ(x
n, zn) ≡ D̄θ(C̄

n,n). (D.2)

By construction ofU andCn,n, (xn, zn) ∈ U implies that at leastδn components of̂̄x
n ≡ C̄n,n(xn, zn) satisfy

ρ(xi, ̂̄xi) > M , so by definition ofρM it follows that ρM (xn, C̄n,n(xn, zn)) ≥ nδM for all (xn, zn) ∈ U . Thus,

1

n

∫

U
ρM (xn, C̄n,n(xn, zn))dPθ(x

n, zn) ≥ δM · Pnθ × Pnθ (U),

which, together with (D.2), implies that

Pnθ × Pnθ (U) ≤
D̄θ(C̄

n,n)

δM
. (D.3)

Using the Cauchy–Schwarz inequality, (4.18), and (D.3), wecan write

1

n

∫

U
ρ(xn, Cn,n(xn, zn))dPθ(x

n, zn) =
1

n
Eθ [ρ(X

n, an∗ ) · 1U ]

≤
√
Pnθ × Pnθ (U)Eθ[ρ2(Xn, an∗ )/n

2]

≤
√

2GD̄θ(C̄n,n)

δM
, (D.4)

where the last inequality follows from the easily established fact that, for anyn independent random variables
V1, · · · , Vn satisfyingE[Vi] ≤ G, E

[(
1
n

∑n
i=1 Vi

)2] ≤ 2G.

Now, (xn, zn) ∈ U c implies that for eachi = 1, · · · , n either x̂i = ̂̄xi andρM (xi, x̂i) = ρ(xi, x̂i), or x̂i = a∗ and
ρ(xi, ̂̄xi) > M , where ̂̄xn ≡ (̂̄x1, · · · , ̂̄xn) = C̄n,n(xn, zn) and x̂n ≡ (x̂1, · · · , x̂n) = Cn,n(xn, zn). Then, by the
union bound,

1

n

∫

Uc

ρ(xn, Cn,n(xn, zn))dPθ(x
n, zn) =

1

n

n∑

i=1

∫

Uc

ρ(xi, x̂i)dPθ(x
n, zn)

≤ 1

n

n∑

i=1

∫

Uc

ρM (xi, ̂̄xi)dPθ(xn, zn) +
1

n

n∑

i=1

∫

{(xn,zn):ρ(xi,b̄xi)>M}
ρ(xi, a∗)dPθ(x

n, zn). (D.5)

The first term on the right-hand side of (D.5) is bounded as

1

n

n∑

i=1

∫

Uc

ρM (xi, ̂̄xi)dPθ(xn, zn) ≤ D̄θ(C̄
n,n). (D.6)
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As for the second term, we can once again invoke the Cauchy–Schwarz inequality and (4.18) to write

1

n

n∑

i=1

∫

{(xn,zn):ρ(xi,b̄xi)>M}
ρ(xi, a∗)dPθ(x

n, zn) ≤ 1

n

n∑

i=1

√
Pθ({(xn, zn) : ρ(xi, ̂̄xi) > M})Eθ[ρ2(X, a∗)]

≤
√
G

n

n∑

i=1

√
Pθ({(xn, zn) : ρ(xi, ̂̄xi) > M}). (D.7)

Let us estimate the summation on the right-hand side of (D.7). First of all, note that

1

n

n∑

i=1

∫

{(xn,zn):ρ(xi,b̄xi)>M}
ρM (xi, ̂̄xi)dPθ(xn, zn) ≤ D̄θ(C̄

n,n). (D.8)

Now, ρ(xi, ̂̄xi) > M implies thatρM (xi, ̂̄xi) =M , so that
∫

{(xn,zn):ρ(xi,b̄xi)>M}
ρM (xi, ̂̄xi)dPθ(xn, zn) =MPθ({(xn, zn) : ρ(xi, ̂̄xi) > M}),

which, together with (D.8), yields the estimate
n∑

i=1

Pθ({(xn, zn) : ρ(xi, ̂̄xi) > M}) ≤ nD̄θ(C̄
n,n)

M
,

whence by the concavity of the square root it follows that
n∑

i=1

√
Pθ({(xn, zn) : ρ(xi, ̂̄xi) > M}) ≤ n

√
D̄θ(C̄n,n)

M
.

Substituting this bound into (D.7) yields

1

n

n∑

i=1

∫

{(xn,zn):ρ(xi,b̄xi)>M}
ρ(xi, a∗)dPθ(x

n, zn) ≤
√
GD̄θ(C̄n,n)

M
. (D.9)

The lemma is proved by combining (D.1), (D.4), (D.6), and (D.9).
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