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Abstract—Federated learning (FL) is a distributed machine
learning paradigm with high efficiency and low communication
load, only transmitting parameters or gradients of network.
However, the non-independent and identically distributed (Non-
IID) data characteristic has a negative impact on this paradigm.
Furthermore, the heterogeneity of communication quality will
significantly affect the accuracy of parameter transmission,
causing a degradation in the performance of the FL system or
even preventing its convergence. This letter proposes a dual-
segment clustering (DSC) strategy, which first clusters the clients
according to the heterogeneous communication conditions and
then performs a second clustering by the sample size and
label distribution, so as to solve the problem of data and
communication heterogeneity. Experimental results show that the
DSC strategy proposed in this letter can improve the convergence
rate of FL, and has superiority on accuracy in a heterogeneous
environment compared with the classical algorithm of cluster.

Index Terms—Federated learning, Non-IID, communication
heterogeneity, clustering strategy.

I. INTRODUCTION

RADITIONAL distributed machine learning requires
clients to share local data, which is not acceptable to
everyone [1f, [2]. Federated learning (FL) provides a new
paradigm that does not require raw data to be shared. Instead,
model parameters or gradients are shared, which effectively
reduces communication load while preserving data privacy [3]].
A commonly used aggregation algorithm for FL is the Fed-
erated Averaging (FedAvg) algorithm [4], where a parameter
server averages the local parameters or gradients of its clients
using the size of the clients’ data as the aggregation weights. In
practice, the non-independent and identically distributed (Non-
IID) data and the heterogeneity of communication quality can
substantially compromise the performance of FL aggregation
(51171
Clustering clients before aggregation is an effective way to
improve the aggregation efficiency and accuracy of FL. Duan
et al. [|8]] proposed a hierarchical FL framework by setting up
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a proxy server within a group to aggregate the parameters of
the members and then uploading them to the parameter server
to update the global parameters. In the hierarchical framework
proposed in [9]], data quantization and sequence learning were
used within groups to improve the aggregation efficiency of
FL under Non-IID data setting. Most of the existing grouping
methods only alleviate the impact of data heterogeneity on FL
aggregation efficiency. The heterogeneity of communication
affects the clients’ transmission quality, and hence would also
affect the aggregation performance of FL.

Works in [10], [11] designed clustering strategies based
on communication cost, but they did not consider the data
heterogeneity of each group. The authers of [12]-[14] com-
prehensively captured clients’ communication ability and the
heterogeneity of data while clustering. However, they aimed
to reduce transmission delay, instead of addressing the impact
of communication quality.

Motivated by the above discussion about clustering strate-
gies, this letter proposes a new dual-segment clustering (DSC)
strategy to address both the Non-IID characteristics of local
data and the heterogeneity of communication quality. First, a
signal-to-noise ratio (SNR) matrix is constructed to reflect the
communication quality of each client. The initial-clustering is
performed according to the similarities among clients. Second,
within each primary group, the information quantity matrix of
local data distribution is built for secondary-clusters. Finally,
for scattered points that remain ungrouped, the principle of
Euclidean distance based proximity is adopted to integrate
them into their respective nearby groups. By implementing this
proposed DSC strategy, the data distribution among the groups
exhibits similarity, effectively approximating an IID setting.
Additionally, the communication conditions among the clients
within the groups remain relatively uniform, significantly
enhancing FL aggregation efficiency and accuracy in non-1ID
scenarios. The DSC algorithm is verified by experiments. To
the best of our knowledge, this is the first clustering strategy
addressing the heterogeneity of data and the communication
quality.

The remainder of this letter is structured in the following
manner: Section II illustrates the system modeling, including
the group-based FL aggregation and wireless communication.
Section III elaborates on the proposed DSC strategy in detail.
The simulation results are presented in Section IV. Section V
gives the conclusions.

II. SYSTEM MODEL

Before designing the DSC strategy, the modeling of the
system is presented in this section. We consider an FL system



consisting of an Ng-antenna BS (serving as the parameter
server) and K single-antenna devices (as clients). The k-th
device has its own local data set Dj. The devices participating
in training are indexed by k = {1,2,..., K}. Consider an FL
algorithm with input data vector 3, € R? and single output
yks € R, where s € {1,...,|Dg|}. Let wy, define the model
parameters of the local model trained at the k-th device.

A. Learning Model

For the edge devices, the goal of local training is to find the
optimal learning model w* that minimizes its training loss.
Without loss of generality, the local gradient of the model
parameter w € R? (where ¢ denotes the model size) on Dy
in the ¢-th communication round is defined as

VE, (w[t]) = ﬁ Z 0 (wksayks;w[t]> , (D

(ks Yrs)ED

where fi (s, Yrs; w) denotes the sample loss. For brevity,
we rewrite fi (Tgs, Yrs; w) as fi (w).

To achieve the minimum global loss function, FL conducts
multiple rounds of gradient transmission until convergence. In
this letter, clustering is performed among the clients before
updating. Thus, at each communication round, the gradients
from clients within each groups are first synchronously aggre-
gated by the group leaders [ = {1,2,..., L} as

VF (w[t]) - i Gy -V, (w[t]) , )
k=1

where [ is the index of a group leader, Gy, is the intra-group
aggregation weight of client k, and K represents the number
of clients within the [-th group satisfying K = Zlel K.
Then, the BS aggregates the gradients from each group leader,
as given by

vF (wlf) = EL: G-V (wl). 3)
=1

where G is the inter-group aggregation weight of group leader
l.

Each group include as many sample labels as possible, so
an aggregation weight dedicated to the Non-IID case [15] is
used within the group due to the large difference in the data
distribution, as given by
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used for the small difference among the groups.

Finally, the update of the global model implemented at the
BS is given by

wlt+l =l )\ VF (w[t]> : )

where )\ is the learning rate.

B. Communication Model

Non-Orthogonal Multiple Access (NOMA) [16] is consid-
ered in this letter to support multiple users and the BS to
transmit data simultaneously through superimposed wireless
channels, effectively alleviating the communication network
congestion caused by multiple users in FL [[17]. No inter-client
interference is considered in this letter.

Consider a block fading channel, where the channel coeffi-
cients remain invariant during the whole FL training process.
Let hj, € CN denote the channel coefficient vector of the di-
rect channel from the k-th-device to the BS, and the amplitudes
are the independent Rician random variables. Assume perfect
channel state information (CSI) at the BS and devices. Thus,
in the model aggregation of the ¢-th communication round, the
received signal is denoted by

K
Y =>" hupis)!) + o, (6)
1=1

where p; € C is the transmitter scalar of the [-th group leader,
s; is the gradient at the [-th group leader aggregated from
the group members, and ny € CNV*! is the additive white
Gaussian noise (AWGN) vector with the entries following
CN (0,02,). In fact, the transmit power of each client is set
to be the same in this letter.

The SNR is used to measure the communication quality,
which is heterogeneous due to the geograpgic distribution of
the clients. Let v, = py|hx|?/02, represent the received SNR
from the k-th client to the BS. Meanwhile, if the gradient
transmission among the clients is completed according to
the above communication mode, then vjx = pi|h;rl?/o2,
represents the received SNR when the k-th client transmits the
gradients to the i-th client, where h;y, is the channel coefficient
between the k-th and j-th client.

III. PROPOSED DUAL-SEGMENT CLUSTERING STRATEGY

In this section, we elaborate on the new DSC strategy, which
is divided into two parts: 1) The primary groups are obtained
by clustering based on the heterogeneity of communication
quality. 2) The secondary groups are established within each
primary group through the proposed information matrix of data
distribution so that each secondary group contains as many
sample labels as possible. The group members transmit the
gradients to the group leaders, see (2), and the group leaders
upload the aggregated gradients in the groups to the BS, see
(B). The framework is showed in Fig. [T}

A. Cluster based on Communication quality

The FL system in this letter adopts a synchronous upload
mechanism, where the BS reserves a fixed window period for
each client to upload its local model in each communication
round. Assume that the geographical location and transmission
power of all clients are fixed, that is, their communication
quality does not change over iterations. As mentioned in
Section II-B, the SNR of each client can directly reflect the



@ : Clients with Non-IID Data

| : First-segment Cluster

! 1 : Secondary-segment Cluster

(O :Group Leader

» : Intra-group Aggregation

: Inter-group Aggregation

Fig. 1. The workflow of proposed DSC-FL.

communication quality and their heterogeneity. Therefore, we
first construct the SNR matrix, as given by

a! Y12 MK
Y21 Y2 2K
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where the diagonal elements represent the SNR between the
clients and the BS, while the element in the i-th row and
the j-th column represent the SNR between the ¢-th and j-th
clients. I' is a symmetric matrix where the SNRs are measured
by transmitting gradients among the clients and from the client
to the BS in the first communication round.

It is worth noting that FL generally is suitable for different
training tasks and adapt to different wireless communication
environments. The data and communication conditions of the
clients are unpredictable, so the clustering algorithm should
not have a priori knowledge of the number of classes, which
is different from most existing FL clustering methods.

A similarity matrix S, is constructed based on the SNR to
describe the similarity between the clients in terms of their
communication quality, i.e.,

P12 i _7§K
—721 Py I ) °¢
Sc = . . . . 5 (8)
k1 ke Pk
where {P;, P, -, Pk} is the preference value for com-

munication quality, implying the likelihood of that client
k ={1,2,..., K} being the center of the group, affecting
the number of groups. Let the responsibility matrix R.(i, k)
represent the likelihood of client k being the group leader of
client 7 relative to other data clients. Let the attribution matrix
Ac(i, k) represent the appropriateness of client i choosing
client k as the group leader considering the preference of other
clients choosing client k as the group leader. They are both
initialized as 0 matrices.

The clustering algorithm iterates over R.(i, k) and A.(i, k)
until the group boundaries remain unchanged after 7,; itera-
tions (e.g., we set T; = 15 in this letter). The responsibility
information is updated according to

Re(i k) = Se(i k) — Ikl;&% [Sc(i, k') + Ac(i, k)], (9)

Algorithm 1 The Proposed Dual-Segment Clustering Strategy.

1: Parameter: The number of samples |Dj| and labels Cj,
of each client, the responsibility matrix R., and R, the
attribution matrix A., and Ag,, and the learning rate \.

2:

3: Cluster based on the communication quality:

4:  Calculate T by (7) and S, by (8):

5. for ty in T,; do

6: Calculate R. by ().

7: Calculate A. by (T0) and (TI).

8: end for

9:  Return [.,,, primary groups.

10  Data-based Cluster within [.,,, primary groups:
11: Calculate = by and Sy by (13):

12: for t. in T; do

13: Calculate Ry by the same way as (9).

14: Calculate A4 by the same way as (I0) and (TT).
15: end for

16:

17: for t + {0,1,2,...,T} do

18:  Intra-group aggregation by (2).

19:  Inter-group aggregation by (3).

20:  Update the global model by (3) and broadcast to each
client.

21: end for

22: Return w.

and the attribution information according to

Ac(i,k) = min[0, Re(k, k) + > max(0, Ro(i', k))),i # k
i (i,k)
(10
and

Ac(iyi) = 1115122( [0, R.(7',k)],i = k. (11)
The responsibility information and attribution information
can be combined to determine how suitable the client ¢ is
as a cluster center or group member. The clients whose
indices correspond to the elements on the diagonal of C. =
R.(i,k)+ A.(i, k) are suitable as cluster centers. Specifically,
if the maximum element of the i-th row in C. is in the diagonal
position, the i-th client is the cluster center (i.e., the group
leader) corresponding to the column index. Otherwise, the ¢-
th client is classified as a member of the group indexed by the

column corresponding to the maximum element.

B. Secondary Cluster based on Non-I1ID Data

After clustering based on the heterogeneity of commu-
nication quality in Section III-A, the accuracy of gradient
transmission within each primary group is guaranteed when
intra-group aggregation. Next, we continue to cluster clients
according to data heterogeneity within each primary group,
to make the clients contain as many class of sample label as
possible in each secondary cluster.

Consider K clients in the FL system contain a total of D
data samples and £ labels. The number of the ¢-th label of
the k-th client is Cj,. The total number of label is C*. For



any sample, the probability that the sample belongs to the ¢-th
class label in the data of the k-th client is P, = Cj /D, the
probability of it belonging to the k-th client is Py = Dy /D,
and the probability of it belonging to the ¢-th class label is
P3 = C*/D. Based on these settings, a matrix measuring the
distribution of dataset can be written as

DCl DCF
1lngcl 11gD162 o lgplcﬂ
21 DC3 S| DC2 2 ] DCE
- 0g p,cr 08 p,¢7 08 B0z
- . . . ?
DCL DC% DCE
Klo S DreT Kl g Bz KIOgD cE

(12)
where % log gk—cc’t; represents the information amount of the
event that a sample belongs to the ¢-th label of the k-th client.
Based on =, we construct a similarity matrix that describes
the distribution of the dataset.i.e.,

Py 51,2 S1,Kippm
5271 Pd 527cho1n
Sa=| . A PG
SK[co'm. )1 SK[co'm. 2 Pd
where s, = {3°7, [2(i,0) — Z(k,0)]2}2 with i # k, Py is
the preference value for data distribution, and K;_ _ denotes

the number of clients in the [ ,,,-th primary group.

Similarly, we also define the responsibility matrix
R, (i, k)and the attribution matrix A4(7, k) for Sy to iteratively
update the secondary-segment group based on data hetero-
geneity, as the final cluster of the FL system in this letter. For
clients that are not grouped, we assign them to the nearest
group according to the nearest principle.

The proposed DSC strategy is summarized in Algorithm 1.

IV. SIMULATION RESULTS
A. Simulation Setup and Baselines

Consider a rectangular area with a length of 100 meters.
50 clients and a BS as the parameter server are randomly
distributed in the area. The path loss model is PLpp =
GBSGD(M)P, where Gpg = 5 dBi for the BS and
Gp = 0 dBi for clients represent antenna gain, f. = 915
MHz represents the carrier frequency, P = 3.76 is path loss
coefficient, d is the distance, and c is the speed of light. The
transmit power of the client is 10~% W and the noise power is
1075 W. We use a CNN network with two 5 x 5 convolution
layers (each with 2 x 2 max pooling) followed by a batch
normalization layer, a fully connected layer with 50 units, a
ReLu activation layer, and a softmax output layer, for training
and testing on MNIST dataset and Fashion-MNIST dataset,
respectively. The data is randomly distributed to the clients
with each client assigned 400-800 samples of two random
labels. The SGD algorithm with batchsize = 0.1 is used to
train the local model. The learning rate is A = 0.06 for the
MNIST dataset and 0.05 for the Fashion-MNIST dataset.

We test the performance of the DSC algorithm proposed in
this letter (Setting 1) and the data-based clustering part of the
proposed DSC algorithm (Setting 2), in FL. For comparison,
we set two baselines: 1) The state-of-the-art typical clustering
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Fig. 2. The performance of FL after clustering in an ideal communication
environment.

algorithm (Benchmark 1) [18]], and 2) The most widely used
FedAvg algorithm (Benchmark 2) [4].

B. The Effectiveness and Superiority of DSC-FL

The four baselines are tested in an ideal communication
environment (without noise) and an actual communication
environment (with noise). It is worth mentioned that Setting
1 is not required for the ideal communication environment
due to the fact that there is no need for clustering based on
communication quality.

Fig. [] shows the performance of Setting 2 and Bench-
marks 1, 2 in the ideal communication environment. First,
the algorithm of Setting 2 outperforms FedAvg algorithm
(Benchmark 2) on both two datasets by 19.74% (MNIST)
and 5.91% (Fashion-MNIST), respectively, which proves the
effectiveness of the data-based clustering part of the proposed
DSC algorithm. Second, compared with the performance of
the existing algorithm (Benchmark 1), it can be seen that the
performance of proposed algorithm is significantly higher than
that of the existing algorithm by 3.71% (MNIST) and 3.03%
(Fashion-MNIST), respectively, in the ideal communication
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Fig. 3. The performance of FL after clustering in an actual communication
environment.

environment, which proves the superiority of the data-based
clustering part of the proposed DSC algorithm.

Fig. [3] illustrates the FL performance using 4 algorithms
in the real communication environment. First, compared with
FedAvg algorithm (Benchmark 2), the performance of DSC
algorithm (Setting 1) and its data part (Setting 2) are im-
proved by 20.28% (MNIST), 21.42% (Fashion-MNIST) and
16.66% (MNIST), 17.89% (Fashion-MNIST), respectively.
The effectiveness of the proposed DSC algorithm in the actual
communication environment is proved. Second, the complete
DSC algorithm (Setting 1) improves the performance by
2.92% on MNIST and 3.68% on Fashion-MNIST compared
with the GFedAvg algorithm (Benchmark 1), although the
performance of its data part (Setting 2) is not greatly higher
than that of the GFedAvg algorithm in noisy environments.
The importance and superiority of the DSC strategy proposed
in this letter are demonstrated.

V. CONCLUSION

In this letter, a DSC strategy is proposed considering the
heterogeneity of both data and communication quality, which

comprehensively improves the convergence rate and accuracy
of FL in an actual heterogeneous environment. The optimal
configuration of communication and computing resources is
not involved in the proposed system, which will be taken as
the next work to further improve the availability of FL in
practical environments on the basis of efficient aggregation.
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