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Fighting against noise is crucial for NISQ devices to demonstrate practical quantum applications.
In this work, we give a new paradigm of quantum error mitigation based on the vectorization of
density matrices. Different from the ideas of existing quantum error mitigation methods that try
to distill noiseless information from noisy quantum states, our proposal directly changes the way
of encoding information and maps the density matrices of noisy quantum states to noiseless pure
states, which is realized by a novel and NISQ-friendly measurement protocol and a classical post-
processing procedure. Our protocol requires no knowledge of the noise model, no ability to tune the
noise strength, and no ancilla qubits for complicated controlled unitaries. Under our encoding, NISQ
devices are always preparing pure quantum states which are highly desired resources for variational
quantum algorithms to have good performance in many tasks. We show how this protocol can
be well-fitted into variational quantum algorithms. We give several concrete ansatz constructions
that are suitable for our proposal and do theoretical analysis on the sampling complexity, the
expressibility, and the trainability. We also give a discussion on how this protocol is influenced by
large noise and how it can be well combined with other quantum error mitigation protocols. The
effectiveness of our proposal is demonstrated by various numerical experiments.

I. INTRODUCTION

Quantum computers [1] are expected to take advantage
of quantum mechanical phenomena such as quantum su-
perposition and quantum entanglement to give speedup
to some classically difficult problems. Such speedup has
been theoretically discovered by various quantum algo-
rithms such as the quantum simulation [2], Shor’s factor-
ing algorithm [3], and Grover’s searching algorithm [4].
To build a quantum computer and show such speedup in
reality, the biggest challenge is to fight against noise and
protect fragile quantum mechanical behaviors [5]. While
there have been significant theoretical developments for
fault-tolerant quantum computation [6–13] as well as re-
cent experimental demonstrations [14–21] of quantum er-
ror correction and logical operations, in practice, in order
to obtain a few logical qubits with highly suppressed log-
ical error rate, simultaneously scaling up the number of
physical qubits and maintaining a low enough physical
error rate is still challenging.

Currently, we are in the Noisy Intermediate Scale
Quantum (NISQ) era [22] where we lack the ability to
build qubits and implement quantum circuits on the
physical level with high qualities on a large scale that
meet the thresholds for fault-tolerant quantum comput-
ing. Thus, NISQ devices are not capable of implement-
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ing most of the quantum algorithms that require a deep
quantum circuit and a large number of qubits [23]. To
make current quantum computers useful, especially un-
der the situation where quantum advantages have al-
ready been demonstrated using these devices [24, 25], re-
searchers have paid much attention to designing NISQ al-
gorithms [26]. One of the most popular types is the vari-
ational quantum algorithms (VQAs) [27] including the
Variational Quantum Eigensolver [28] and the Quantum
Approximate Optimization Algorithm [29]. The work-
flow of VQAs is a combination of both quantum and
classical computing. We typically use a parametrized
quantum circuit to prepare a trial state and measure
a cost function corresponding to the expectation value
of an observable. The cost function is then fed into a
classical optimizer to update parameters in the quantum
circuit. This process will repeat until the cost function
converges. The parametrized quantum circuit depth is
relatively shallower than other algorithms and the opti-
mization procedure has some degree of resilience of the
noise. These features make the VQAs more friendly to
NISQ quantum computers and have been designed for
solving problems in various areas [27] including combi-
natorial optimization [29], quantum chemistry [28], ma-
chine learning [30], and simulating quantum dynamics
[31].

While VQAs have relatively low requirements for quan-
tum devices, the non-neglectable noise in the devices can
still severely reduce their performance in approximating
the solutions to the target problems. This can be seen
from 3 perspectives. First, for general settings, the de-
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sired target quantum states are pure while NISQ devices
can hardly prepare pure states due to the decoherence led
by noise, which sets a gap between the reachable VQA re-
sults and the true results [32, 33]. Second, since the noise
grows exponentially as the number of gates grows, NISQ
devices can only build shallow quantum circuits with lo-
cal connectivity to prepare quantum states with limited
expressibility [34] and entanglement [35] that may not
cover the desired states, which is another gap limiting
the accuracy. Third, it has been shown that noise can
introduce barren plateau problems [36] to make VQAs
un-trainable.

All these issues give strong demands on developing
methods beyond QECs to suppress the influence of noise.
One approach for this purpose is to introduce classical
strategies including neural networks [37], Clifford circuits
[38], and tensor networks [39] to reduce the circuit depth
required on quantum devices. The other approaches [40–
47], while realized in different ways, are guided by the
philosophy of distilling the noiseless information from
noisy quantum states without actually recovering them,
which are known as the quantum error mitigation (QEM)
methods [48]. Since the mitigation procedures are done
after the occur of noise, the additional overhead of QEM
is exponential [48] rather than polynomial as in QEC, as
compensation, QEM has low requirements on hardware,
which makes QEM a promising tool for NISQ experi-
ments. However, most of the existing QEM protocols
have their own additional unfriendly requirements rang-
ing from prior knowledge of the noise model [40, 41] or
the symmetry structures of problems [43, 44, 46] to the
ability to tune hardware noise strength [40, 42] or do
complex indirect collective measurements [45, 47].

In this work, we will introduce a new QEM paradigm
for VQAs based on density matrix vectorization (DMV).
Unlike the philosophy of extracting noiseless information
from noisy quantum states in existing QEM protocols,
our protocol realizes error mitigation by changing the
way of encoding information. We encode pure states into
linear combinations of vectorized density matrices which
directly leads to unconditionally decoherence-free pure
state preparations from noisy quantum circuits. While
the sampling overhead of our protocol to uncondition-
ally eliminate decoherence is still exponential and com-
parable with other QEM methods such as the probabilis-
tic error cancellation [40, 41], the way it mitigates noise
might open up new possibilities to go beyond recent re-
sults on the limitations of QEM [49–52]. By our proto-
col, the performance gap induced by decoherence can be
directly eliminated and the gap led by low expressibility
can be well mitigated without introducing additional bar-
ren plateau resources. Our protocol requires nothing but
only needs 2-qubit collective unitaries before measure-
ments to extract needed information. In the following,
we will show details of our QEM protocol from its basic
framework to its VQA applications.

II. DENSITY MATRIX VECTORIZATION
(DMV)

A. QEM by DMV

In NISQ systems, since a pure quantum state can suffer
from noise in the environment and thus becomes a mixed
state, the wave function description is no longer univer-
sal, instead, the density matrix description is adopted to
describe pure states and mixed states in a unified lan-
guage. The basic idea of our protocol is inspired by the
mapping:

ρ→ |ρ⟩ (1)

where ρ =
∑
ij ρij |i⟩⟨j| and |ρ⟩ is defined as

1
Cρ

∑
ij ρij |i⟩|j⟩ with the normalization factor Cρ =

||ρ||F =
√∑

ij |ρij |2 =
√

Tr(ρ2). While DMV has been

vastly used as a useful mathematical trick for simplifying
many concepts in quantum information science, in this
work, we see DMV in a different way. The main concept
transition here is that the mapping Eq. 1 means we are
treating an n-qubit density matrix ρ as a 2n-qubit pure
state |ρ⟩, which shares the same idea as in Ref. [53] to
demonstrate a new exponential quantum speedup. By
this encoding, any quantum state either pure or mixed
will always be mapped to a pure state. Note that the
reverse mapping |ρ⟩ → ρ has also been adopted in sev-
eral works [54, 55] for simulating open quantum systems
using unitary circuits.
Currently, due to the Hermiticity and the positive

semi-definiteness of ρ, we can not encode all 2n-qubit
pure states. To solve this problem, we can introduce a
generalized mapping f :

{ρ1, ρ2, ..., ρK , c1, c2, ..., cK} (2)

→ |ψ⟩ = 1

Cψ

∑
ij

(c1ρ1,ij + c2ρ2,ij + ...+ cKρk,ij)|i⟩|j⟩

where we use K density matrices with K complex coeffi-
cients to form a pure state |ψ⟩ with the normalization fac-

tor Cψ =
√∑

ij |c1ρ1,ij + c2ρ2,ij + ...+ ckρk,ij |2. These

density matrix vectorization procedures are visualized in
Fig. 1. While the value of K and the value of coefficients
can be chosen arbitrarily, it is sufficient to setK = 4 with
2 real and 2 imaginary coefficients to express any pure
state |ψ⟩. This can be understood from the matrix form
|ψ⟩ → ψ which can be decomposed first into Hermitian
part and i∗Hermitian (anti-Hermitian) part, each Hermi-
tian part is indefinite and can be further expressed as a
linear combination of two positive semi-definite density
matrices.
The mapping Eq. 2 currently is only a mathemati-

cal transformation whose unnormalized version has been
vastly adopted as a convenient representation of quan-
tum elements [56]. To give this mapping a real sense,
we need to be able to extract information of |ψ⟩ from
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FIG. 1. The basic idea of quantum error mitigation by density matrix vectorization. Ideally, we want to prepare an n-qubit
pure state |S⟩ which, due to the noise in NISQ circuits, becomes ρ which is generally a mixed state. Under the mapping Eq. 1,
the noisy state ρ is then treated as a 2n-qubit pure state |ρ⟩. Thus, in this way, any n-qubit state is unconditionally mapped
to a 2n-qubit pure state. Due to the Hermiticity and the positive semi-definiteness of density matrices, |ρ⟩ cannot represent
arbitrary 2n-qubit pure states, thus, the mapping Eq. 2 is introduced where any 2n-qubit pure state |ψ⟩ can be represented as
a linear combination of many density matrices.

{ρ1, ρ2, ..., ρK , c1, c2, ..., cK}. Interestingly, we find that,
given a Hamiltonian HA, the expectation value with re-
spect to |ψ⟩ can be re-expressed as:

⟨ψ|HA|ψ⟩ =∑K
i,j=1 c

∗
i cjTr(HBρi ⊗ ρj)∑K

k,l=1 c
∗
kclTr(ρkρl)

(3)

with

⟨il|HB |jk⟩ = ⟨ij|HA|kl⟩ (4)

We call HB the substitute Hamiltonian of HA. Eq. 3
and Eq. 4 means that by measuring the values of all
Tr(HBρi ⊗ ρj) and Tr(ρiρj), one can obtain the value of
⟨ψ|HA|ψ⟩ by classical post combination.
We now show an efficient measurement procedure for

NISQ hardware to evaluate the expectation value Eq. 3.
We can express HA under the multi-qubit Pauli basis as:

HA =

m∑
α=1

gαPα (5)

where Pα are 2n-qubit Pauli operators and gα are real
numbers. When HA is transformed into HB , each Pα is
transformed into Qα as:

HB =

m∑
α=1

gαQα (6)

In the smallest case of n = 1, we show the basic sub-
stitute operators of all 16 two-qubit Pauli operators in

ID P Q Spectra of Q
1 II 0.5II + 0.5XX + 0.5Y Y + 0.5ZZ {1,1,1,-1}
2 XX 0.5II + 0.5XX − 0.5Y Y − 0.5ZZ {1,1,-1,1}
3 Y Y −0.5II + 0.5XX − 0.5Y Y + 0.5ZZ {1,-1,-1,-1}
4 ZZ 0.5II − 0.5XX − 0.5Y Y + 0.5ZZ {1,-1,1,1}
5 IX 0.5IX + 0.5XI + 0.5iY Z − 0.5iZY {-1,i,-i,1}
6 XI 0.5IX + 0.5XI − 0.5iY Z + 0.5iZY {-1,i,-i,1}
7 Y Z −0.5iIX + 0.5iXI + 0.5Y Z + 0.5ZY {-1,i,-i,1}
8 ZY −0.5iIX + 0.5iXI − 0.5Y Z − 0.5ZY {-1,i,-i,1}
9 IY −0.5IY + 0.5iXZ − 0.5Y I − 0.5iZX {-1,i,-i,1}
10 Y I 0.5IY + 0.5iXZ + 0.5Y I − 0.5iZX {-1,i,-i,1}
11 XZ 0.5iIY + 0.5XZ − 0.5iY I + 0.5ZX {-1,i,-i,1}
12 ZX −0.5iIY + 0.5XZ + 0.5iY I + 0.5ZX {-1,i,-i,1}
13 IZ 0.5IZ + 0.5iXY − 0.5iY X + 0.5ZI {i,-i,1,-1}
14 ZI 0.5IZ − 0.5iXY + 0.5iY X + 0.5ZI {i,-i,1,-1}
15 XY 0.5iIZ − 0.5XY − 0.5Y X − 0.5iZI {1,-1,-i,i}
16 Y X 0.5iIZ + 0.5XY + 0.5Y X − 0.5iZI {1,-1,-i,i}

TABLE I. The 16 2-qubit Pauli operators and their corre-
sponding 2-qubit Pauli substitute operators.

Table. I. Note that all 16 basic substitute operators are
unitary while no longer Hermitian. Since it is easy to
check that the transformation rule in Eq.(5) preserves
the tensor structure, thus, for n ≥ 1 cases, Pα as the ten-
sor product of two-qubit Pauli operators leads to Qα as
the tensor product of basic substitute operators which is
also unitary [53]. In fault-tolerant quantum computers,
we can use the Hadamard test circuits [57] and swap test
circuits [58] to evaluate Tr(HBρi ⊗ ρj) and Tr(ρiρj).

For NISQ hardware, it is generally difficult to build
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such controlled circuits with high fidelities. Therefore,
we can instead adopt the idea of the operator averaging
method [59]. For each Tr(Qαρi ⊗ ρj) in Tr(HBρi ⊗ ρj),
we can simply do a basis rotation circuit to the diago-
nal basis of Qα which requires separate two-qubit gates
to rotate each basic 2-qubit substitute operators to its
diagonal basis and then do repeated measurements to es-
timate Tr(Qαρi ⊗ ρj). For Tr(ρiρj), its value equals to
Tr(Sρi ⊗ ρj) with S the tensor product of n two-qubit
swap gates which can also be estimated in the diagonal
basis of S. After the estimation of values of Tr(Qαρi⊗ρj)
and Tr(Sρi⊗ ρj) by repeated measurements for different
{Qα, ρi, ρj}, we can then do classical processing based on
Eq. 3 to get an estimation of ⟨ψ|HA|ψ⟩. We give concrete
constructions of these rotation circuits in the appendix.

Being able to evaluate the value of ⟨ψ|HA|ψ⟩ from
{ρ1, ρ2, ..., ρK , c1, c2, ..., cK} by Eq. 2-6 forms the core
of our proposal, which shows that we can “prepare” un-
conditionally decoherence-free pure quantum states from
noisy quantum circuits (Fig. 1) and thus, can greatly
mitigate the influence of noise. We should emphasize
that the philosophy of our error mitigation protocol is
not to extract noiseless information from noisy quantum
states as in other QEM protocols but to directly encode
noiseless quantum states into noisy ones. From the op-
erational level, our protocol requires no knowledge of the
noise model, no knowledge of the symmetry structures of
problems, no ability to tune the noise strength, and no
ancilla qubits for complicated controlled unitaries. Thus,
our QEM protocol might be a promising QEM protocol
for NISQ quantum applications.

B. Entanglement in terms of DMV

In the mapping Eq. 1, an n-qubit density matrix is
mapped to a 2n-qubit pure state |ρ⟩ = 1

Cρ

∑
ij ρij |i⟩|j⟩

where we will call the n-qubit system denoted by the row
index i the row system and the n-qubit system denoted
by the column index j the column system. When ρ is a
pure state of the form ρ = |S⟩⟨S|, we have |ρ⟩ = |S⟩⊗|S⟩
as a product state between the row system and the col-
umn system. When ρ is a mixed state of the form
ρ =

∑
i pi|si⟩⟨si|, the state |ρ⟩ = 1√

Tr(ρ2)

∑
i pi|si⟩ ⊗ |si⟩

becomes an entangled state. Note that for the den-
sity matrix ρ, we can also define another commonly
used pure state for it by purification [60] defined as
|ψρ⟩ =

∑
i

√
pi|si⟩. We proved that the Rényi entropies

[61] between these two states have the relation:

Hα(|ρ⟩) ≤ Hα (|ψρ⟩) (7)

Since for α = 2, we have Hα (|ψρ⟩) = − log(Tr(ρ2)), the
achievable entanglement of |ρ⟩ is bound by the purity of
ρ. When ρ is the maximally mixed state, the state |ρ⟩
becomes the maximally entangled state.

In the mapping Eq. 2, the entanglement of the state
|ψ⟩ is not only influenced by the purity of density matri-
ces but also the number of linear combinations K. This

can be understood as the linear combinations can en-
large the number of non-zero Schmidt coefficients and
thus increase the entanglement. Indeed, we find that
when {ρ1, ρ2, ..., ρK are prepared randomly (roughly a
unitary 1-design [62]), the second order Rényi entropy
can be enlarged by an amount log(K) at most.
As we will show later, the sampling complexity of esti-

mating Eq. 3 depends on the purity of density matrices.
We require a high average of purity to make the sampling
cost tolerable. Since the purity also decides the level of
entanglement of pure states from DMV, this high purity
restriction can thus limit the expressibility of represent-
ing highly entangled states between the row and the col-
umn system. To help solve this problem, an observation
is that the purity has no restrictions on the entanglement
inside the row and the column system, and for most quan-
tum states of physical interest [63], the entanglement will
not be saturated between any bi-partition of the whole
system. Thus, given a 2n-qubit pure state, it is possible
to find a bi-partition with low entanglement and assign
the two subsystems under this bi-partition as the row
and the column systems respectively to efficiently rep-
resent it. We will show this strategy in the following
numerical experiments.

III. VQAS BASED ON DMV

A. Framework

A direct application for QEM is VQA, which is es-
pecially suitable for our protocol where error-mitigated
pure states do not correspond to the states that circuits
aim to prepare when there is no noise. Combined with
the classical linear combinations, it is not a trivial task
to deterministically prepare a quantum state under our
mapping Eq. 2 since there may exist many choices of
density matrices and coefficients that correspond to the
same state. However, for VQAs, this weakness can be
well resolved since a classical optimizer will guide us on
how to adjust quantum circuits.
Now, given a Hamiltonian HA, we give a framework

to run VQE for its ground states using our QEM pro-
tocol. Note that this framework can also be applied
to other tasks such as variational quantum simulations
[31] and variational quantum machine learning [30]. For
each density matrix ρi in {ρ1, ρ2, ..., ρK}, we assign a
parametrized quantum circuit to prepare it with param-

eters θ⃗i. If we use an n-qubit noisy circuit to prepare
a n-qubit density matrix, then the purity of the den-
sity matrix can only be adjusted by uncontrollable noise
which is not universal. Thus, instead, we use 2n-qubit
circuits where we call the first n qubits the upper sys-
tems and the last n qubits the lower systems to prepare
these density matrices on the upper systems by ignoring
(tracing out) the lower systems. We will show later that
2n is an upper bound for circuits, and in many cases, we
might use a circuit of a size n+L with L ≤ n. Note that



5

Basis 

rotation

Prepare all density matrices respectively

For each { i, j }, do repeated measurements   

...

and

Do post-combination for 

the expectation value

U
p
d
a
te

 p
a
ra

m
e
te

rs
 b

y
 a

 c
la

s
s
ic

a
l o

p
tim

iz
e
r

Mapping

Estimate:

Basis 

rotation

Prepare all density matrices respectively

For each { i, j }, do repeated measurements   

...

and

Do post-combination for 

the expectation value

U
p
d
a
te

 p
a
ra

m
e
te

rs
 b

y
 a

 c
la

s
s
ic

a
l o

p
tim

iz
e
r

Mapping

Estimate:

FIG. 2. Running VQAs with QEM by DMV. For each n-qubit density matrices, a 2n-qubit parametrized quantum circuit with

parameters θ⃗i is assigned. These density matrices {ρ1, ρ2, ..., ρK} combined with classical coefficients {c1, c2, ..., cK} form a
2n-qubit pure state |ψ⟩ according to the mapping Eq. 2. The expectation value ⟨ψ|HA|ψ⟩ is evaluated by direct measurements
for Tr(HBρi ⊗ ρj) and Tr(Sρi ⊗ ρj) with classical processing for linear combinations according to Eq. 3. The basis rotation
circuits before measurements are composed of tensor products of 2-qubit rotations. The values of ⟨ψ|HA|ψ⟩ as the cost function
are determined by coefficients {θ⃗1, θ⃗2, ..., θ⃗K , c1, c2, ..., cK} and are fed into a classical optimizer to update parameters for the
next round.

the upper and lower systems should not be confused with
the row and column systems. Concrete constructions of
these circuits will be introduced in the next section.

These density matrices combined with coefficients
{c1, c2, ..., cK} are then used to estimate the expectation
value ⟨ψ|HA|ψ⟩ by the measurement and the classical
combination procedures introduced before. The whole

parameter set is defined as {θ⃗1, θ⃗2, ..., θ⃗K , c1, c2, ..., cK}
which is fed into a classical optimizer for updating with
⟨ψ|HA|ψ⟩ as the cost function. When the stopping cri-
teria are met, the virtual pure state from optimized
{ρ1, ρ2, ..., ρK , c1, c2, ..., cK} by Eq. 2 then corresponds
to the approximation of the ground state of HA. The
whole framework is summarized in Fig. 2. Note that
since each density matrix is prepared by an at most 2n-
qubit quantum circuit and during the measurements, we
only pick two density matrices for collective measure-
ments at a time, we have no need to build K 2n-qubit
circuits but only need two 2n-qubit circuits at most that
prepare different density matrices depending on different
measurement tasks.

We want to mention that the idea of classical lin-
ear combinations of quantum states has been adopted
in several proposals [64–66] for variational quantum al-
gorithms to enhance the expressibility of NISQ devices

without aggravating the barren plateau problems. The
key component in these protocols is the measurement
strategy for values like ⟨ψi|O|ψj⟩ which typically require
indirect hardware-challenging modified Hadamard tests
[64] or complicated direct measurement strategies [67].
In contrast, an interesting and nice property of our mea-
surement procedure is that values like Tr(HBρi ⊗ ρj)
that contain the unnormalized information of ⟨ρi|HA|ρj⟩
can be estimated by hardware-friendly direct measure-
ments as shown before. Thus, our proposal inherits the
advantages of classical linear combinations as in those
proposals and at the same time, is easier to realize on
NISQ hardware.

In the following, we will introduce several types of con-
structions of quantum circuit ansatz for preparing density
matrices used for VQAs. We will first introduce an ansatz
for general purposes which can universally prepare den-
sity matrices with minimal resources and then introduce
how chemical-inspired ansatz specially designed for elec-
tronic structure problems of molecules can be well fitted
into our framework. We will also give numerical examples
based on these ansatzes to demonstrate the performance
of VQAs using our QEM protocol under various noises.
Several other strategies for constructing ansatz are dis-
cussed at the end of this section.
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FIG. 3. Schmidt ansatz and numerical experiments. (a) Structure of the Schmidt ansatz with L intra-block CNOT gates. Udist

(on L qubits) serves the purpose of adjusting the Schmidt coefficients and can be chosen to be a real orthogonal matrix to
reduce the number of single qubit rotation gates as well as the number of parameters. Umix (on n qubits) is a parametrized
unitary circuit which under certain set of parameters is expected to transform all Schmidt components into desired form.
(b) 10-qubit rotated surface code with a unique ground state. (c) Partitioning of the qubits (into a green-qubit block and a
red-qubit block) with small intra-block entanglement. (d) Partitioning of the qubits with large intra-block entanglement. (e)
Obtained ground state fidelity under the Schmidt ansatz with L = 1 intra-block CNOT gates for both partitions in (c) and (d)
marked by dots and stars respectively. The circuit has in total 115 gates which corresponds to a circuit fault rate of 0.115 at
10−3 noise strength.

B. Schmidt ansatz and numerical experiments

In our proposal, we can use a 2n-qubit quantum cir-
cuit U to prepare an n-qubit density matrix ρ. When
there is no noise, the output state |ϕ⟩ from U can be
expressed in a Schmidt form: |ϕ⟩ =

∑
i λi|ui⟩ ⊗ |li⟩

with λi the Schmidt coefficients and |ui⟩ ⊗ |li⟩ a product
state between the upper and the lower system satisfying
⟨ui|uj⟩ = ⟨li|lj⟩ = δij . The density matrix ρ is then the
reduced density matrix of |ϕ⟩ on the upper system with
the form: ρ =

∑
i |λi|2|ui⟩⟨ui|. From the form of ρ, we

can find that first, the phase information of Schmidt coef-
ficients is lost, and second, the information of |li⟩ is lost.
Thus, we can build circuits U whose structure restricts
the freedom of redundant information to save resources
and reduce the number of useless parameters for VQAs.

The ansatz to achieve this purpose is called the
Schmidt ansatz where we aim to prepare |ϕ⟩ with the

form: |ϕ⟩ =
∑
i λi|ui⟩ ⊗ |i⟩ with λi real numbers

and |i⟩ the computational basis. The structure of the
Schmidt ansatz is shown in Fig. 3a. First, we imple-
ment an L-qubit orthogonal circuit (which is also uni-
tary) on the first L qubits in the upper system to pre-
pare a superposition of computational basis:

∑
i λi|i⟩

with λi real numbers. Next, we do L CNOT gates
connecting the first L qubits in the upper system and
the first L qubits in the lower system to generate the
whole 2n-qubit state:

∑
i λi|i⟩|0⟩⊗(n−L) ⊗ |i⟩|0⟩⊗(n−L).

The reduced density matrix of this state is of the form∑
i |λi|2|i⟩|0⟩⊗(n−L)⟨i|⟨0|⊗(n−L). This density matrix is

then further fed into an n-qubit unitary circuit to ad-
just states attached to each Schmidt coefficient to get
the final density matrix ρ. Thus, we can understand the
Schmidt circuit by using the L-qubit orthogonal circuit to
adjust |λi|2 followed by using the n-qubit unitary circuit
to adjust |ui⟩ without giving useless freedom to phases
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of Schmidt coefficients and |li⟩.
When constructing the Schmidt ansatz in real experi-

ments, we suggest a hardware structure of the shape of
a ladder (shown in the appendix) such that the CNOT
gates connecting the upper and the lower systems can be
built on local physical qubits.

The reason that we set a number L for Schmidt coef-
ficients generations is to restrict the purity of ρ with a
lower bound 2−L which we will show has a direct influ-
ence on the sampling complexity. This also means the
size of the Schmidt circuit is n + L smaller than 2n.
When there is no noise, to restrict the sampling com-
plexity into a polynomial scaling with n, we require L
to be of order O(polylog(n)). As shown before, this will
reduce the reachable entanglements between the row sys-
tem and the column system. However, since the purity
doesn’t influence the entanglement inside the row sys-
tem and the column system, it is possible to make the
row and the column systems match a bi-partition under
which the ground state of HA has low entanglement be-
tween the two systems and meets the requirement on the
purity for the sampling cost.

As an example, we use a 10-qubit rotated surface code
with a single ground state (Fig. 3b). Under the partition
(into a block of green qubits and another of red qubits)
in Fig. 3(c), the dimension of the Schmidt decomposi-
tion of the ground state is 2. Thus, in this case, we only
need one intra-block CNOT gate in Fig. 3a. On the other
hand, the dimension of the Schmidt decomposition of the
ground state is 24 under the partition in Fig. 3d. In our
numerical experiment, we use the Schmidt ansatz with
L = 1 for both partitions (Fig. 3e). We observe that for
the partition in Fig. 3c with small intra-block entangle-
ment, the Schmidt ansatz performs well for the full range
of noise strength from 10−4 to 10−2. However, for the
partition in Fig. 3d with large intra-block entanglement,
the performance of the Schmidt ansatz (with L = 1) is
poor for all noise strengths. Thus, generally speaking, by
choosing a partition with small intra-block entanglement,
we can use the Schmidt ansatz with a small enough L to
potentially achieve simultaneously good performance (in
terms of final state fidelity) as well as low enough sample
complexity.

C. Chemical-inspired ansatz and numerical
experiments

When the Schmidt ansatz is randomly chosen, we may
inevitably face the barren plateau problems [68]. Thus,
a major goal in VQAs is to develop ansatzes inspired
by target problems that have high biases from random
quantum circuits (that form a unitary 2-design) [68].
We observe that for certain problems, our method ad-
mits physically motivated ansatzes, which can be ex-
pected to achieve this goal. For instance, the electronic
ground state of a paramagnetic molecule [69], in addition
to particle number conservation, admits the total spin

symmetry that is, the ground state is composed of the
(fermionic) occupation number states with an equal num-
ber of spin-up electrons and spin-down electrons. Con-
sider a paramagnetic molecule with 2k electrons and 2n
spin orbits (the first n orbits for spin-up electrons and
the second n orbits for spin-down electrons), we apply
the Jordan-Wigner transformation [70] to transform all
creation and annihilation operators into Pauli string op-
erators such that the |1⟩ state (|0⟩ state) on the i-th qubit
in the first half block of all qubits indicates the presence
(absence) of an electron on the i-th spin-up orbital and
similarly for the second half block, which is reserved for
spin-down orbitals.
For traditional VQE, we can use a spin-symmetric ver-

sion of the q-UCCSD ansatz [70]:

U(θ) := U↑(θ⃗↑)U↓(θ⃗↓)U↑↓(θ⃗↑↓)U↑↑(θ⃗↑↑)U↓↓(θ⃗↓↓) (8)

where each term preserves the number of spin-up elec-
trons and the number of spin-down electrons (see Fig.
4a for the structure of the ansatz). Then, for a noiseless
circuit, we can guarantee the output state to respect the
spin symmetry by setting the input state to be

| 1, · · · , 1︸ ︷︷ ︸
k

, 0, · · · , 0︸ ︷︷ ︸
n−k

, 1 · · · , 1︸ ︷︷ ︸
k

, 0, · · · , 0︸ ︷︷ ︸
n−k

⟩ (9)

with exactly k electrons in each of the upper and lower
systems. Interestingly, the same ansatz and the input
state can also guarantee the resulting states in our pro-
tocol also satisfy the spin symmetry. We numerically test
this ansatz for both traditional VQE and our protocol on
the H4 molecule under circuit-level depolarization noise
(Fig. 4b). While the total number of qubits in this nu-
merical experiment is 8, the ansatz circuit is deep and
has 5528 gates (and thus 5528 faulty locations) in total.
For noise probability ranging from 10−5 to 10−3, our pro-
tocol manages to achieve close to 1 ground state fidelity
and is about three orders of magnitude better than tra-
ditional VQE in terms of obtained ground state fidelity
(Fig. 4b). Under a more experimentally relevant depo-
larization noise p = 0.5×10−3, our protocol preserves its
significant advantage over traditional VQE for all bond
lengths in Fig. 4c. Furthermore, we notice that the purity
of the density matrices ρi for i ∈ {1, 2, 3, 4} throughout
an optimization process generally decreases (Fig 4d) by
nearly an order of magnitude as the noise increases from
the noiseless regime to the highly noisy regime (∼ 10−2

noise strength). This can be understood as the upper
system getting entangled with the environment. An in-
teresting thing about the purity, in this case, is that in
the noiseless regime, the average is much higher than the
lower bound set by the number of CNOT gates connect-
ing the lower and the upper systems, thus, a case-by-case
analysis is required for the real performance of our pro-
tocol.
It is worth noticing that the structure of the ansatz Eq.

8 can be further simplified and adjusted for our protocol.
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(a)

(d)

(c)

(b)

FIG. 4. Solving for electronic ground states of the H4 molecule under a spin symmetric ansatz. (a) Spin symmetric ansatz for
both traditional VQE and our method. For traditional VQE, the output state is taken over all 2n qubits. For our protocol,
the output state is the reduced density matrix of the first block of n qubits. The circuit used for our numerical experiment
has 5528 gates, corresponding to a circuit fault rate of 2.764 at 0.5 × 10−3 noise strength. (b) Obtained ground state fidelity
at bond length 2.0Å under circuit level depolarization noise for various noise strengths. The unit of energy is Hartree. (c)
Obtained ground state fidelity for various bond lengths under noise strength p = 0.5× 10−3. (d) Box plots of the purity values
of ρi for all i ∈ {1, 2, 3, 4} throughout an optimization process under different noise strengths. At a specific noise strength, the
corresponding orange line and the orange dot mark the median value of all data points, the blue box marks the range from
the first quartile to the third quartile and the blue whisker (error bar) captures the range from the 1th percentile to the 99th
percentile and all data points outside of the whisker are marked by green circles.

The reason we keep it in its original form is to make a
fair comparison between traditional VQE and ours. For
example, the block U↓(θ↓) can be ignored since it won’t
change the output density matrices. At the same time,
after compiling Eq. 8 into digital quantum circuits, the
CNOT gates connecting the upper and the lower systems
can be flexibly adjusted to control the sampling complex-
ity.

D. Other ansatz strategy

There are also other strategies for constructing suitable
ansatz for our proposal. One is to follow the Hermitian-
preserving ansatz introduced in Ref. [55] which aims to
prepare a pure state that is Hermitian when turning it
back to a matrix. This is done by pairing up the pa-

rameters in the upper and the lower systems which can
also help to reduce the freedom of redundant informa-
tion. However, for this type of ansatz, it is not easy to
control the purity of density matrices.

The other is to utilize the idea of mixing [71] where
the mixedness of density matrices is generated by tun-
ing parameters in quantum circuits based on a classical
probabilistic distribution. Note that this can be under-
stood as using a large number of linear combinations to
take the function of CNOT gates connecting the upper
and the lower systems. In this way, it is possible to use
an n-qubit circuit to generate density matrices with pro-
grammable mixedness. The problem with this approach
is perhaps a trade-off between the number of parameters
of optimizations and the expressibility.
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IV. PROPERTIES

A. Sampling complexity

The sampling complexity of estimating Eq. 3 mainly
depends on the number K of classical combinations and
the purity of {ρ1, ρ2, ..., ρK}. When these density ma-
trices are prepared by the ansatz introduced above, the
purities are decided by the number of CNOT gates L con-
necting the upper and the lower systems (in the Schmidt
ansatz and the chemical ansatz) and the circuit fault rate
ζ. The number of CNOT gates will set a lower bound 2−L

for the purity in the noiseless case. The circuit fault rate
ζ is defined as the sum of individual fault probabilities
at all possible locations in the ansatz circuit ζ =

∑
i pf .

When ζ ≲ 1 such that a Poisson distribution can be used
to model the probability distribution of the number of
faults that occur in the circuit, the fault-free probability
is around e−ζ which will set another lower bound e−2ζ

for the purity.
The true lower bound is thus a competition between

2−L and e−ζ , which results in the following sampling
complexity:

N ≥ max
[
e4ζ , 22L

] 3K2

ϵ2

(
m||HA||2F

22n
+ ||HA||22

)
(10)

with
||HA||2F

22n =
∑m
α=1 g

2
α. To get Eq. 10, we require the

final n-qubit unitaries in the upper system in the Schmidt
ansatz and the unitaries in the upper system between two
CNOT gates connecting the upper and the lower systems
in the chemical ansatz form at least a unitary 1-design
[62] such that the values of Tr(ρiρj) for i ̸= j will concen-
trate on 2−n which can be ignored when n in large. This
also means for large n cases, we have no need to measure
values of Tr(ρiρj) for estimating ⟨ψ|HA|ψ⟩ to save the
sampling cost. Since random Pauli circuits can already
form a 1-design [72], this requirement can be easily sat-
isfied. Eq. 10 tells the number of samples needed to es-
timate ⟨ψ|HA|ψ⟩ within an accuracy ϵ. The polynomial
scaling to K indicates that a large number of classical
linear combinations is allowed. Note that since the pu-
rity has a lower bound 2−n, the sampling complexity is
also upper bounded by:

N ≤ 22n
3K2

ϵ2

(
m||HA||2F

22n
+ ||HA||22

)
(11)

As mentioned many times, the basic idea of our QEM
protocol is fundamentally different from others. How-
ever, in terms of the sampling complexity, the scaling
with respect to the circuit fault rate ζ of our protocol
is e4ζ which interestingly coincides with the general ex-
ponential scaling behaviors of the sampling overhead in
other QME protocols [48]. Indeed, our protocol solves
the decoherence by directly changing the way of encoding
quantum states, however, to retrieve information under
this encoding, an e4ζ scaling has to be respected because

of the purity restriction. Compared with other proto-
cols, our sampling complexity shares the same scaling
of ζ as using the probabilistic error cancellation method
[40, 41] to totally eliminate errors and as using the two-
copy version of the virtual state distillation method [45].
When the task is to obtain information on pure states,
our method is superior to the virtual state distillation
since it needs a M -copy version with M large to capture
the pure state behaviors well which, however, will result
in a e2Mζ scaling on the sampling complexity.

B. Expressibility

As discussed earlier, when K = 1, states |ρ⟩ from n-
qubit density matrices are not able to represent arbitrary
2n-qubit pure states due to the Hermiticity and the pos-
itive semi-definiteness of density matrices. Thus, to en-
hance the expressive power, we introduce the classical
linear combinations and we have shown that it is suffi-
cient to setK = 4 with 2 real and 2 imaginary coefficients
to express any pure 2n-qubit states |ψ⟩. As discussed in
Sec. II B, the purity of density matrices and classical
linear combinations can both influence the entanglement
between the row and the column systems and thus in-
fluence the expressibility. The classical linear combina-
tions can be very useful in saving resources to “prepare”
some non-trivial states. For example, the preparation of
the generalized 2n-qubit GHZ state 1√

2
(|0⟩⊗2n+ |1⟩⊗2n).

While its entanglement entropy under any bi-partition
is very low, its preparation requires a O(n)-depth local
unitary circuit [73], which however, can be seen as a clas-
sical linear combination of the two easiest product states
|0⟩⊗2n and |1⟩⊗2n.
To quantitatively evaluate the expressibility of ansatz

we introduced above under DMV encoding, we adopt the
tools of the covering number from the statistical learn-
ing theory [74] which have been used for measuring the
expressibility of ansatz in standard VQAs [75]. When
we do not use DMV, the upper bound for the covering
number of standard VQAs is given by:

N (H, ϵ, | · |) ≤
(
7Ngt∥HA∥

ϵ

)d2kNgt
(12)

where H is the hypothesis space for standard VQAs

H =
{
Tr
(
Û(θ)†HÛ(θ)ρ

)
| θ ∈ Θ

}
, Ngt represents the

number of trainable gates in U(θ), d is the dimension of
the system which is 22n for our cases, ϵ is a very small
positive hyperparameter, and each gate ûi(θ) acts on at
most k qudits.
For VQAs based on DMV as formulated before, the

upper bound for the covering number is:

N (H̃, ϵ, | · |) ≤ 2LC
(
7NGT ∥HB∥

ϵ

)d2kNGT
(13)

where H̃ is the hypothesis space for VQAs by DMV,
L is the number of CNOT gates connecting the upper
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and lower halves, C is a constant greater than 1 defined
in the appendix, NGT is the sum of trainable and also
meaningful gates in each linear combination circuit, i.e.,

NGT =
∑K
i,j=1Ngt(ij), and the other parameters are the

same as in the standard case (See Appendix).
Taking the same observable operator, since we have

∥HB∥ = ∥HA∥. For analytical convenience, we assume
that the number of trainable gates in each combination
circuit is the same as in a single standard VQA circuit,
i.e., NGT = KNgt. Since this term appears in the ex-
ponential part, the upper bound for the covering num-
ber increases exponentially with the number of combi-
nations. Additionally, the constant term 2LC is greater
than 1, further amplifying the upper bound for the cov-
ering number. It can be seen that VQAs based on DMV
have higher expressibility compared to standard VQAs.

C. Trainability

Here, we give a discussion on the barren plateau
issues in our proposal. The parameters used in
our proposal for training VQAs are composed of

{θ⃗1, θ⃗2, ..., θ⃗K , c1, c2, ..., cK}. The trainability for classical
parameters {c1, c2, ..., cK} and for quantum parameters

{θ⃗1, θ⃗2, ..., θ⃗K} needs to be discussed separately.
For classical parameters {c1, c2, ..., cK}, since they ap-

pear as the classical coefficients for combining expecta-
tion values as shown in Eq. 3, they will not directly deal
with the exponentially large Hilbert space and thus have
no barren plateau issues as discussed in Ref. [65, 66].
Thus, the classical linear combinations can not only en-
hance the expressibility but also avoid worsening the bar-
ren plateau problems, which in some sense can overcome
the fundamental trade-off between the expressibility and
the trainability [76] in variational quantum algorithms.

For quantum parameters {θ⃗1, θ⃗2, ..., θ⃗K}, we know that
in standard VQAs, when the parametrized quantum cir-
cuits are randomly enough to form a unitary 2-design, the
derivatives of cost functions with respect to parameters
will concentrate on exponentially small averages [68]. In
our case, while the form of the cost function Eq. 3 looks
very different from those in standard VQAs, we should
expect the existence of barren plateaus in highly random
Schmidt ansatz. Since, we may require L ≤ n, the barren
plateau problems should be understood from the random-
ness of the n-qubit circuit in the upper systems but not
the whole 2n-qubit systems. Indeed, if an n-qubit param-
eterized circuit forms a 2-design, the average variance η2

of derivatives will be of order O(2−n) in standard VQAs,
which will be inherited in our algorithmic framework as:

|∂⟨ψ|HA|ψ⟩
∂θ

| ≤ 2L+2K2
∑
α

|gα|η (14)

when for example, the n-qubit unitary circuit in the
Schmidt ansatz forms a 2-design. Eq. 14 shows that
when L≪ n, barren plateaus occur. On the other hand,

when L is comparable with n, Eq. 14 should be ignored
as it is a rather loose bound. Instead, we can then an-
alyze barren plateau problems by checking whether the
whole 2n-qubit circuit forms a 2-design.

The existence of barren plateau problems in random-
ized ansatz is the main motivation to let us give a con-
struction of a chemical-inspired ansatz in the previous
section. Since problem-inspired ansatz can have large
derivations from unitary 2-design and thus, can poten-
tially avoid barren plateaus with enough expressibility
for the target problems at the same time.

D. Noise influence under DMV

The numerical results shown in the last section give us
evidence of the effectiveness of our proposal against vari-
ous types of noise. However, as we can find in Fig. 4c-b,
as the noise strength increases, our proposal inevitably
loses its abilities against noise. This can be understood
as the concentration effect of the output states of noisy
quantum circuits [32, 33, 36]. For unital depolarizing
noise models, the output states will concentrate on the
maximally mixed state [49–51, 77]. For non-unital mod-
els, under the assumption that the noiseless quantum cir-
cuit forms a unitary 2-design, the output states will also
concentrate on some fixed states of noisy quantum cir-
cuits [52].

Under the DMV encoding, while all the output states
are pure states without decoherence, the concentration
effect will nevertheless limit the expressibility and train-
ability of our proposal for VQAs. For example, under the
depolarizing noise and DMV, the output states will con-
centrate on the maximally entangled state 1√

2n

∑
i |i⟩|i⟩

which thus reduces the expressibility. This also explains
the reason that our proposal shows weaker performance
compared with traditional VQE for very large noise as
shown in Fig. 4c-b, since, unlike the maximally entan-
gled state, the maximally mixed state can always have
non-zero overlaps with arbitrary states. The concentra-
tion effect also means that the value of the cost functions
will concentrate on the value corresponding to the max-
imally entangled state such that the derivatives with re-

spect to the parameters {θ⃗1, θ⃗2, ..., θ⃗K , c1, c2, ..., cK} will
be exponentially small in general and the noise-induced
barren plateaus occur [36]. Another thing we want to
mention is that while by DMV, we can remove the noise-
induced decoherence in the state preparation phase, the
noise in the measurement phase may inevitably influence
the accuracy for estimating the cost functions, thus, we
recommend to combine with the measurement error mit-
igation methods [48, 78].

We want to emphasize here that since under our encod-
ing, there is no decoherence, the expressibility and train-
ability we are discussing are restricted to pure states, thus
the inaccuracy induced by the gap between pure states
and mixed states can be completely removed.
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E. Combinations with other QEM protocols

Since the way of mitigating noise in our proposal is
fundamentally different from other QEM protocols, in-
stead of making comparisons between ours and others, it
is more attractive to see whether the combinations be-
tween them can give further improvements. The answer
is strongly positive. Note that all good performance of
our proposal in numerical results we have shown before
comes directly from changing the way of encoding in-
formation (Eq. 2) which has not tried to fight against
the concentration effect. In contrast, in other protocols
[48], the basic idea is to extract desired information from
concentrated output states. Thus, these are two differ-
ent philosophies to mitigate noise and the combinations
of them should be expected to have a better improve-
ment compared with combinations within existing proto-
cols that share the same philosophy. Also, as we talked
about before, measurement error mitigation methods can
also be introduced to help fight against measurement er-
rors that DMV can not mitigate.

The most interesting point is that the combinations of
our protocol with others are free lunches and will not in-
troduce additional sampling complexities. Recalling Eq.
10, when there is no noise in the quantum circuit, the
sampling complexity is only determined by the number
of CNOT gates connecting the upper and the lower sys-
tems. Suppose an output density matrix in the noiseless
and noisy cases respectively, if we directly use our QEM
estimation, while the value of the cost function still cor-
responds to some pure state, it will have the tendency
to concentrate on the value corresponding to the max-
imally entangled state and the noise in the circuit will
inevitably increase the sampling complexity as shown in
Eq. 10. Instead, we can first use some other QEM proto-
cols to help extract the noiseless expectations shown in
the numerator and denominator of the expression of the
cost function in Eq. 3. This has two benefits. First, this
will help fight against the concentration effect and thus
enlarge the expressibility and the trainability. Second,
while in this phase, we require an exponential number
of samples required in other QEM protocols [48], in the
next phase of using Eq. 3 for the cost function estima-
tion, the expectation values in Eq. 3 are already from
noiseless density matrices with bounded purity 2−L and

thus the exponential dependence on the circuit fault rate
η of the sampling complexity of DMV encoding in Eq. 10
disappears. Thus, the combinations between our proto-
cols with others will not only improve the overall perfor-
mance but also avoid the amplification of the sampling
complexity.

V. SUMMARY AND OUTLOOK

In summary, we propose a new QEM protocol with a
philosophy different from existing ones. By using the idea
of DMV, we can eliminate the decoherence of quantum
states in NISQ devices from the fundamental encoding
level. We give a universal and NISQ-friendly measure-
ment technique for measuring the expectation values of
operators with respect to the linear combinations of vec-
torized density matrices. Based on this technique, we can
now run noiseless quantum experiments on noisy quan-
tum circuits. In the example of using our protocol for
VQAs, we show different ways of constructions of ansatz
to extract density matrices and give various numerical
results to show the effectiveness of our protocol. We give
a detailed analysis of various properties of our proposal
ranging from the sampling complexity, expressibility, and
trainability to the noise influence in terms of DMV and
its combinations with other QEM protocols.
There are several future directions of our work. One is

to find more efficient measurement strategies such as the
classical shadows and those with the Heisenberg scaling
to reduce the sampling complexity. Another direction is
to find applications of our QEM protocols beyond the
VQAs, which can also be generalized to find more pos-
sibilities of DMV beyond this work and Ref. [53]. We
believe this work will open up new possibilities for novel
quantum applications.
Code: We use the Qiskit package [79] for parts of our

simulations. An example code can be found online [80].
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Appendix A: Preliminary: unitary design

The Haar measure is a uniform probability measure defined on the unitary group U(d) satisfying:∫
Haar

f(UV )dU =

∫
Haar

f(V U)dU =

∫
Haar

f(U)dU (A1)

Given the Haar measure, the t-th moment operator is defined as:

Mk(O) =

∫
Haar

U⊗tOU†⊗tdU (A2)

For arbitrary O, the moment operator Mk(O) lives in the space spanned by the permutation operators {Vd(π)|π ∈ St}
with St the t-th order symmetric group and thus can be expressed as:

Mk(O) =
∑
π∈St

cπVd(π) (A3)

where coefficients cπ can be obtained by solving the linear equations:

Tr(Vd(κ)
†O) =

∑
π∈St

cπTr(Vd(κ)
†Vd(π)) for all κ ∈ St (A4)

For t = 1, the only permutation operator is I, and we have:

M1(O) =

∫
Haar

UOU†dU =
Tr(O)

d
I (A5)

For t = 2, there are two permutation operators: I and S (the swap operator), and we have:

M2(O) =

∫
Haar

U ⊗ UOU† ⊗ U†dU =
Tr(O)− d−1Tr(SO)

d2 − 1
I +

Tr(SO)− d−1Tr(O)

d2 − 1
S (A6)

Generating Haar random unitaries on a quantum computer generally needs an exponentially deep random quantum
circuit which is unrealistic. However, if only behaviors of t-th order moments are needed, we can instead generate
unitaries from a distribution ν that forms a unitary t-designs defined as:∫

ν

U⊗tOU†⊗tdU =

∫
Haar

U⊗tOU†⊗tdU (A7)

for arbitrary O. Specifically, if ν is a 1-design, Eq. A5 is satisfied, and if ν is a 2-design, Eq. A5 and Eq. A6 are
satisfied.

Assuming U and V are drawn from a 1-design distribution ν, then, according to Eq. A5, we have:∫
ν

∫
ν

Tr(Uρ0U
†V σ0V

†)dUdV =
Tr(ρ0)Tr(σ0)

d
=

1

d
(A8)

Since Tr(Uρ0U
†V σ0V

†) ≥ 0, we can use the Markov’s inequality: Prob[X ≥ ε] ≤ E[X]
ε to show the concentration of

around the average:

Prob[Tr(Uρ0U
†V σ0V

†) ≥ ε] ≤ 1

dε
(A9)

When d is large, Eq. A8-A9 indicate Tr(Uρ0U
†V σ0V

†) will concentrate on 1
d with high probability. This is a property

that will frequently be used in the following sections.

Appendix B: Substitute operators

1. Proof of the key equations by tensor networks

In our paper, the most crucial equation is:

⟨ψ |HA|ψ⟩ =
∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑K

k,l=1 c
∗
kcl Tr (ρkρl)

(B1)
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with

⟨il |HB | jk⟩ = ⟨ij |HA| kl⟩ (B2)

In the following section, I provide a graphical proof of this equation using tensor networks. Here, let’s consider the
simplified case of a linear combination, i.e.,

⟨ρ |HA| ρ⟩ =
Tr (HBρ⊗ ρ)

Tr (ρ2)
(B3)

Due to Equation B2, we can represent the graphical equivalent of Figure 5.

FIG. 5. The graphical representation of ⟨il |HB | jk⟩ = ⟨ij |HA| kl⟩

Using this relationship, we can easily prove ⟨ρ |HA| ρ⟩ = Tr(HBρ⊗ρ)
Tr(ρ2) , as shown in Figure 6.

equivalence reciprocally

FIG. 6. The graphical representation of ⟨ρ |HA| ρ⟩ = Tr(HBρ⊗ρ)

Tr(ρ2)

2. Proof of whether HB is a unitary operator by tensor networks

Next, we will use tensor networks to prove that HB is unitary. Here, let’s first look at this relationship: assuming
M is a matrix, its conjugate transpose can be graphically represented as shown in Figure 7.

FIG. 7. The graphical representation of MT
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FIG. 8. Graphical representation of the replacement operators for two-qubit Pauli operators.

For the case of the replacement operators for the two-qubit Pauli operators as given in the main text, based on the
proof in Figure 6, we can represent the replacement operators graphically as shown in Figure 8.

Since the criterion for a unitary operator is whether HB satisfies HBH
†
B = I, according to Figure 7, we can provide

the graphical representation of H†
B as shown in Figure 9.

FIG. 9. The graphical representation of H†
B

Based on Figure 8 and Figure 9, we can provide a graphical proof of whether HB is unitary, as shown in Figure 10.

FIG. 10. The graphical representation of HBH
†
B = I

Appendix C: Entanglement Rényi entropy of pure states from DMV

Given a 2n-qubit pure state writing in the Schmidt form:

|φ⟩ =
∑
i

λi|ai⟩ ⊗ |bi⟩ (C1)
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The entanglement Rényi entropy of order α of |φ⟩ is then defined as:

Hα(|φ⟩) =
1

1− α
log2(

∑
i

pαi ) (C2)

with pi = |λi|2. It can be proved that Hα(|φ⟩) is non-increasing in α for any |φ⟩:

H0(|φ⟩) ≥ H1(|φ⟩) ≥ H2(|φ⟩) ≥ ... ≥ H∞(|φ⟩) (C3)

Purification DMV
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0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

p

H
∞

FIG. 11. Left: Rényi entropy of order 1 for 2-dimensional density matrices. Middle: Rényi entropy of order 2 for 2-dimensional
density matrices. Right: Rényi entropy of order ∞ for 2-dimensional density matrices.

Given an n-qubit density matrix ρ =
∑
i pi|si⟩⟨si|, its corresponding 2n-qubit pure state |ρ⟩ by DMV is defined as:

|ρ⟩ = 1√∑
i p

2
i

∑
i

pi|si⟩ ⊗ |si⟩ (C4)

and its corresponding 2n-qubit pure state |ψρ⟩ by purification is defined as:

|ψρ⟩ =
∑
i

√
pi|si⟩ ⊗ |si⟩ (C5)

Based on the relation Eq. C3, we can show that the α’s order of Rényi entropy of |ρ⟩ is always smaller than |ψρ⟩:

Hα(|ρ⟩)−Hα (|ψρ⟩) =
1

1− α
log2

(∑
i

(
p2i∑
i p

2
i

)α)
−Hα (|ψρ⟩)

=
1

1− α
log2

(∑
i

p2αi

)
− α

1− α
log2

(∑
i

p2i

)
−Hα (|ψρ⟩)

=
1− 2α

1− α
H2α(|ψρ⟩) +

α

1− α
H2 (|ψρ⟩)−Hα (|ψρ⟩)

≤ 1− 2α

1− α
H2α(|ψρ⟩) +

α

1− α
Hα (|ψρ⟩)−Hα (|ψρ⟩)

=
1− 2α

1− α
(H2α(|ψρ⟩)−Hα(|ψρ⟩)) ≤ 0 (C6)

In Fig. 11, we show the comparison of Rényi entropy of order 1, 2, and ∞ between pure states from 2-dimensional
density matrices by DMV and by purification.

The entanglement entropy can be enlarged by classical linear combinations. Consider the mapping:

{ρ1, ρ2, ..., ρK , c1, c2, ..., cK} → |ψ⟩ = 1

Cψ

∑
ij

(c1ρ1,ij + c2ρ2,ij + ...+ cKρk,ij)|i⟩|j⟩ (C7)
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as in the main text. The reduced density matrices on the row system of |ψ⟩ is:

Trc(|ψ⟩⟨ψ|) =

∑
αβijk cαc

∗
βρα,ijρβ,jk|i⟩⟨k|
C2
ψ

=

∑
αβ cαc

∗
βραρβ

C2
ψ

(C8)

Here, we only consider the second order Rényi entropy of |ψ⟩ which is:

H2(|ψ⟩) = − log

(∑
abcd cac

∗
bccc

∗
dTr(ρaρbρcρd)

C4
ψ

)

≈ − log

( ∑
a |ca|4Tr(ρ4a)

(
∑
a |ca|2Tr(ρ2a))2

)
(C9)

where the approximation is due to Eq. A8-A9. For n-qubit density matrices ρi and ρj , when they are generated
randomly and uncorrelatedly by circuits such as the Schmidt ansatz with the n-qubit unitary in the upper state
forming a 1-design, we have the value of Tr(ρiρj) concentrating on 1

2n which can be ignored when n is large. For

values like Tr(ρaρbρcρd), according to Eq. A5, they will concentrate on 1
23n which can of course also be ignored. To

make a comparison with the K = 1 case, we can simply assume Tr(ρ4i ) = Tr(ρ4) and Tr(ρ2i ) = Tr(ρ2) for all i, then
we have:

H2(|ψ⟩) ≈ − log

( ∑
a |ca|4Tr(ρ4)

(
∑
a |ca|2Tr(ρ2))2

)
= − log

(
Tr(ρ4)

Tr(ρ2)2

)
− log

( ∑
a |ca|4

(
∑
a |ca|2)2

)
≤ H2(|ρ⟩)− log

( ∑
a |ca|4

(
∑
a |ca|4)K

)
= H2(|ρ⟩) + log(K) (C10)

Thus, the classical linear combination can give an enhancement no more than log(K) for entanglement entropy H2.

Appendix D: Ansatz

1. Schmidt ansatz

Based on the fact that only the reduced density matrices ρi supported on the first n-qubit block are used in our
proposal, we developed a new ansatz, Schmidt ansatz, in the main text to achieve a better control on the purity of ρi
as well as to reduce the number of parameters. Here, we demonstrate that as long as the dimension χ of the Schmidt
decomposition of the desired ground state |Ψgs⟩ is upper bounded by 2L (assuming that the system is partitioned into
two blocks that contain the first n qubits and the second n qubits respectively), then it suffices to use L CNOT gates
between the two blocks in the Schmidt ansatz.

Under the Schmidt decomposition, |Ψgs⟩ can be represented as

|Ψgs⟩ =
χ∑
i=1

λi|ϕi⟩|ψi⟩, (D1)

where λi > 0 for ∀i ∈ {1, · · · , χ} and {|ϕi⟩|i ∈ {1, · · · , χ}} and {|ψi⟩|i ∈ {1, · · · , χ}} are both sets of orthonormal
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n-qubit states. We observe that Eq. D1 can be rewritten as

|Ψgs⟩ =
1

4

χ∑
i=1

λi (|ϕi⟩+ |ψ∗
i ⟩) (|ϕ∗i ⟩+ |ψi⟩)

− 1

4

χ∑
i=1

λi (|ϕi⟩ − |ψ∗
i ⟩) (|ϕ∗i ⟩ − |ψi⟩)

+
i

4

χ∑
i=1

λi (−i|ϕi⟩+ |ψ∗
i ⟩) (i|ϕ∗i ⟩+ |ψi⟩)

− i

4

χ∑
i=1

λi (−i|ϕi⟩ − |ψ∗
i ⟩) (i|ϕ∗i ⟩ − |ψi⟩) ,

(D2)

such that we can find four density matrices ρ1, · · · , ρ4 with |Ψgs⟩ = c1|ρ1⟩ − c2|ρ2⟩ + ic3|ρ3⟩ − ic4|ρ4⟩ where ci ≥ 0
and |ρi⟩ is proportional to the i-th row in the RHS of Eq. D2 for ∀i ∈ {1, 2, 3, 4}. It is straight forward to see that
rank ρi ≤ χ for ∀i ∈ {1, 2, 3, 4}. Then as long as χ ≤ 2L, each ρi can be prepared via the Schmidt ansatz with L
CNOT gates between the upper block and the lower block.

2. Chemical-inspired ansatz

The electric ground state of a paramagnetic molecule has an equal number of spin-up electrons and spin-down
electrons. Consider a paramagnetic molecule with 2k electrons and 2n spin orbits (the first n orbits for spin-up

electrons and the second n orbits for spin-down electrons), we use a†i,↑ (ai,↑) to denote the creation (annihilation)

operator for the i-th spin-up orbit and similarly, a†i,↓ (ai,↓) the creation (annihilation) operator for the i-th spin-down
orbit. To account for its spin symmetry, we use the following ansatz circuit based on the q-UCCSD ansatz:

U(θ) := U↑(θ)U↓(θ)U↑↓(θ)U↑↑(θ)U↓↓(θ), (D3)

with

U↑(θ) :=
∏
i>j

exp
(
θ↑ij(a

†
i,↑aj,↑ − a†j,↑ai,↑)

)
,

U↓(θ) :=
∏
i>j

exp
(
θ↓ij(a

†
i,↓aj,↓ − a†j,↓ai,↓)

)
,

U↑↓(θ) :=
∏

i>l,j>k

exp
(
θ↑↓ijkl(a

†
i,↑a

†
j,↓ak,↓al,↑ − a†l,↑a

†
k,↓a

†
j,↓a

†
i,↑)
)
,

U↑↑(θ) :=
∏

i>j>k>l

exp
(
θ↑↑ijkl(a

†
i,↑a

†
j,↑ak,↑al,↑ − a†l,↑a

†
k,↑aj,↑ai,↑)

)
, and

U↓↓(θ) :=
∏

i>j>k>l

exp
(
θ↓↓ijkl(a

†
i,↓a

†
j,↓ak,↓al,↓ − a†l,↓a

†
k,↓aj,↓ai,↓)

)
, (D4)

where each term above conserves the number of spin-up electrons and the number of spin-down electrons. We can
use a qubit system to simulate this fermionic system by using the JW transformation,

a†i,↑ = σ−
i,↑

i−1∏
r=1

Zr,↑ =
1

2
(Xi,↑ − iYi,↑)

i−1∏
r=1

Zr,↑,

ai,↑ = σ+
i,↑

i−1∏
r=1

Zr,↑ =
1

2
(Xi,↑ + iYi,↑)

i−1∏
r=1

Zr,↑,

a†i,↓ = σ−
i,↓

i−1∏
r=1

Zr,↓

n∏
m=1

Zm,↑ =
1

2
(Xi,↓ − iYi,↓)

i−1∏
r=1

Zr,↓

n∏
m=1

Zm,↑, and

ai,↓ = σ+
i,↓

i−1∏
r=1

Zr,↓

n∏
m=1

Zm,↑ =
1

2
(Xi,↓ + iYi,↓)

i−1∏
r=1

Zr,↓

n∏
m=1

Zm,↑, (D5)
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where we use 2n qubits and a Pauli operator P on the i-th qubit in the first (second) block of n qubits is denoted
by Pi,↑ (Pi,↓). In this way, the |1⟩ state on the i-th qubit in the first (second) block indicates the presence of
an electron on the i-th spin-up (spin-down) orbital. Thus for traditional VQE (on a qubit system), to restrict
output states to respect the spin symmetry in the noiseless setting, we simply need to start with the initial state
|1, 1, · · · , 1, 0, · · · , 0, 1, 1 · · · , 1, 0, · · · , 0⟩ with k 1s in the first and second block respectively and run the corresponding
parametrized circuit of Eq. D3. (See Eq. D6 and Eq. D7 for explicit forms of the unitaries used in the parametrized
circuit.)

As for our algorithm, we obtain the output state |ρ(θ)⟩ as a combination of four states |ρ(θ)⟩ =
∑4
i=1 ci|ρi(θ)⟩

where each ρi(θ) is the reduced density matrix on the first half of all output qubits. Denote the output state
corresponding to ρi(θ) as |ψi(θ)⟩. Suppose the Schmidt decomposition of |ψi(θ)⟩ reads |ψi(θ)⟩ =

∑
ℓ λℓ|ψℓ,↑⟩|ψℓ,↓⟩

with λℓ ∈ R+, {|ψℓ,↑⟩} supported on the first n qubits and {|ψℓ,↑⟩} supported on the rest of the qubits, we obtain
|ρi(θ)⟩ ∝

∑
i λ

2
i |ψℓ,↑(θ)⟩|ψℓ,↑(θ)⟩. Then, as long as each |ψℓ,↑⟩ is only composed of states with k spin-up electrons,

each |ρi(θ)⟩ satisfy the spin symmetry and the final state |ρi(θ)⟩ also satisfy the spin symmetry. Thus, we can see that
we may simply use the same strategy as the traditional VQE, namely the same parametrized circuit (Eq. D3) and
the same initialization to guarantee, in the noiseless circuit setting, the final state |ρ(θ)⟩ possess the spin symmetry.

In the following, we describe explicitly the parametrized circuit ansatz that realizes U(θ) with (parametrized)
single-qubit gates and CNOT gates. After the JW transformation, the five unitary operators on the RHS of Eq. D4
become

U↑(θ) =
∏
i>j

exp

 iθ↑ij
2

i−1∏
r=j+1

Zr(XiYj)

 · exp

−
iθ↑ij
2

i−1∏
r=j+1

Zr(YiXj)

 ,

U↑↑(θ) =
∏

i>j>k>l

exp

 iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Xi,↑Yj,↑Xk,↑Xl,↑)


× exp

 iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Yi,↑Xj,↑Xk,↑Xl,↑)


× exp

 iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Yi,↑Yj,↑Xk,↑Yl,↑)


× exp

 iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Yi,↑Yj,↑Yk,↑Xl,↑)


× exp

−
iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Xi,↑Xj,↑Xk,↑Yl,↑)


× exp

−
iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Xi,↑Xj,↑Yk,↑Xl,↑)


× exp

−
iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Xi,↑Yj,↑Yk,↑Yl,↑)


× exp

−
iθ↑↑ijkl
8

i−1∏
r=j+1

Zr,↑

k−1∏
r′=l+1

Zr′,↑ (Yi,↑Xj,↑Yk,↑Yl,↑)

 , (D6)
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U↑↓(θ) =
∏

i>j>k>l

exp

(
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′,↓ (Xi,↑Yl,↑Xj,↓Xk,↓)

)

× exp

(
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′,↓ (Xi,↑Xl,↑Xj,↓Yk,↓)

)

× exp

(
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′,↓ (Xi,↑Yl,↑Yj,↓Yk,↓)

)

× exp

(
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′,↓ (Yi,↑Yl,↑Xj,↓Yk,↓)

)

× exp

(
−
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′,↓ (Yi,↑Xl,↑Xj,↓Xk,↓)

)

× exp

(
−
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′↓ (Xi,↑Xl,↑Yj,↓Yk,↓)

)

× exp

(
−
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↑

j−1∏
r′=k+1

Zr′,↓ (Yi,↑Xl,↑Yj,↓Yk,↓)

)

× exp

(
−
iθ↑↓ijkl
8

i−1∏
r=l+1

Zr,↓

j−1∏
r′=k+1

Zr′,↓ (Yi,↑Yl,↑Yj,↓Xk,↓)

)
, (D7)

and U↓(θ) and U↓↓(θ) are similar to U↑(θ) and U↑↑(θ) respectively and are not displayed here. We observe that U(θ)

comprises Pauli-string rotation operators of the form exp
(
i θ2P

)
where P :=

∏
r∈supp Pr is a product of single-qubit

Pauli operators. For single qubit Pauli rotation gates, we can transform Rx(θ) := exp
(
−i θ2X

)
to Rz(θ) := exp

(
−i θ2Z

)
and Ry(θ) := exp

(
−i θ2Y

)
to Rz(θ) using the following two equalities

HRx(θ)H = Rz(θ) and Rx (π/2)Ry(θ)Rx (−π/2) = Rz(θ), (D8)

which are the result of these two facts: HXH = Z and Rx (π/2)Y Rx (−π/2) = Z. By generalizing the above
argument, we can use single qubit rotations to transform exp(i θ2P) to exp(i θ2

∏
r∈supp Zr), which then can be realized

by sandwiching a single Rz gate between two staircases of CNOT gates. For instance, exp(i θ2Z1 ⊗ · · · ⊗ Z4) can be
realized by the circuit in Eq. D9.

• •
• •

• •

Rz(−θ)

(D9)

Appendix E: Sampling Complexity

1. Ratio estimatior

Given 2 random variables X and Y with mean values µx and µy, the ratio X
Y can be expanded around the point

(µx,µy) by the Taylor series. The approximation of the expectation value E[XY ] up to the second order Taylor
expansion is:

E

[
X

Y

]
≈ E

[
µx
µy

+
1

µy
(X − µx)−

µx
µ2
y

(Y − µy) + 0− 1

µ2
y

(X − µx)(Y − µy) +
µx
µ3
y

(Y − µy)
2

]
=
µx
µy

− 1

µ2
y

Cov[X,Y ] +
µx
µ3
y

V ar[Y ] (E1)
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For the variance V ar
[
X
Y

]
= E

[(
X
Y − µx

µy

)2]
, we can similarly obtain its approximation up to the first order Taylor

expansion:

V ar

[
X

Y

]
≈ E

[(
1

µy
(X − µx)−

µx
µ2
y

(Y − µy))

)2
]

= E

[
1

µ2
y

(X − µx)
2 − 2

µx
µ3
y

(X − µx)(Y − µy) +
µ2
x

µ4
y

(Y − µy)
2

]
=

1

µ2
y

V ar[X]− 2
µx
µ3
y

Cov[X,Y ] +
µ2
x

µ4
y

V ar[Y ] (E2)

The approximations in Eq. E1 and Eq. E2 are valid as long as the variances V ar[X] and V ar[Y ] and the covariance
Cov[X,Y ] are small enough. Eq. E1 and Eq. E2 indicate the following estimator:

• Estimator for µx
µy

: Assuming X and Y are two independent random variables, the value of the ratio of their

means µx
µy

can be estimated by an asymptotically unbiased estimator X
Y

where X and Y are the averages of X

and Y from sampling. The expectation and the variance of this estimator are:

E

[
X

Y

]
=
µx
µy

+Bias

[
X

Y

]
≈ µx
µy

+
µx
µ3
y

V ar[Y ] (E3)

V ar

[
X

Y

]
≈ 1

µ2
y

V ar[X] +
µ2
x

µ4
y

V ar[Y ] (E4)

The variance and the bias give the mean squared error (MSE):

MSE

[
X

Y

]
= Bias

[
X

Y

]2
+ V ar

[
X

Y

]
≈ V ar

[
X

Y

]
≈ 1

µ2
y

V ar[X] +
µ2
x

µ4
y

V ar[Y ] (E5)

where the first approximation is valid when V ar[Y ]2 ≪ V ar[Y ].

2. Overall analysis

We now analyze the sampling complexity of estimating:

⟨ψ|HA|ψ⟩ =
∑K
i,j=1 c

∗
i cjTr(HBρi ⊗ ρj)

C2
ψ

=

∑K
i,j=1 c

∗
i cjTr(HBρi ⊗ ρj)∑

kl c
∗
kclTr(Sρk ⊗ ρl)

(E6)

where HA =
∑m
α=1 gαPα and HB =

∑m
α=1 gαQα where Pα and Qα are 2n-qubit Pauli operators and their sub-

stitute operators respectively. Since ⟨ψ|HA|ψ⟩ is real, for each gαc
∗
i cjTr(Qαρi ⊗ ρj), we can separate it into

gαRe[c
∗
i cj ]Tr(Re[Qα]ρi ⊗ ρj) and −gαIm[c∗i cj ]Tr(Im[Qα]ρi ⊗ ρj). Since the eigenvalues of all Pauli substitute

operators belong to {1,−1, i,−i}, during the measurements, each Re[Qα] (and Im[Qα]) can be seen a random
variable: X with an expectation E[X] = p0 ∗ 0 + p1 ∗ 1 + p−1 ∗ (−1) and a bounded variance V ar[X] =
p1(1 − p1) + p−1(1 − p−1) + 2p1p−1 ≤ 1. For each of such a part, we can assign Nn/(2K

2m) measurements to
estimate its value which means there are Nn measurements in total for estimating the numerator. (We add the zero
imaginary parts when i = j for simplicity.) For the denominator, since Tr(Sρk ⊗ ρl) is real, we only need to estimate
Re[c∗kcl]Tr(Sρk⊗ρl). During the measurements, Tr(Sρk⊗ρl) can be seen as a random variable: Zd with a expectation
E[Zd] = p1 ∗ 1 + p−1 ∗ (−1) and a bounded variance V ar[Zd] = 4p1(1 − p1) ≤ 1. For each of such a part, we can
assign Nd/(K

2) measurements to estimate its value which means there are Nd measurements in total for estimating
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the denominator. Following these settings, the MSE of estimating ⟨ψ|HA|ψ⟩ using Eq. E5 is:

MSE[⟨ψ|A|ψ⟩] ≈ 1

C4
ψ

∑
ijα

(
Re[c∗i cj ]

2g2αV ar[Tr(Re[Qα]ρi ⊗ ρj)] + Im[c∗i cj ]
2g2αV ar[Tr(Im[Qα]ρi ⊗ ρj)]

)
+
⟨ψ|HA|ψ⟩2

C4
ψ

∑
ij

Re[c∗i cj ]
2V ar[Tr(Sρi ⊗ ρj)]

≤ 2K2m

C4
ψNn

∑
ijα

g2α|ci|2|cj |2 +
⟨ψ|HA|ψ⟩2K2

C4
ψNd

∑
ij

|ci|2|cj |2

=

∑
ij |ci|2|cj |2

C4
ψ

(
2K2m

Nn

∑
α

g2α +
K2

Nd
⟨ψ|HA|ψ⟩2

)

≤
∑
ij |ci|2|cj |2

C4
ψ

(
2K2m||HA||2F

22nNn
+
K2||HA||22

Nd

)
= χ

(
2K2m||HA||2F

22nNn
+
K2||HA||22

Nd

)
(E7)

where ||HA||2 and ||HA||F are the 2-norm and the Frobenius-norm of HA. To further estimate the value of χ =∑
ij |ci|

2|cj |2

C4
ψ

, we need to separate the noiseless and noisy cases. In the following, we will take the case of the Schmidt

ansatz as an example, which can be easily generalized to other types of ansatz.

3. Noiseless case

Starting from |0⟩⊗n ⊗ |0⟩⊗n, the random Schmidt ansatz will give an output state:

US |0⟩⊗n ⊗ |0⟩⊗n =

2L−1∑
i=0

λi(U(n)|i⟩)⊗ |i⟩ (E8)

with λi generated by a L-qubit random orthogonal circuit and U a random n-qubit unitary circuit. According to

our encoding, only the reduced density matrix ρ =
∑2L−1
i=0 λ2iU |i⟩⟨i|U† is needed. In the expression of χ, we need to

evaluate the values like Tr(ρσ) with σ =
∑2L−1
i=0 γ2i V |i⟩⟨i|U†. If U and V are drawn from a 1-design ν, according to

Eq. A8-A9, Tr(ρiρj) will concentrate on an exponentially small average:

Prob[Tr(ρσ) ≥ ε] ≤ 1

2nε
(E9)

which means the probability of Tr(ρσ) greater than a polynomially small ε is exponentially small.
On the other hand, the form of the Schmidt circuit gives a lower bound on the purity: Tr(ρ2) ≥ 1

2L
since each

CNOT gate connecting the upper and lower systems can be decomposed into two local tensors with a bond dimension
equal to 2: CNOT = |0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗X. Note that these discussions hold for the other two ansatzes as long as
there are L 2-qubit entangled gates connecting the upper and lower systems in total and the local circuits between
two such gates form a 1-design, which can be easily satisfied since random Pauli circuits can already form a 1-design.

Using Tr(ρ2) ≥ 1
2L

and Tr(ρiρj) ≈ 0 when n is large, we have:

χ =

∑
ij |ci|2|cj |2

(
∑
kl c

∗
kclTr(Sρk ⊗ ρl))2

≈
∑
ij |ci|2|cj |2

(
∑
k |ck|2Tr(ρ2k))2

≤ 22L
∑
ij |ci|2|cj |2

(
∑
k |ck|2)2

= 22L (E10)

By putting this bound into Eq. E7, we get:

MSE[⟨ψ|A|ψ⟩] ≤ 22LK2

(
2m||HA||2F
22nNn

+
||HA||22
Nd

)
(E11)

Suppose Nn = 2N
3 and Nd =

N
3 , to achieve an accuracy ϵ, the required number of measurements N should be:

N ≥ 22L3K2

ϵ2

(
m||HA||2F

22n
+ ||HA||22

)
(E12)
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4. Noisy case

For the noisy case, we can think the original density matrix ρ =
∑2L−1
i=0 λ2iU |i⟩⟨i|U† suffers from a noise channel:

N (ρ) =
∑
α

2L−1∑
i=0

λ2iKαU |i⟩⟨i|U†K†
α (E13)

with
∑
αK

†
αKα = I. Under this noise channel, the average of Tr(N (ρ)N (σ)) can be estimated assuming U and V

form a 1-design:∫
ν

∫
ν

Tr(N (ρ)N (σ))dUdV =
∑
ijαβ

λ2i γ
2
jTr

(∫
ν

KαU |i⟩⟨i|U†K†
αdU

∫
ν

KβV |j⟩⟨j|V †K†
βdV

)

=
∑
ijαβ

λ2i γ
2
jTr

(∫
ν

U |i⟩⟨i|U†dUK†
αKβ

∫
ν

V |j⟩⟨j|V †dV K†
βKα

)
=
∑
ijαβ

λ2i γ
2
j

1

22n
Tr(KαK

†
αKβK

†
β) (E14)

Now suppose the noise channel is unital i.e. N (I) = I, which means
∑
αKαK

†
α = I then we have:

E(Tr(N (ρ)N (σ))) = 1
2n which coincides with the noiseless case. For non-unital noise, we need to require the channel

to be close to the identity map to get the same conclusion. Note that if the channel is implemented before the unitary
U , according to Eq. A8-A9, we can find that 1

2n is the average no matter whether the channel is unital or not:

∑
ij

λ2i γ
2
jTr

∫
ν

U
∑
α

Kα|i⟩⟨i|K†
αU

†dU

∫
ν

V
∑
β

Kβ |j⟩⟨j|K†
βV

†dV


=
∑
ij

λ2i γ
2
j

1

22n
Tr(I) =

1

2n

∑
ij

λ2i γ
2
j =

1

2n
(E15)

This means the unital requirement is only for the noise channel at the end of the circuit. These discussions also work
for the alternate gate-noise models.

When the quantum circuit is noisy, the purity of the reduced density matrices in the upper system prepared by the
circuit can be smaller than 1

2L
since the system can have entanglements with the environment. In this case, we can

model noise as discrete, probabilistic faults that can happen at the various locations in the circuit including gates,
idling steps, and measurements. Suppose at a location a, the probability corresponding to no faults is (1− pa), then
the fault-free probability of the whole circuit is defined as P0 = Πa(1 − pa) and the purity will be greater than P 2

0 .
If ζ =

∑
a pa ∼ 1 and pa at different locations are the same, then the probability that l faults occur in the circuit is

given by the Poisson distribution Pl = e−ζ ζ
l

l! due to the Le Cam’s theorem with:

P0 = e−ζ (E16)

Thus, we have:

χ ≤ max
[
e4ζ , 22L

]
(E17)

and:

MSE[⟨ψ|A|ψ⟩] ≤ max
[
e4ζ , 22L

]
K2

(
2m||HA||2F
22nNn

+
||HA||22
Nd

)
(E18)

N ≥ max
[
e4ζ , 22L

] 3K2

ϵ2

(
m||HA||2F

22n
+ ||HA||22

)
(E19)

Appendix F: Expressibility by covering number

1. covering numbers and packing number

The geometric interpretation of covering numbers and packing number is illustrated in Figure 12.Let (M, d) be a
metric space. A subset Q ⊂ M is called an ε-covering if ∀z ∈ M∃x ∈ Q with d(x, z) ≤ ε. Then the union of ε-balls
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around the elements of Q covers M. The cardinality N (M, d, ε) of the smallest ε-covering is called the ε-covering
number of (M, d). A subset Q ⊂ M is called an ε-packing if d(x, y) > ε ∀x ̸= y ∈ Q. Then ε/2-balls around the
elements of Q are all disjoint. The cardinality N (M, d, ε) of the largest ε-packing is called the ε-packing number of
(M, d).

Covering and packing numbers obey the well-known inequalities [74]

N (M, d, 2ε) ≤ N (M, d, ε) ≤ N (M, d, ε). (F1)

Suppose there exists an ε-covering Q with cardinality N and a 2ε-packing Q′ with cardinality N̄ > N for (M, d).
Then, there must exist (at least) two elements y1, y2 ∈ Q′ that are both contained in the ε-ball around some x ∈ Q.
Consequently, their distance d (y1, y2) cannot be larger than 2ε. This contradiction proves the left inequality in Eq.
F1.

If Q is a maximal ε-packing for (M, d), we cannot find a point in M with distance larger than ε from all points
in Q. Hence, Q is also an ε-covering, which proves the right inequality in Eq. F1. This also shows the existence of
ε-nets, which are simultaneously ε-coverings and ε packings. It is worth noting that ϵ is a predefined hyperparameter,
i.e., a very small constant, satisfying ϵ ∈ (0, 1), and is independent of any factor [74]. Therefore, in the subsequent
proof, we can take it arbitrarily small to achieve our goal.

2. lemma 1

lemma 1 (lemma 5[81]). Let (M1, d1) and (M2, d2) be metric spaces and f : M1 → M2 bi-Lipschitz such that
f (M1) = M2 with

d2(f(x), f(y)) ≤ Kd1(x, y) ∀x, y ∈ M1 and

d2(f(x), f(y)) ≥ kd1(x, y) ∀x, y ∈ M1 with d1(x, y) ≤ r (F2)

Then, their covering numbers obey

N (M1, d1, 2ε/k) ≤ N (M2, d2, ε) ≤ N (M1, d1, ε/K) (F3)

where the left inequality requires ε ≤ kr/2.

Proof. Lemma 1 uses covering numbers for a metric space (M1, d1) to bound covering numbers for a second metric
space (M2, d2). The precondition is that there exists a bi-Lipschitz function f with f (M1) = M2 and

d2(f(x), f(y)) ≤ Kd1(x, y)∀x, y ∈ M1 and

d2(f(x), f(y)) ≥ kd1(x, y)∀x, y ∈ M1 with d1(x, y) ≤ r (F4)

Let Q be an ε/K-covering for (M1, d1). This implies that ∀z ∈ M1∃x ∈ Q such that d1(x, z) ≤ ε/K. It follows
that ∀z′ ∈ M2∃x′ ∈ f(Q) such that d̄2 (x

′, z′) ≤ Kd1(x, z) ≤ ε, where x and z have been chosen such that f(x) = x′

and f(z) = z′. So, f(Q) is an ε-covering of (M2, d2) and

N (M2, d2, ε) ≤ N (M1, d1, ε/K) (F5)

Now, let Q be a 2ε/k-packing for (M1, d1). This implies that d1(x, y) > 2ε/k∀x ̸= y ∈ Q. It follows that
∀x′ ̸= y′ ∈ f(Q), we have d2 (x

′, y′) ≥ kd1(x, y) > 2ε. Here, x and y have been chosen such that f(x) = x′ and
f(y) = y′. Further, we have assumed that d1(x, y) ≤ r for the relevant x and y, which corresponds to the upper
bound kr/2 on the allowed ε. So, f(Q) is a 2ε-packing for (M2, d2) and the packing numbers obey N (M2, d2, 2ε) ≥
N (M1, d1, 2ε/k). Application of Eq. F1 then gives

N (M2, d2, ε) ≥ N (M1, d1, 2ε/k) (F6)

for the covering numbers.
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FIG. 12. Left figure: An ε-cover Q of the space M with metric d is a subset of M such that for every z in M, there exists an
x ∈ Q satisfying d(x, z) ≤ ε. The cardinality of the smallest ε-cover N (M, d, ε) is called the ε-covering number of (M, d).Right
figure: An ε-packing Q is a subset of M such that for all x ̸= y ∈ Q, d(x, y) > ε.

3. lemma 2

lemma 2 ([81]). For 0 < ε̃ ≤ 1/10, the ε̃-covering number of the unitary group U(n) with respect to the operator
norm distance satisfies the following inequality:(

3

4ε̄

)n2

≤ N (U(n), ∥ · ∥, ε̄) ≤
(
7

ε̄

)n2

. (F7)

Proof. Lemma 2 bounds covering numbers for U(n), the group of unitary n×n matrices. It can be proven in two steps.
Any unitary can be obtained by exponentiating an element of its Lie algebra u(n). Actually, a ball of radius π in
u(n) is sufficient. Then, bounds on covering numbers for this ball in u(n) and Lipschitz constants for the exponential
map in conjunction with lemma 1 allow us to prove lemma 2.

First, note that ε-covering numbers for balls of radius R in D dimensions, BR ≡ R · B1 ⊂ RD obey(
R

ε

)D
≤ N (BR, ∥ · ∥, ε) ≤

(
1 +

2R

ε

)D
(F8)

This standard result follows from a comparison of volumes. Let Q ⊂ BR be an ε-packing for BR. As balls of radius
ε/2 around the points in Q are disjoint and fully contained in the ball BR+ε/2, the upper bound in Eq. F8 follows by
comparing the corresponding volumes,

|Q| ≤
volBR+e/2

volBe/2
=

(R+ ε/2)D volB1

(ε/2)D volB1
=

(
1 +

2R

ε

)D
(F9)

For the lower bound in Eq. F8, consider an ε-covering Q of BR. Then BR is fully contained in the union of ε-balls
around points in Q,BR ⊂ Q+ Bε. Hence,

|Q| ≥ volBR
volBe

=

(
R

ε

)D
(F10)

Secondly, note that U(n) is obtained by exponentiation of skew-Hermitian matrices J with operator norm ∥J∥ ≤
π, i.e.,

U(n) = exp [Bπ(u(n))] (F11)
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This is so, because unitary matrices U ∈ U(n) are normal with eigenvalues eiλk of amplitude 1. Hence, U =
V † diag

(
eiλ1 , . . . , eiλn

)
V with unitary V and U = exp(J) with J = V † diag (iλ1, . . . , iλn)V ∈ u(n). Now, as we can

choose |λk| ≤ π such that ∥J∥ ≤ π, Eq. F11 follows.
We want to apply lemma 1 to obtain covering numbers for U(n) based on covering numbers for Bπ(u(n)). To

this purpose, we need Lipschitz constants for the exponentiation of skew-Hermitian matrices. We claim that for
X,Y ∈ u(n),

(2− er) ∥X − Y ∥ ≤
∥∥eX − eY

∥∥ ≤ ∥X − Y ∥, (F12)

where the left inequality is valid for ∥X∥, ∥Y ∥ ≤ r. The upper bound in Eq. F12 follows by writing eX − eY as a
telescope sum

eX − eY =

m∑
k=1

e(k−1)Xm

(
e
X
m − e

Y
m

)
e(m−k) Ym ∀m (F13)

and using the triangle inequality and the invariance of the operator norm under unitary transformations like eαX and
eαY , ∥∥eX − eY

∥∥ ≤ lim
m→∞

m
∥∥∥eX/m − eY/m

∥∥∥ = ∥X − Y ∥ (F14)

Assuming ∥X∥, ∥Y ∥ ≤ r, the lower bound in Eq. F12 can be derived by Taylor expansion

∥∥eX − eY
∥∥ ≥ ∥X − Y ∥ −

∥∥∥∥∥∥
∑
k≥2

1

k!

(
Xk − Y k

)∥∥∥∥∥∥ (F15)

and using that∥∥∥∥∥∥
∑
k≥2

1

k!

(
Xk − Y k

)∥∥∥∥∥∥ =

∥∥∥∥∥∥
∑
k≥2

k∑
ℓ=1

1

k!
Xℓ−1(X − Y )Y k−ℓ

∥∥∥∥∥∥ ≤
∑
k≥2

1

(k − 1)
T k−1∥X − Y ∥ = (er − 1) ∥X − Y ∥ (F16)

With Eqs. F8-F12 the preconditions of lemma 1 are fulfilled for M1 = Bπ(u(n)) and M2 = U(n), d1 and d2 being
the operator-norm distance, and f(X) = eX . The upper bound in Eq. F12 gives K = 1 and, choosing r = 2/5, the
lower bound gives 2− er > 1/2 =: k. As u(n) corresponds to an n2-dimensional real vector space, D = n2 and R = π
when we apply Eq. F8 for Bπ(u(n)). Lemma 1 then yields

( π
4ε

)n2

=

(
kR

2ε

)D
≤ N (U(n), ∥ · ∥, ε̃) ≤

(
1 +

2KR

ε

)D
=

(
1 +

2π

ε

)n2

(F17)

The left inequality requires ε ≤ kr/2 = 1/10. Assuming the same constraint for the right-hand side, we have 1+
2π/ε ≤ 7/ε and, thus, lemma 2 .

4. The expressiveness of standard VQAs

This part will present the expressiveness of VQE without quantum error mitigation. We will mainly follow the
derivations in Ref. [75]. Let’s start by reviewing some knowledge of matrix theory and some inequalities we will use:

Discrete form of Holder’s inequality a: If p, q > 1, and 1
p +

1
q = 1, we have∣∣∣∣∣

n∑
k=1

akbk

∣∣∣∣∣ ≤
(

n∑
k=1

|ak|p
) 1
p
(

n∑
k=1

|bk|q
) 1
q

(F18)

When p = q = 2, we obtain the Cauchy-Schwarz Inequality∑
|xiyi |≤

(∑
|xi|2

)1/2 (∑
|yj |2

)1/2
(F19)
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In the content of this section, the norm is defined as follows: Suppose A is an n× n matrix. The operator norm A
is defined as

∥A∥ = sup
∥x∥2=1,x∈Cn

∥Ax∥.

Alternatively, ∥A∥ =
√
λ1 (AA†), where λi

(
AA†) is the i-th largest eigenvalue of the matrix AA†.

Using Lemma 2, we can compute the covering number of the operator group Hcirc =
{
Û(θ)†OÛ(θ) | θ ∈ Θ

}
, where

the trainable circuit operator Û(θ) =
∏Ng
i=1 ûi (θi) consists of Ngt trainable gates and Ng−Ngt fixed gates. To achieve

this goal, we consider a fixed ϵ-covering S of the set N
(
U
(
dk
)
, ϵ, ∥ · ∥

)
and define the set

S̃ :=

 ∏
i∈{Ngt}

ûi (θi)
∏

j∈{Ng−Ngt}

ûj | ûi (θi) ∈ S

 , (F20)

where ûi (θi) and ûj respectively denote the trainable and fixed quantum gates used in the ansatz. By definition, for

any circuit Û(θ) =
∏Ng
i=1 ûi (θi), we can always find a Ûϵ(θ) ∈ S̃, where each trainable gate ûi (θi) is replaced by the

nearest element in the covering set S, and the difference
∥∥∥Û(θ)†OÛ(θ)− Ûϵ(θ)

†OÛϵ(θ)
∥∥∥ satisfies

∥∥∥Û(θ)†OÛ(θ)− Ûϵ(θ)
†OÛϵ(θ)

∥∥∥
≤
∥∥∥Û − Ûϵ

∥∥∥ ∥O∥

≤ Ngt∥O∥ϵ (F21)

The first inequality utilizes the triangle inequality, and the second inequality stems from
∥∥∥Û − Ûϵ

∥∥∥ ≤ Ngtϵ. Thus,

S̃ forms an Ngt∥O∥ϵ-covering set for Hcirc. In Lemma 2, we provide an upper bound |S| ≤
(
7
ϵ

)d2k
. Since there are

|S|Ngt possible topological combinations of gates in S̃, we have |S̃| ≤
(
7
ϵ

)d2kNgt
, and the covering number of Hcirc

satisfies

N (Hcirc , Ngt∥O∥ϵ, ∥ · ∥) ≤
(
7

ϵ

)d2kNgt
(F22)

An equivalent representation of the above inequalities is:

N (Hcirc , ϵ, ∥ · ∥) ≤
(
7Ngt∥O∥

ϵ

)d2kNgt
(F23)

We assume the input state is ρ ⊗ ρ. After undergoing evolution by Û =
∏Ng
i=1 ûl, the final output is

Tr
(
Û(θ)†OÛ(θ)ρ⊗ ρ

)
. From the earlier derivation, we obtained the covering number of Û(θ)†OÛ(θ). Hence,

utilizing Lemma 1, we can obtain:

d2

(
Tr
(
Û†
ϵOÛϵρ⊗ ρ

)
,Tr

(
Û†OÛρ⊗ ρ

))
=
∣∣∣Tr(Û†

ϵOÛϵρ⊗ ρ
)
− Tr

(
Û†OÛρ⊗ ρ

)∣∣∣
=
∣∣∣Tr((Û†

ϵOÛϵ − Û†OÛ
)
ρ⊗ ρ

)∣∣∣
≤
∥∥∥Û†

ϵOÛϵ − Û†OÛ
∥∥∥Tr(ρ⊗ ρ)

= d1

(
Û†
ϵOÛϵ, Û

†OÛ
)

(F24)

The first equality arises from the explicit form assumption. The first inequality utilizes the Cauchy-Schwarz inequality,

and the last inequality stems from Tr(ρ) = 1 and
∥∥∥Û†

ϵOÛϵ − Û†OÛ
∥∥∥ = d1

(
Û†
ϵOÛϵ, Û

†OÛ
)
. From this equation, we
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know that K = 1. Utilizing Lemma 1, we can obtain an upper bound on the covering number of plain VQE without
error mitigation:

N (H, ϵ, | · |) ≤ N (Hcirc , ϵ, ∥ · ∥) ≤
(
7Ngt∥O∥

ϵ

)d2kNgt
(F25)

5. The expressiveness of VQAs by DMV

This part will present the expressiveness of VQE with unconditionally decoherence-free quantum error mitigation.
When using unconditionally decoherence-free quantum error mitigation, our output can be written as

⟨ψ |HA|ψ⟩ =
∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)

C2
ψ

=

∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑

kl c
∗
kcl Tr (Sρk ⊗ ρl)

(F26)

Please note that here,

Tr (HBρi ⊗ ρj)

= Tr
(
H1,2
B ⊗ I3,4ρ1,3I ⊗ ρ2,4J

)
= Tr

(
H1,2
B ⊗ I3,4U(θI)ρ

1,3
I0 U(θI)

† ⊗ U(θJ)ρ
2,4
J0U(θJ)

†
)

(F27)

In all the equations below, we follow the equation relations given above, namely HB = H1,2
B ⊗ I3,4 and ρi ⊗ ρj =

U (θI) ρ
1,3
I0 U (θI)

† ⊗ U (θJ) ρ
2,4
J0U (θJ)

†
. So, following the form of Lemma 1, we have

d2

(∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑

kl c
∗
kcl Tr (Sρk ⊗ ρl)

,

∑K
i,j=1 c

∗
i cj Tr (HBρiε ⊗ ρjε)∑

kl c
∗
kcl Tr (Sρkε ⊗ ρlε)

)

=

∣∣∣∣∣
∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑

kl c
∗
kcl Tr (Sρk ⊗ ρl)

−
∑K
i,j=1 c

∗
i cj Tr (HBρiε ⊗ ρjε)∑

kl c
∗
kcl Tr (Sρkε ⊗ ρlε)

∣∣∣∣∣ (F28)

In Appendix A, we provide equationA8, So if U and V are drawn from a 1-design ν,Tr (ρiρj) will be exponentially
small. In this case, we can simplify the numerator of the expression

d2

(∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑

kl c
∗
kcl Tr (Sρk ⊗ ρl)

,

∑K
i,j=1 c

∗
i cj Tr (HBρiε ⊗ ρjε)∑

kl c
∗
kcl Tr (Sρkε ⊗ ρlε)

)

≈

∣∣∣∣∣
∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑
k |ck|

2
Tr (ρ2k)

−
∑K
i,j=1 c

∗
i cj Tr (HBρiε ⊗ ρjε)∑
k |ck|

2
Tr (ρ2kε)

∣∣∣∣∣ (F29)

In Appendix A, we know that ε is a predefined hyperparameter, i.e., a very small constant, satisfying ε ∈ (0, 1),
and is independent of any factor. To satisfy Lemma 2, it is sufficient that 0 < ε ≤ 1/10. Therefore, for the sake of
convenience in derivation, let us consider ε approaching 0, so that

Tr
(
ρ2k
)
= Tr

(
ρ2kε
)

(F30)



31

In this case, our equation can be further simplified to:

d2

(∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑

kl c
∗
kcl Tr (Sρk ⊗ ρl)

,

∑K
i,j=1 c

∗
i cj Tr (HBρiε ⊗ ρjε)∑

kl c
∗
kcl Tr (Sρkε ⊗ ρlε)

)

≈

∣∣∣∣∣
∑K
i,j=1 c

∗
i cj Tr (HBρi ⊗ ρj)∑
k |ck|

2
Tr (ρ2k)

−
∑K
i,j=1 c

∗
i cj Tr (HBρiε ⊗ ρjε)∑
k |ck|

2
Tr (ρ2k)

∣∣∣∣∣
=

∣∣∣∣∣
∑K
i,j=1 c

∗
i cj (Tr (HBρi ⊗ ρj)− Tr (HBρiε ⊗ ρjε))∑

k |ck|
2
Tr (ρ2k)

∣∣∣∣∣
≤

∣∣∣∣∣∣∣
(∑K

i,j=1 |c∗i cj |
2
)1/2 (∑K

i,j=1 |Tr (HBρi ⊗ ρj)− Tr (HBρiε ⊗ ρjε)|2
)1/2

∑
k |ck|

2
Tr (ρ2k)

∣∣∣∣∣∣∣
≤ 2L

 K∑
i,j=1

|Tr (HBρi ⊗ ρj)− Tr (HBρiε ⊗ ρjε)|2
1/2

= 2L

 K∑
i,j=1

∣∣∣Tr(Û(θij)
†HBÛ(θij)ρi0 ⊗ ρj0

)
− Tr

(
Ûε(θij)

†HBÛε(θij)ρi0 ⊗ ρj0

)∣∣∣2
1/2

≤ 2L

 K∑
i,j=1

∣∣∣∣∣∣Û(θij)
†HBÛ(θij)− Ûε(θij)

†HBÛε(θij)
∣∣∣∣∣∣2 Tr (ρi0 ⊗ ρj0)

1/2

= 2L

 K∑
i,j=1

∣∣∣∣∣∣Û(θij)
†HBÛ(θij)− Ûε(θij)

†HBÛε(θij)
∣∣∣∣∣∣2
1/2

≤ 2L


 K∑
i,j=1

∣∣∣∣∣∣Û(θij)
†HBÛ(θij)− Ûε(θij)

†HBÛε(θij)
∣∣∣∣∣∣
2


1/2

= 2L
K∑

i,j=1

∣∣∣∣∣∣Û(θij)
†HBÛ(θij)− Ûε(θij)

†HBÛε(θij)
∣∣∣∣∣∣

= 2LC

∣∣∣∣∣∣
∣∣∣∣∣∣
K∑

i,j=1

Û(θij)
†HBÛ(θij)−

K∑
i,j=1

Ûε(θij)
†HBÛε(θij)

∣∣∣∣∣∣
∣∣∣∣∣∣

= 2LCd1

 K∑
i,j=1

Û(θij)
†HBÛ(θij),

K∑
i,j=1

Ûε(θij)
†HBÛε(θij)

 (F31)

The first inequality stems from the Cauchy-Schwarz Inequality F19, and the second inequality arises from what we
mentioned in Appendix D:the form of the Schmidt circuit gives a lower bound on the purity: Tr

(
ρ2
)
≥ 1

2L
since each

CNOT gate connecting the upper and lower systems can be decomposed into two local tensors with a bond dimension
equal to 2: CNOT = |0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗X.So we have:

∑
ij |ci|

2 |cj |2(∑
k |ck|

2
Tr (ρ2k)

)2 ≤ 22L
∑
ij |ci|

2 |cj |2(∑
k |ck|

2
)2 = 22L (F32)

Taking the square root yields our second inequality.The third inequality arises from the triangle inequality, while the

fourth equality is due to
∥∥∥Û (θij)

†
HBÛ (θij)− Ûϵ (θij)

†
HBÛϵ (θij)

∥∥∥ ≥ 0.The last equality arises from the triangle
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inequality of matrix norms: ∥A+B∥ ≤ ∥A∥+ ∥B∥Hence, we have:

K∑
i,j=1

∥∥∥Û (θij)
†
HBÛ (θij)− Ûe (θij)

†
HBÛε (θij)

∥∥∥ ≥

∥∥∥∥∥∥
K∑

i,j=1

Û (θij)
†
HBÛ (θij)−

K∑
i,j=1

Ûe (θij)
†
HBÛe (θij)

∥∥∥∥∥∥ (F33)

Here, we introduce a constant such that:

K∑
i,j=1

∥∥∥Û (θij)
†
HBÛ (θij)− Ûe (θij)

†
HBÛε (θij)

∥∥∥ = C

∥∥∥∥∥∥
K∑

i,j=1

Û (θij)
†
HBÛ (θij)−

K∑
i,j=1

Ûe (θij)
†
HBÛe (θij)

∥∥∥∥∥∥ (F34)

Here, C ≥ 1. Thus, we obtain the last equality.
From the previous inequalities, we obtain K = 2LC, which is a global property. Now, let’s examine the covering

number of
∑K
i,j=1 Û(θij)

†HBÛ(θij), where the trainable unitary operator Û(θ) =
∏Ng
h=1 ûh(θh) contains Ngt(ij) train-

able gates and Nfix(ij) = Ng(ij) −Ngt(ij) fixed gates. (For the case of the Schmidt ansatz as given in the main text,
please note that when there are additional quantum gates to the right of the CNOT in the lower half, we consider
these gates redundant as they do not enhance our expressiveness. Therefore, we should remove these gates, and let
the number of such gates be denoted as Nn(ij). In this case, the number of trainable gates that affect our expressive
power is Ngt(ij) = Ng(ij) − Nfix(ij) − Nn(ij).)To achieve this goal, we consider a fixed ϵ-covering set S of the set

N (U(dk), ϵ, ∥ · ∥), and define the set as:

S̃ :=


K∑

i,j=1

∏
h∈{Ngt}

ûh (θh)
∏

k∈{Ng−Ngt}

ûk | ûh (θh) ∈ S

 , (F35)

where ûh(θh) and ûk respectively specify the trainable and fixed quantum gates used in the ansatz. Please note that

for any circuit Û(θ) =
∏Ng
i=1 ûh(θh), we can always find a Ûϵ(θ) ∈ S̃, where each trainable gate ûi(θi) is replaced by

the closest element in the covering set S, and the difference satisfies:∥∥∥∥∥∥
K∑

i,j=1

Û (θij)
†
HBÛ (θij)−

K∑
i,j=1

Ûe (θij)
†
HBÛe (θij)

∥∥∥∥∥∥
≤

K∑
i,j=1

∥∥∥Û (θij)
†
HBÛ (θij)− Ûε (θij)

†
HBÛε (θij)

∥∥∥
≤

K∑
i,j=1

∥∥∥Û (θij)− Ûε (θij)
∥∥∥ ∥HB∥

≤
K∑

i,j=1

Ngt(ij)∥HB∥ϵ = NGT ∥HB∥ϵ (F36)

where NGT =
∑K
i,j=1Ngt(ij). The first two inequalities utilize the triangle inequality, and the third inequality stems

from
∥∥∥Û − Ûϵ

∥∥∥ ≤ Ngtϵ. Therefore, by definition, we know that S̃ is an NGT ∥HB∥ϵ-covering set for Hcirc.

Recalling the upper bound given in Lemma 1, |S| ≤
(
7
ϵ

)d2k
. Since there are |S|NGT possible topological combinations

of gates in S̃, we have |S̃| ≤
(
7
ϵ

)d2kNGT
, and the covering number of Hcirc satisfies:

N (Hcirc , NGT ∥HB∥ϵ, ∥ · ∥) ≤
(
7

ϵ

)d2kNGT
(F37)

An equivalent expression of the above inequalities is:

N (Hcirc , ϵ, ∥ · ∥) ≤
(
7NGT ∥HB∥

ϵ

)d2kNGT
(F38)

Therefore, by Lemma 1, we can conclude that the upper bound on the covering number under our QEM algorithm is:

N (H̃, ϵ, | · |) ≤ 2LC
(
7NGT ∥HB∥

ϵ

)d2kNGT
(F39)
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Appendix G: Trainability

The cost function used in this work is parameterized by {θ⃗, c⃗} with θ⃗ the parameters that decide {ρ1, ρ2, ..., ρk}.
The derivatives with respect to c⃗ are trivial since they will not directly deal with the exponentially large Hilbert space

and thus have no barren plateau issues. For θ⃗, since we have:

|∂⟨ψ|HA|ψ⟩
∂θ

| ≤
K∑

i,j=1

|∂Cij
∂θ

| (G1)

with Cij = c∗i cj
Tr(HBρi⊗ρj)∑
kl c

∗
kclTr(Sρk⊗ρl)

, and for each Cij , we have:∣∣∣∣∂Cij∂θ

∣∣∣∣ ≤
∣∣∣∣ c∗i cj∑

kl c
∗
kclTr(Sρk ⊗ ρl)

∣∣∣∣ ∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣
+

∣∣∣∣ Cij∑
kl c

∗
kclTr(Sρk ⊗ ρl)

∣∣∣∣ ∣∣∣∣∂∑kl c
∗
kclTr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≈
∣∣∣∣ c∗i cj∑

k |ck|2Tr(Sρk ⊗ ρk)

∣∣∣∣ ∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣
+

∣∣∣∣ Cij∑
k |ck|2Tr(Sρk ⊗ ρk)

∣∣∣∣ ∣∣∣∣∂∑kl c
∗
kclTr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≤ 2L

∣∣∣∣ c∗i cj
|ci|2 + |cj |2

∣∣∣∣ ∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 2L|Cij |
∑
kl

∣∣∣∣ c∗kcl
|ck|2 + |cl|2

∣∣∣∣ ∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≤ 2L+1

∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 2L+1|Cij |
∑
kl

∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≤ 2L+1

∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 22L+1

∣∣∣∣ c∗i cj
|ci|2 + |cj |2

∣∣∣∣ |Tr(HBρi ⊗ ρj)|
∑
kl

∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≤ 2L+1

∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 22L+2 |Tr(HBρi ⊗ ρj)|
∑
kl

∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≈ 2L+1

∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 22L+2−n |⟨ρi|HA|ρj⟩|
∑
kl

∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≤ 2L+1

∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 22L+2−n||HA||2
∑
kl

∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣ (G2)

where |ρ⟩ is defined as |ρ⟩ = 1√∑
ij |ρij |2

∑
ij ρij |i⟩|j⟩. During the derivation, we assume the noiseless case where there

are L CNOT gates connecting the upper and the lower system and use Tr(ρiρj) ≈ 1
2n . For noisy cases, one can use

e−2ζ to replace 2L. In our settings, each θ only controls a single density matrix, thus, suppose θ is a parameter for ρ,

to further estimate the gradients, we need to consider two types of derivatives:
∣∣∣∂Tr(Oρ⊗σ)∂θ

∣∣∣ and ∣∣∣∂Tr(Oρ⊗ρ)∂θ

∣∣∣. If we

have O =
∑
α oαPα with Pα = Pα,up ⊗ Pα,low 2n-qubit Pauli operators, then we have:∣∣∣∣∂Tr(Oρ⊗ σ)

∂θ

∣∣∣∣ ≤
∑
α

|oα|
∣∣∣∣∂Tr(Pα,upρ)∂θ

∣∣∣∣ |Tr(Pα,lowσ)|
≤
∑
α

|oα|
∣∣∣∣∂Tr(Pα,upρ)∂θ

∣∣∣∣ (G3)

∣∣∣∣∂Tr(Oρ⊗ ρ)

∂θ

∣∣∣∣ ≤
∑
α

|oα|
(∣∣∣∣∂Tr(Pα,upρ)∂θ

∣∣∣∣ |Tr(Pα,lowρ)|+ ∣∣∣∣∂Tr(Pα,lowρ)∂θ

∣∣∣∣ |Tr(Pα,upρ)|)
≤
∑
α

|oα|
(∣∣∣∣∂Tr(Pα,upρ)∂θ

∣∣∣∣+ ∣∣∣∣∂Tr(Pα,lowρ)∂θ

∣∣∣∣) (G4)



34

where during the derivation, we use the fact |Tr(Pα,lowσ)| ≤ 1 for arbitrary density matrix σ. For ρ, we can model
it as:

ρ =
∑
αβ

KαU(θ)Lβ |0⟩⟨0|⊗nL†
βU(θ)†K†

α =
∑
α

KαU(θ)ρ0U(θ)†K†
α (G5)

with
∑
αK

†
αKα =

∑
β L

†
βLβ = I and ρL =

∑
β Lβ |0⟩⟨0|⊗nL

†
β . This form can be understood as U(θ) sandwiched in

between two CNOT gates that connect the upper and lower systems. The influence of these CNOT gates and the

rest of the circuits can be formulated as quantum channels {Kα} and {Lβ}.
∂Tr(Pα,up(low)ρ)

∂θ can have barren plateau

issues from various resources. For example, if U(θ) forms a 2-design, then E

((
∂Tr(Pα,up(low)ρ)

∂θ

)2)
≤ η2 with η2 of

order O(2−n). By the Markov’s inequality, we have:

Prob[

∣∣∣∣∂Tr(Pα,up(low)ρ)

∂θ

∣∣∣∣ ≥ ε] = Prob[

(
∂Tr(Pα,up(low)ρ)

∂θ

)2

≥ ε2] ≤ η

ε2
(G6)

Thus,
∂Tr(Pα,up(low)ρ)

∂θ will be concentrated to an exponentially small value, which leads to:∣∣∣∣∂Tr(Oρ⊗ σ)

∂θ

∣∣∣∣ ≲∑
α

|oα|η =
η||O||1,1

2n
(G7)

∣∣∣∣∂Tr(Oρ⊗ ρ)

∂θ

∣∣∣∣ ≲∑
α

2|oα|η =
2η||O||1,1

2n
(G8)

Where || · ||1,1 denotes the L1,1 norm. For 2n-qubit SWAP operator S, we have ||S||1,1 = 2n since the 2-qubit SWAP
operator has the decomposition: 1

2 (II + XX + Y Y + ZZ). For HB =
∑m
α=1 gαQα, note that each Qα is a tensor

product of n basic 2-qubit Pauli substitute operators that form four groups:

Group 1: 0.5II + 0.5XX + 0.5Y Y + 0.5ZZ

0.5II + 0.5XX − 0.5Y Y − 0.5ZZ

−0.5II + 0.5XX − 0.5Y Y + 0.5ZZ

0.5II − 0.5XX − 0.5Y Y + 0.5ZZ

Group 2: 0.5IX + 0.5XI + 0.5iY Z − 0.5iZY

0.5IX + 0.5XI − 0.5iY Z + 0.5iZY

−0.5iIX + 0.5iXI + 0.5Y Z + 0.5ZY

−0.5iIX + 0.5iXI − 0.5Y Z − 0.5ZY

Group 3: −0.5IY + 0.5iXZ − 0.5Y I − 0.5iZX

0.5IY + 0.5iXZ + 0.5Y I − 0.5iZX

0.5iIY + 0.5XZ − 0.5iY I + 0.5ZX

−0.5iIY + 0.5XZ + 0.5iY I + 0.5ZX

Group 4: 0.5IZ + 0.5iXY − 0.5iY X + 0.5ZI

0.5IZ − 0.5iXY + 0.5iY X + 0.5ZI

0.5iIZ − 0.5XY − 0.5Y X − 0.5iZI

0.5iIZ + 0.5XY + 0.5Y X − 0.5iZI (G9)

For two such 2-qubit operators B1 and B2 in different groups, since they share no common Pauli operators, we have

Tr(B†
1B2) = 0. When they are in the same group, the coefficients before the Pauli operators assure the same result

Tr(B†
1B2) = 0. Since Tr(Q†

αQα) = 4n, we have:

||HB ||1,1 = 2n
∑
α

|gα| = ||HA||1,1 (G10)
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Based on these discussions, Eq. G2 can be further reduced to:∣∣∣∣∂Cij∂θ

∣∣∣∣ ≤ 2L+1

∣∣∣∣∂Tr(HBρi ⊗ ρj)

∂θ

∣∣∣∣+ 22L+2−n||HA||2
∑
kl

∣∣∣∣∂Tr(Sρk ⊗ ρl)

∂θ

∣∣∣∣
≤ 2L+2η||HA||1,1

2n
+
∑
kl

22L+3||HA||2η||S||1,1
22n

=

(
2L+2||HA||1,1

2n
+

22L+3K2||HA||2
2n

)
η (G11)

By noticing ||HA||2 ≤
∑
α |gα| and Eq. G10, we have:∣∣∣∣∂Cij∂θ

∣∣∣∣ ≤ (2L+2 +
22L+3K2

2n

)∑
α

|gα|η ≈ 2L+2
∑
α

|gα|η (G12)

where in the last approximation, we assume 2L ≪ n to limit the sampling complexity. Finally, the whole derivative
is bounded by:

|∂⟨ψ|HA|ψ⟩
∂θ

| ≤
K∑

i,j=1

|∂Cij
∂θ

| ≤ 2L+2K2
∑
α

|gα|η (G13)

Note that, generally, we have
∑
α |gα| of order O(1) and η2 of order O(2−n), thus, when we require 2L≪ n and U(θ)

forms a 2-design, the derivative will be exponentially small and thus barren plateau problems occur. Since Eq. G13 is
a rather loose bound, it can’t be used to estimate cases where L is comparable with n and cases where the existence of
noise leads to exponentially small purities. For L is comparable with n, it is possible that the whole 2n-qubit unitary
circuit forms a 2-design, which will then also lead to barren plateau problems. For other resources of barren plateaus,
we refer to Ref. [36, 82, 83].

Appendix H: Implementation strategies

1. Welcomed hardware structure

Since the circuit ansatz we use contains the qubits in the upper system and the qubits in the lower system, and
we may always need CNOT gates connecting the upper and the lower system, 1D quantum circuits will make these
CNOT gates non-local. Thus, a more suitable architecture would be those with a ladder shape such that these CNOT
gates are turned locally as shown in Fig. 13.

upper

lower

FIG. 13. Suitable hardware structure.

2. rotation unitaries for measurement
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ID P (Hermite) Q (Unitary) Eigenvalues of Q
1 II 0.5II + 0.5XX + 0.5Y Y + 0.5ZZ diag(1,1,1,-1)
2 XX 0.5II + 0.5XX − 0.5Y Y − 0.5ZZ diag(1,1,-1,1)
3 Y Y −0.5II + 0.5XX − 0.5Y Y + 0.5ZZ diag(1,-1,-1,-1)
4 ZZ 0.5II − 0.5XX − 0.5Y Y + 0.5ZZ diag(1,-1,1,1)

Q matrix
1 2 3 4

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1



0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0



0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0



1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 1


Q circuit

1 2 3 4

×

×

X ×

X ×

iY ×

iY ×

Z ×

Z ×

Diagonalizing matrix
1 2 3 4

0 0 1 0
1√
2

1√
2

0 0
1√
2

− 1√
2

0 0

0 0 0 1




1√
2

1√
2

0 0

0 0 1 0
0 0 0 1
1√
2

− 1√
2

0 0




1√
2

1√
2

0 0

0 0 1 0
0 0 0 1
1√
2

− 1√
2

0 0




0 0 1 0
1√
2

1√
2

0 0

− 1√
2

1√
2

0 0

0 0 0 1



Diagonalizing matrix circuit
1

RZ(π) RY (− 3π
4
) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RZ(−π) RY (−π

2
) RZ(π

2
) U1( 3π

2
) RZ(− 3π

2
)

RZ(−π
2
) RY (−π

2
) RZ(−π

2
) RY (−π

4
) RZ(−π) RY (−π) RZ(−π)

2

RZ(π) RY (− 3π
4
) RZ(−π) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RZ(π) RY (−π

2
) RZ(π

2
) U1( 3π

2
) RZ(− 3π

2
)

RZ(π
2
) RY (−π

2
) RZ(π

2
) RY (−π

4
) RY (−π)

3

RZ(π) RY (− 3π
4
) RZ(−π) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RZ(π) RY (−π

2
) RZ(π

2
) U1( 3π

2
) RZ(− 3π

2
)

RZ(π
2
) RY (−π

2
) RZ(π

2
) RY (−π

4
) RY (−π)

4

RZ(−π) RY (− 3π
4
) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RZ(π) RY (−π

2
)

RZ(π) RY (−π
2
) RZ(−π

2
) RY (−π

4
) RY (−π) RZ(π

2
)

TABLE II. Set 1
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ID P (Hermite) Q (Unitary) Eigenvalues of Q
5 IX 0.5IX + 0.5XI + 0.5iY Z − 0.5iZY {-1,i,-i,1}
6 XI 0.5IX + 0.5XI − 0.5iY Z + 0.5iZY {-1,i,-i,1}
7 Y Z −0.5iIX + 0.5iXI + 0.5Y Z + 0.5ZY {-1,i,-i,1}
8 ZY −0.5iIX + 0.5iXI − 0.5Y Z − 0.5ZY {-1,i,-i,1}

Q matrix
5 6 7 8

0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0



0 1 0 0
0 0 0 1
1 0 0 0
0 0 1 0



0 −i 0 0
0 0 0 i
i 0 0 0
0 0 −i 0




0 0 i 0
−i 0 0 0
0 0 0 −i
0 i 0 0


Q circuit

5 6 7 8

X ×

×

×

X ×

Z ×

Y ×

iY ×

iZ ×

Diagonalizing matrix
5 6 7 8

0.5 −0.5i 0.5 0.5
−0.5 −0.5 0.5i 0.5
−0.5 0.5 −0.5i 0.5
0.5 0.5i −0.5 0.5




0.5 −0.5i 0.5 0.5
−0.5 0.5 −0.5i 0.5
−0.5 −0.5 0.5i 0.5
0.5 0.5i −0.5 0.5




0.5 −0.5 0.5 0.5
−0.5i 0.5 0.5 0.5i
−0.5i −0.5 −0.5 0.5i
0.5 0.5 −0.5 0.5




0.5 0.5 0.5 0.5
0.5i −0.5 0.5 −0.5i
0.5i 0.5 −0.5 −0.5i
0.5 −0.5 −0.5 0.5


Diagonalizing matrix circuit

5

RZ(π
4
) RY (−π

2
) RZ(−π) • • RX(−π

2
) RZ(π

2
) RY (−π

2
) RZ(π

2
) U1(−2π) RZ(2π)

RZ( 3π
4
) RY (−π

2
) RZ(−π) RZ(π

4
) RX(π

2
) RZ(π

2
) RY (−π

2
) RZ(− 3π

2
)

6

RZ( 7π
8
) RZ( 7π

8
) RX(π

2
) • RX(−π

4
) • RX(−π

2
) RY (−π

2
) RZ(−2π)

RZ(− 3π
8
) RZ(− 3π

8
) RY (−π

4
) RZ(π) RY (−π

2
)

7

RZ(π
2
) RY (−π) RZ(−π

2
) • RX(π

4
) • RX(−π

2
) RZ(− 3π

2
) RY (−π

2
) U1(−π

4
) RZ(π

4
)

RZ( 3π
4
) RY (π

2
) • RY (π

4
) RZ(π

2
) RY (−π

2
) RZ(−π)

8

RY (−π) • RX(π
4
) • RX(−π

2
) RZ(−π) RY (−π

2
) U1(− 5π

4
) RZ( 5π

4
)

RZ( 3π
4
) RY (π

2
) • RY (π

4
) RY (−π

2
) RZ(−π)

TABLE III. Set 2



38

ID P (Hermite) Q (Unitary) Eigenvalues of Q
9 IY −0.5IY + 0.5iXZ − 0.5Y I − 0.5iZX {-1,i,-i,1}
10 Y I 0.5IY + 0.5iXZ + 0.5Y I − 0.5iZX {-1,i,-i,1}
11 XZ 0.5iIY + 0.5XZ − 0.5iY I + 0.5ZX {-1,i,-i,1}
12 ZX −0.5iIY + 0.5XZ + 0.5iY I + 0.5ZX {-1,i,-i,1}

Q matrix
9 10 11 12

0 0 i 0
−i 0 0 0
0 0 0 i
0 −i 0 0



0 −i 0 0
0 0 0 −i
i 0 0 0
0 0 i 0



0 1 0 0
0 0 0 −1
1 0 0 0
0 0 −1 0



0 0 1 0
1 0 0 0
0 0 0 −1
0 −1 0 0


Q circuit

9 10 11 12

−Y ×

×

×

Y ×

Z ×

X ×

X ×

Z ×

Diagonalizing matrix
9 10 11 12

0.5 0.5 0.5 −0.5
0.5i −0.5 0.5 0.5i
0.5i 0.5 −0.5 0.5i
−0.5 0.5 0.5 0.5




0.5 −0.5 0.5 −0.5
−0.5i 0.5 0.5 −0.5i
−0.5i −0.5 −0.5 −0.5i
−0.5 −0.5 0.5 0.5




0.5 −0.5i 0.5 −0.5
−0.5 0.5 −0.5i −0.5
−0.5 −0.5 0.5i −0.5
−0.5 −0.5i 0.5 0.5




0.5 −0.5i 0.5 −0.5
−0.5 −0.5 0.5i −0.5
−0.5 0.5 −0.5i −0.5
−0.5 −0.5i 0.5 0.5


Diagonalizing matrix circuit

9

RZ(π) RY (−π
2
) RZ(π

2
) • RX(π

4
) • RX(−π

2
) RY (−π

2
) RZ(π) U1(− 5π

4
) RZ( 5π

4
)

RY (−π
2
) RZ(−π

2
) RZ( 3π

4
) RY (π

2
) • RY (π

4
) RY (−π

2
)

10

RZ(π) RY (−π
2
) RZ(π

2
) • RX(π

4
) • RX(−π

2
) RZ(−π) RZ(−π) U1(− 5π

4
) RZ( 5π

4
)

RY (−π
2
) RZ(−π

2
) RZ( 3π

4
) RY (π

2
) • RY (π

4
) RZ(−π

2
) RZ(−π

2
)

11

RY (−π
2
) • RX(0) • RX(−π

2
) RZ(−π

2
) RY (− 3π

4
) RZ(π) U1(− 3π

2
) RZ( 3π

2
)

RZ(π) RY (−π
2
) RZ(−π) RZ(π

4
) RX(π

2
) • RY (π

4
) RZ( 3π

2
) RY (− 3π

4
)

12

RZ(−0.982) RY (−π) RZ(0.982) RX(π
2
) • RX(−π

4
) • RX(−π

2
) RZ(− 7π

8
) RY (−π

2
) RZ(π

2
) U1(− 3π

2
) RZ( 3π

2
)

RZ(−0.589) RZ(−0.589) RY (−π
4
) RZ(π

8
) RY (−π

2
) RZ(−π

2
)

TABLE IV. Set 3



39

ID P (Hermite) Q (Unitary) Eigenvalues of Q
13 IZ 0.5IZ + 0.5iXY − 0.5iY X + 0.5ZI {i,-i,1,-1}
14 ZI 0.5IZ − 0.5iXY + 0.5iY X + 0.5ZI {i,-i,1,-1}
15 XY 0.5iIZ − 0.5XY − 0.5Y X − 0.5iZI {1,-1,-i,i}
16 Y X 0.5iIZ + 0.5XY + 0.5Y X − 0.5iZI {1,-1,-i,i}

Q matrix
13 14 15 16

1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 −1



1 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 −1




0 0 0 i
0 −i 0 0
0 0 i 0
−i 0 0 0



0 0 0 −i
0 −i 0 0
0 0 i 0
i 0 0 0


Q circuit

13 14 15 16

Z ×

×

×

Z ×

iY ×

iX ×

X ×

Y ×

Diagonalizing matrix
13 14 15 16

0 0 1 0
1√
2
i 1√

2
0 0

1√
2

1√
2
i 0 0

0 0 0 1




0 0 1 0
− 1√

2
i 1√

2
0 0

1√
2

− 1√
2
i 0 0

0 0 0 1




1√
2
i 1√

2
0 0

0 0 1 0
0 0 0 1
1√
2

1√
2
i 0 0



− 1√

2
i 1√

2
0 0

0 0 1 0
0 0 0 1
1√
2

− 1√
2
i 0 0



Diagonalizing matrix circuit
13

RZ(−π
2
) RY (−π

4
) RZ(π) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RY (−π

2
) U1( 3π

2
) RZ(− 3π

2
)

RZ(π
2
) RY (−π

2
) RZ(−π

2
) RY (−π

4
) RZ(2.35) RZ(3.93)

14

RZ(−π
2
) RY (− 3π

4
) RZ(−π) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RY (−π

2
) U1( 3π

2
) RZ(− 3π

2
)

RZ( 3π
2
) RY (−π

2
) RZ(π

2
) RY (−π

4
) RY (−π) RZ(π)

15

RZ( 3π
2
) RY (−π

4
) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RY (−π

2
) RZ(π) U1( 3π

2
) RZ(− 3π

2
)

RZ(−π
2
) RY (−π

2
) RZ(π

2
) RY (−π

4
) RY (π) RZ(π)

16

RZ(−π
2
) RY (− 3π

4
) RZ(π) RX(π

2
) • RX(−π

2
) • RX(−π

2
) RZ(−π) RY (−π

2
) RZ(−π) U1(− 5π

2
) RZ( 5π

2
)

RZ(π
2
) RY (−π

2
) RZ(π

2
) RY (−π

4
) RZ(−1.23) RY (−π) RZ(−1.23)

TABLE V. Set 4
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In the above tables, we give detailed descriptions of all 16 2-qubit Pauli operators and their corresponding substitute
operators. We also give concrete constructions of rotation circuits to make these substitute operators diagonal for
direct measurements.


	Unconditionally decoherence-free quantum error mitigation by density matrix vectorization
	Abstract
	Introduction
	Density matrix vectorization (DMV)
	QEM by DMV
	Entanglement in terms of DMV

	VQAs based on DMV
	Framework
	Schmidt ansatz and numerical experiments
	Chemical-inspired ansatz and numerical experiments
	Other ansatz strategy

	Properties
	Sampling complexity
	Expressibility
	Trainability
	Noise influence under DMV
	Combinations with other QEM protocols

	Summary and outlook
	Acknowledgments
	References
	Preliminary: unitary design
	Substitute operators
	Proof of the key equations by tensor networks
	Proof of whether HB is a unitary operator by tensor networks

	Entanglement Rényi entropy of pure states from DMV
	Ansatz
	Schmidt ansatz
	Chemical-inspired ansatz

	Sampling Complexity
	Ratio estimatior
	Overall analysis
	Noiseless case
	Noisy case

	Expressibility by covering number
	covering numbers and packing number
	lemma 1
	lemma 2
	The expressiveness of standard VQAs
	The expressiveness of VQAs by DMV

	Trainability
	Implementation strategies
	Welcomed hardware structure
	rotation unitaries for measurement



