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Stability of slow Hamiltonian dynamics from Lieb-Robinson bounds
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Gower Street, London WC1E 6BT, United Kingdom

We rigorously show that a local spin system giving rise to a slow Hamiltonian dynamics is stable
against generic, even time-dependent, local perturbations. The sum of these perturbations can cover
a significant amount of the system’s size. The stability of the slow dynamics follows from proving that
the Lieb-Robinson bound for the dynamics of the total Hamiltonian is the sum of two contributions:
the Lieb-Robinson bound of the unperturbed dynamics and an additional term coming from the
Lieb-Robinson bound of the perturbations with respect to the unperturbed Hamiltonian. Our results
are particularly relevant in the context of the study of the stability of Many-Body-Localized systems,
implying that if a so called ergodic region is present in the system, to spread across a certain distance
it takes a time proportional to the exponential of such distance. The non-perturbative nature of our
result allows us to develop a dual description of the dynamics of a system. As a consequence we are
able to prove that the presence of a region of disorder in a ergodic system implies the slowing down
of the dynamics in the vicinity of that region.

I. INTRODUCTION

The Lieb-Robinson (L-R) bounds quantify, in non-relativistic quantum physics, the maximal speed at which an
operator, that initially acts locally, spreads its action over the system as a function of time because of the Hamiltonian
dynamics. This introduces in this context the concept of the lightcone: the effect of the spread of the support of
the operator can be detected at a certain distance only after a certain time interval, before that it is exponentially
small. The pioneering work of Lieb and Robinson [1], has been improved, in particular by Hastings at the beginning
of the 2000’s [2], with applications nowadays ranging from condensed matter theory [3] to quantum information and
simulation [4, 5] and quantum chaos. The recent reviews [6, 7] collect some of these works. We also refer to [8] for
the mathematical foundations of the L-R bounds.

In this work we evaluate the L-R bounds of a system with total Hamiltonian H +
∑

j hj starting from the L-R

bounds of the local Hamiltonian H when
∑

j hj is an additional local Hamiltonian, that we call perturbation, but
that can cover a portion of the system comparable with its size and can have intensity as large as that of H .

If a one dimensional lattice Hamiltonian gives rise to a slow dynamics, as quantified by equation (1), our theorem 1
implies that the dynamics H +

∑
j hj continues to be slow. The meaning of our result is very transparent considering

the case in which the system hosts a single perturbation (2). The spread of the perturbation h, given by the Heisenberg
dynamics of the full Hamiltonian H + h, happens with a time scale that is exponentially long with the distance as in
the unperturbed case with the Hamiltonian H .

Our result, theorem 1, is non-perturbative and takes into account all possible kinds of dynamics arising from H .
In fact theorem 1 allows us to develop a dual description of the dynamics of a system: when there are a pair of
Hamiltonians H and H ′, and perturbations

∑
j hj ,

∑
j h

′
j , such that H +

∑
j hj = H ′ +

∑
j h

′
j , then if H or H ′ gives

rise to a slow dynamics then the dynamics of the full Hamiltonian is, locally, slow. This implies, for example, that a
region of disorder in a ergodic system slows down the dynamics in the vicinity of that region.

The motivation of our work arises, in the context of the study of Many-Body-Localized (MBL) phases of matter
[9–13], from the the long term debate, spurred by the papers [14, 15], regarding the stability of MBL with respect to
rare ergodic regions. Our result (2) states that such ergodic regions, within a phase of slow dynamics, propagate at
most exponentially slowly, namely to spread across a certain distance they take a time proportional to the exponential
of such a distance. We also discuss how regions of anomalous slow dynamics inside an ergodic system globally slow
down the dynamics in the vicinity of such regions.

With slow dynamics we precisely mean the class of systems with a L-R bound giving rise to a logarithmic lightcone,
defined as follows. Let us consider the operators A and B with supports on the regions supp(A) and supp(B) of the
lattice, this means that outside supp(A), respectively supp(B), they act like the identity. We assume for simplicity
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that these supports are simply connected. Hω gives rise to a slow dynamics when it holds:

E
ω

∥∥[eiHωtAe−iHωt, B]
∥∥ ≤ K ‖A‖ ‖B‖ tβ e−

dist(supp(A),supp(B)
ξ (1)

With the symbol E
ω
(·) we denote averaging with respect to all the possible realization of the Hamiltonian Hω, that,

for disordered systems, correspond to the different realizations of disorder ω = {ωj}j∈Λ. Λ denotes the lattice. The
bound (1) could in principle arise for a deterministic Hamiltonian, nevertheless an example of this case is unknown to
us. This type of L-R bounds have been proven for many-body-localized systems in the context of the so called Local-
Integral-of-Motion model [16–18], with β = 1, and recently, despite only for low energies, from a rigorous analysis of
the disordered XXZ model in [19]. The bound (1) in the remarkable work [19] unfortunately suffers from a K that
is system’s size dependent. In all the following K is assumed to be system’s size independent.

The name “logarithmic lightcone” comes from the equality C tβ e−
d
ξ = elog(Ctβ)− d

ξ , where we have defined d :=
dist(supp(A), supp(B). C is a constant depending on K, such that C tβ is dimensionless. This means that up to
a time t exponentially large in d, eiHωtAe−iHωt and B commute up to an exponentially small correction. In fact

defining Ctβmax = e
d
2ξ , at t = tmax the upper bound in (1) is proportional to e−

d
2ξ ≪ 1, when d ≫ ξ. eiHωtAe−iHωt

is a propagating operator and if we imagine B as a “detector” of such propagation, according to (1) within the time
tmax there is virtually no detection.
We now informally state our theorem 1, according to equation (7), in the case of a single time-independent pertur-

bation h acting on a system with the L-R bounds (1). h can be a random matrix, modelling a so called ergodic grain,
as considered for example by [14, 15]. Hω + h is the total Hamiltonian and e−i(Hω+h)t the corresponding dynamics.
The support of h spreads into the system giving rise to the following L-R bound:

E
ω

∥∥[ei(Hω+h)t h e−i(Hω+h)t, B]
∥∥ ≤ 2K hmax ‖B‖ e−

dist(h,B)
ξ

(
tβ + 8 hmax

tβ+1

β + 1

)
(2)

The interpretation of the upper bound in (2) is straightforward: considering for simplicity that the term proportional to

tβ+1 dominates on tβ , within the time c tβ+1
max = e

dist(h,B)
2ξ , then the RHS of (2) is exponentially small if dist(h,B) ≪ ξ.

With β = 1, the presence of the perturbation h makes tmax of the order of the square root of the same time interval
in the unperturbed case, but still exponentially long in the distance among the supports of h and B. In this sense we
call the slow dynamics with β > 0 of equation (1) stable: the lightcone remains logarithmic.
In the context of the disordered XY model, that is equivalent, through a Jordan-Wigner transformation, to the

Anderson model, the bound (1) has been shown in [20] to hold with β = 0, meaning that at any t there is no
spread at all of the support of A. It should be stressed that for disordered systems it is essential to average over the
different realizations of the Hamiltonian corresponding to different disorder configurations. This is crucial already at
the level of the single particle Anderson model [21, 22]. When the dynamics of H is of Anderson type, namely with
f(t) = constant in (3), theorem 1 agrees with previous results on the destabilization of the many-body Anderson
phase by perturbations, considered in [17, 23, 24].
Our theorem 1 can be generalized, with slightly more restrictive assumptions, to systems in dimensions larger than

one, we give a sketch of such generalization after the end of the proof of 1. A hint towards the existence of an MBL
phase in dimensions larger than one comes by the experiments [25, 26] and theoretical work like [27]. If such a phase
would be characterized by a L-R bound like in (1) then our theorem 1 implies the stability of its dynamics.
We now proceed to state our main result, theorem 1. Next we will provide several comments and consider special

cases that illustrates the meaning of it. We will also present the dual picture for the description of the dynamics that
arises from theorem 1, as mentioned above. The essence of theorem 1 is that for slow dynamics of the MBL-type,
like in equation (1), any local perturbation that leaves free a significant part of the region in between A and B, see
figure 2, and other than that is arbitrary, leaves invariant the slow dynamics of the system in between A and B, as
quantified by the following Lieb-Robinson bounds (5), (6) and (7). The proof of theorem 1 will be given at the end
of the paper.
In the following, with abuse of notation, we will denote dist(A,B) the distance among the supports of the two

operators, namely dist(supp(A), supp(B)). We explicitly formulate theorem 1 for Hamiltonians that depend on
disorder, ω, or more in general that depend on a parameter. Our result applies also in the deterministic case.

Theorem 1. A one dimensional spin system, defined on the lattice Λ, local Hilbert space Cr, and with a local

Hamiltonian Hω +
∑

j hj,ω(t), is given. For all j, hj,ω(t) is supported on simply connected regions, that we assume

independent from time and the disorder configuration, and we define hmax(t) := maxj,ω ‖hj,ω(t)‖ < ∞. Two operators
A and B supported on the simply connected regions supp(A) and supp(B) are also given. The dynamics of H is assumed

to give rise to the L-R bound

E
ω

∥∥[eiHωtAe−iHωt, B]
∥∥ ≤ K ‖A‖ ‖B‖ e−

dist(A,B)
ξ f(t) (3)
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with K depending on min{|supp(A)|, |supp(B)|}, and f positive, non decreasing. The operator of unitary evolution of
the full system Hω +

∑
j hj,ω(t), is given by:

Vω(t) := T


exp


−i


Hωt+

∫ t

0

ds
∑

j

hj,ω(s)






 (4)

We assume that in between the supports of A and B there is a region free of perturbations hj,ω(t) of size
dist(A,B)

n
,

with n ≥ 1, see figure 2. On the left of A and on the right of B there can be a generic configuration of perturbations

hj,ω. Then, it holds:

E
ω

∥∥[V ∗
ω (t)AVω(t), B]

∥∥ ≤ 2K‖A‖ ‖B‖ e−(1−
1
2n)

dist(A,B)
ξ f(t) + 16K ‖A‖ ‖B‖ ξ e−

dist(A,B)
2nξ

∫ t

0

dsf(s)hmax(s) (5)

If all the perturbations hj,ω are such that dist(hj,ω, B) ≥ dist(A,B), then denoting dmin := minj{dist(hj,ω, B)}, under
the assumption (3), it holds:

E
ω

∥∥[V ∗
ω (t)AVω(t), B]

∥∥ ≤ 2K ‖A‖ ‖B‖ e−
dist(A,B)

ξ f(t) + 16K ‖A‖ ‖B‖ ξ e−
dmin

ξ

∫ t

0

dsf(s)hmax(s) (6)

If there is only one perturbation h(t) in the system and we look at how its support spreads, again under the assumption
(3), it holds:

E
ω

∥∥[V ∗
ω (t)h(t)Vω(t), B]

∥∥ ≤ 2K hmax ‖B‖ e−
dist(h,B)

ξ f(t) + 16K hmax(t) ‖B‖ e−
dist(h,B)

ξ

∫ t

0

ds f(s)hmax(s) (7)

Before the proof we provide several remarks about the bounds (5), (6) and (7).

The size of the region F free from perturbations, as in figure 2, is dist(A,B)
n

. Despite theorem 1 being mathematically
correct for all n > 1, a meaningful physical interpretation requires n of order 1, namely a small integer. The smaller
the free region, the larger n, the larger will become the influence of the perturbations on the L-R bound affecting

the factor e−
dist(A,B)

2n in (5). The reason to ask for such free region from interactions, is that, for a fixed time t the
meaning of locality is that increasing the distance among the supports of A and B, the bound (5) must decrease
and become very small for large distances. Other than leaving a region F free, there is no limit to the number of
perturbations hj,ω that are present in the system. They can have overlapping supports and be, for example, an actual
nearest neighbour Hamiltonian

∑
k hk,k+1.

We now take full advantage of the fact that the upper bound in (5) is non perturbative and present a dual picture
for the description of the dynamics that we mentioned before. We consider a pair of Hamiltonians H and H ′, and
perturbations

∑
j hj ,

∑
j h

′
j , such that H +

∑
j hj = H ′ +

∑
j h

′
j . For example, let us fix:

H =

L−1∑

j=−L

(
σx
j σ

x
j+1 + σ

y
j σ

y
j+1 +∆σz

j σ
z
j+1

)
(8)

a regular XXZ spin model, and the perturbation

R∑

j=1

hj,ωj
=

R∑

j=1

ωjσ
z
j (9)

providing on site disorder over the region R, with ωj, for instance, taken at random uniformly from [−W,W ]. In this
case ω = {ωj}j∈{1,...,R}. As a reference we consider figure 1. The same total Hamiltonian is obtained, for every single
realization of the disorder, namely of the variable ω, with

H ′
ω =

L−1∑

j=−L

(
σx
j σ

x
j+1 + σ

y
j σ

y
j+1 +∆σz

j σ
z
j+1 + ωjσ

z
j

)
(10)

and
∑

j∈Rc

h′
j,ωj

= −
∑

j∈Rc

ωjσ
z
j (11)
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supp(A) supp(B)
︸ ︷︷ ︸

regionF

XXZ
︷ ︸︸ ︷

XXZ + disorder
︷ ︸︸ ︷

XXZ
︷ ︸︸ ︷

⇐= Final Hamiltonian

⇐= H = XXZ

⇐=
∑

j hj,ω = disorder

supp(A) supp(B)
︸ ︷︷ ︸

regionF

supp(A) supp(B)
︸ ︷︷ ︸

regionF

⇐= H ′

ω = XXZ + disorder

⇐=
∑

j
h′

j,ω = minus disorder

FIG. 1. A representation of the “dual picture” for the study of dynamics from Lieb-Robinson bounds. The final Hamiltonian,
that is a regular XXZ model with a disordered region, corresponds to two different pairs (H,

∑

j
hj) and (H ′,

∑

j
h′

j).

where we have denoted Rc the complement of R in [−L,L]. In equation (11) the variables ωj are the same as in (10),
therefore the terms −

∑
j∈Rc ωjσ

z
j “undo” the part of H ′ depending on disorder every where but on R. Let us assume

that H ′ gives rise to a slow dynamics, like in (1), and we apply theorem 1 to the Hamiltonian H ′+
∑

j h
′
j . This implies

that the support of A, as in figure 1, spreads slowly. In this way we have established that the region of disorder in
proximity of the support of A crucially affects the time scale of the spread of the support of A, that is logarithmic.

Considering instead the dynamics arising from H , equation (8), with f(t), like in (3), given by f(t) = e
v t
ξ , we would

have obtained that the time scale for the spread of the support of A was linear. The dual description of the dynamics
allows a much tighter bound. A recent rigorous result hinting is this direction is given in section 4.5 of [28]. In the
proof of theorem 1 we show that taking h′

j depending on disorder, namely on ωj , is consistent with taking averages
over disorder configurations ω.

In the context of the study of the stability of many-body-localized phases the phenomenon of avalanches have
gained importance starting with the work of De Roeck and Huveneers [14, 15], and more recently, for example, in
the works [29, 30], where the effects of the presence of regions of anomalous low disorder are crucial in destabilizing
the MBL phase. When hω in (2) is a so called avalanche, as discussed in the introduction, the consequence of our
bound (2) is that the avalanche spreads exponentially slowly. A recent work hinting towards MBL phases being
more stable than thought is [31]. More explicitly let us consider a perturbation hω that “removes” the Hamiltonian
H on the region [0, n], and replaces it, for example, with a random matrix. Considering the nearest neighbour

Hamiltonian Hω =
∑L

j=−L Hj,j+1,ω , this is realized by the perturbation hω = −
∑n

k=1 Hk,k+1,ω +T (n). The resulting
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supp(A) supp(h1) supp(h2)

︷ ︸︸ ︷

(
1− 1

2n

)
dist(A,B)

supp(B)supp(h3) supp(h4)
︸ ︷︷ ︸

x = dist(A,B)
2n

x = 0

dist(A,B)
n

regionF

supp(h) supp(A) supp(B)

︷ ︸︸ ︷

dmin

FIG. 2. Sketching a possible configuration of supports of the operators A, B and hj of the lattice Λ. Below a configuration
with perturbations that are far away from A and B, as described by (6).

Hamiltonian connects the random matrix T (n), for example in the GOE ensemble, as considered by [14, 15], of size

rn × rn on the left with
∑−1

j=−L Hj,j+1,ω and on the right with
∑L

j=n Hj,j+1,ω. The result of (2) is that the spread

of ei(Hω+hω)t hω e−i(Hω+hω)t in time, starting from the region [0, n], happens according to a logarithmic light cone.
In the work [32] a GOE matrix has been modelled as an all to all Hubbard model. The bound (2) is meaningful
within the time scale such that the right hand side of (2) is smaller than the trivial bound to the commutator, that
is 2 hmax ‖B‖, therefore the larger the size of the GOE matrix, the larger its norm, the shorter the time scale that
gives saturation of the bound.

We now comment upon models with f(t) = constant in (3). The one dimensional XX or XY disordered models,
that can be shown to be equivalent to the single particle Anderson model, have been studied for example by [20]. Let
us consider a perturbation h supported at one edge of the system. Our theorem 1 gives predictions that qualitatively
agree with the findings of [24]. The author of [24] has numerical evidences that the coupling of a disordered XX model
with a XXZ-like boundary term causes the entanglement-entropy dynamics to transition from uniformly bounded
in time, like proven in [33, 34], to log t, as it would be in a MBL system, [12, 35, 36]. The fact that the upper
bound in (2) with β = 0 goes like t, would lead to the log t growth of the entanglement entropy, as shown in [16, 18].
Another way of quantifying the slow dynamics of MBL is employing quantum information related concepts like the
Holevo quantity [37]. The authors of [23] and [17] have rigorously shown that in a model of exponential dynamical
localization, that is β = 0 in (1), perturbed by an Hamiltonian with a sparse distribution of interactions the transport
is subdiffusive. Our result agrees with their, in fact the second term in the upper bound (5) would grow like t in
this case. Nevertheless within our theory we cannot rigorously conclude that exponential dynamical localization is
destabilized by interactions, or by a boundary term, in fact for this purpose we would need a lower bound in (5)
rather than an upper bound. In the context of the study of Schrödinger operators Damanik and Tcheremchantsev
[38] have developed methods to evaluate lower bounds to the dynamics.

A given Lieb-Robinson bound can give rise, in the context of systems with fast dynamics, to different types of
transport regimes. The relation among the shape of the light cone as predicted by the Lieb-Robinson bound and the
transport properties, both of particles and energy is not in a one to one correspondence. For example the authors of
[39] have established that linear increase in time of entanglement entropy (that can be put in relation with a linear
light cone [4]) happens in a system with diffusive energy transport. Also in [40] a linear lightcone, as predicted by the
so called out-of-time-ordered-correlation function (OTOC), that is equivalent to the Lieb-Robinson bound, coexists
with diffusive spreading of conserved charges in a quantum unitary circuit. On the other hand a spin system with a
linear lightcone like the XXZ model supports ballistic transport [41]. This suggests that the details of the transport
properties cannot be capture by the light cones structure, that nevertheless can distinguish fast dynamics, leading to
ballistic or diffusive transport, from slow dynamics leading to no transport of particles, like in MBL.

We consider two further particular cases related to (5) and (7).
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The first regards the case of slow dynamics, like in (1), arising from H and a single perturbation h(t) varying with
a time scale τ : h(t) = h( t

τ
). Assuming that ‖h(t)‖ and f(t) vary continuously in time, it is a consequence of the mean

value theorem the existence of s′ ∈ [0, t
τ
], such that:

∫ t

0

ds ‖h(s)‖ f(s) = ‖h(s′)‖

∫ t

0

ds f(s) (12)

This connects with what stated by the authors of [42]. They have numerically found that a local perturbation,
adiabatically varying with a time scale τ , is such that, in the infinite-time limit of the dynamics, t → ∞, and for
an infinite system, it causes effects, like charge redistribution, over a length scale of the order of log τ , both for the
Anderson and the MBL dynamics. According to [42] an arbitrarily slow rate of the adiabatic evolution would cause
effects on an arbitrarily long length scale. Our upper bound (7) in this case is such that for every finite time t ≤ t̄, if
τ ≫ t̄, with h(0) = 0 and sups′∈[0, t

τ
] ‖h(s

′)‖ ≪ max{‖A‖, ‖B‖}, then the effect of the perturbation h(t) is negligible.

In fact despite propagating within a logarithmic light-cone, and therefore reaching a region of size at most of order
log t̄, the effect of the perturbation is suppressed by the small value of ‖h(s′)‖ respect to the values of ‖A‖ and ‖B‖.
If instead the initial value of the perturbation h(0) is of the order of max{‖A‖, ‖B‖} then the perturbation h(t) has
a stronger effect but does not change the nature of the slow dynamics (1).

The second case concerns perturbations varying periodically, h(t) = h(t+ T ), with high frequency. An application
of the Riemann-Lebesgue lemma implies the decoupling of the integral in (7) as follows:

∫ t

0

ds ‖h(s)‖ f(s) =
1

T

∫ T

0

ds ‖h(s)‖

∫ t

0

ds f(s) +O

(
T max

s∈[0,t]
‖h(s)‖ max

s∈[0,t]
f(s)

)
(13)

We see that in the limit of high frequency, or equivalently short period T , such that

O

(
T max

s∈[0,t]
‖h(s)‖ max

s∈[0,t]
f(s)

)
≪ 1 (14)

the integral in (13) decouples in the product of two factors, one is the average of ‖h(s)‖ over a period, and the other
one is the integral of f(s).

The extension of our theorem 1 to systems of dimensionality d > 1 is straightforward under slightly more stringent
assumptions, that consist in requiring the existence of a corona around the support of B free of perturbations, as in
figure 3. This splits the space into an inner and outer regions. Clearly in the one dimensional case this is equivalent
to say that not only there is a region free of perturbations on the left of B, see figure 2, as asked by the assumption
of theorem 1, but also on its right. The bound corresponding to (3) in d > 1 would look substantially unaltered, but

with a dependence of K on the dimensionality, see for instance [43], and with the factor e−
dist(A,B

2nξ replaced by e−
r
ξ

where we have denoted 2r the thickness of the corona free of perturbations, as in figure 3. We give a sketch of the
proof of these statement after the end of the proof of theorem 1.

We also note that in [44, 45] already appeared the idea of combining the interaction picture and L-R bounds (see
below the proof of theorem 1) but the context in which this idea was applied, the study of long-range interacting
systems, is different from ours.

The proof of theorem 1 follows.

Proof. To lighten the notation we drop the dependence of H and hj on ω, but we restore it when we want to stress
averaging.

The so called interaction picture (or representation) of quantum mechanics is based upon:

V (t) := T

[
exp

(
−i

(
Ht+

∫ t

0

ds h(s)

))]
= e−iHt T

[
exp

(
−i

∫ t

0

dseiHs h(s) e−iHs

)]
(15)

On the left hand side of (15) there is the operator of time evolution of the full system with Hamiltonian H + h(t).
T (·) denotes time ordering, according to the rule: latest time goes on the left, T−1(·) instead is the inverse time
ordering: the latest time goes on the right, that arises by Hermitian conjugation. This allows to accordingly write
the integrals arising from the exponential. Equation (15) is proven showing that both operators are solutions of a
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h1

h2

h3Outer Region
Inner Region

Supports Boundary

supp(A) supp(B)

2r

FIG. 3. A sketch in two dimensions of a configuration of perturbations that allows the generalization of (5) to higher dimensions.
The inner and outer regions are divided apart from a region free of perturbations, a circular corona in 2D, a spherical one in
3D.

differential equation with a unique solution (once the initial condition V (0) = 1 is set), therefore they coincide.

i
d

dt
T

[
exp

(
−i

(
Ht+

∫ t

0

ds h(s)

))]
= (H + h(t))T

[
exp

(
−i

(
Ht+

∫ t

0

ds h(s)

))]
(16)

i
d

dt

(
e−iHt T

[
exp

(
−i

∫ t

0

dseiHs h(s) e−iHs

)])
= (17)

= He−iHt T

[
exp

(
−i

∫ t

0

dseiHs h(s) e−iHs

)]
+ e−iHteiHt h(t) e−iHt T

[
exp

(
−i

∫ t

0

dseiHs h(s) e−iHs

)]

= (H + h(t)) e−iHt T

[
exp

(
−i

∫ t

0

dseiHs h(s) e−iHs

)]
(18)

We now show that if two operators h1(t) and h2(t) are such that ∀(s1, s2), [h1(s1), h2(s2)] = 0, then:

T

(
exp

(
−i

∫ t

0

ds (h1(s) + h2(s))

))
= T

(
exp

(
−i

∫ t

0

ds h1(s)

))
T

(
exp

(
−i

∫ t

0

ds h2(s)

))
(19)

The argument is that since the LHS and the RHS of (19) satisfy the same differential equation then they coincide.
We have that:

i
d

dt

[
T

(
exp

(
−i

∫ t

0

ds h1(s)

))
T

(
exp

(
−i

∫ t

0

ds h2(s)

))]
= (20)

h1(t)T

(
exp

(
−i

∫ t

0

ds h1(s)

))
T

(
exp

(
−i

∫ t

0

ds h2(s)

))
+

+ T

(
exp

(
−i

∫ t

0

ds h1(s)

))
h2(t)T

(
exp

(
−i

∫ t

0

ds h2(s)

))
(21)

= (h1(t) + h2(t))T

(
exp

(
−i

∫ t

0

ds h1(s)

))
T

(
exp

(
−i

∫ t

0

ds h2(s)

))
(22)

With V (t) as in (4) it is:

∥∥[V ∗(t)AV (t), B]
∥∥ =

∥∥[eiHtAe−iHt, T
(
e−i

∫
t

0
ds

∑
j e−iHshj(s)e

iHs
)
BT−1

(
ei

∫
t

0
ds

∑
j e−iHshj(s)e

iHs
)
]
∥∥ (23)

Let us define

(
eiHtAe−iHt

)
Ba(A)

:=
1

r|Ba(A)c|

(
TrBa(A)c e

iHt(t)Ae−iHt
)
⊗ 1Ba(A)c (24)
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that is the partial trace on the Hilbert space associated to the complement, in Λ, of the ball Ba(A), that identifies
the union of supp(A) with the region around supp(A) within the distance a. 1

r|Ba(A)c| is just a normalization factor,
with |Ba(A)

c| denoting the number of sites (the cardinality) of the region Ba(A)
c.

One of the main ideas in the following is to use the fact that the Lieb-Robinson bound (3) is equivalent to the
bound:

∥∥eiHtAe−iHt −
(
eiHtAe−iHt

)
Ba(A)

∥∥ ≤ K ‖A‖ f(t) e−
a
ξ (25)

The fact that (3) implies (25) is shown using Haar-integration for example in equations 11 and 12 of [46]. The fact
that (25) implies (3) is easily seen as follows:

∥∥[eiHtAe−iHt, B]
∥∥ =

∥∥[eiHtAe−iHt −
(
eiHtAe−iHt

)
Bdist(A,B)(A)

+
(
eiHtAe−iHt

)
Bdist(A,B)(A)

, B]
∥∥ (26)

≤ 2‖B‖
∥∥eiHtAe−iHt −

(
eiHtAe−iHt

)
Bdist(A,B)(A)

∥∥ ≤ K ‖A‖ ‖B‖ f(t) e−
dist(A,B)

ξ (27)

In the following definition of (ĥj)s and (hj)s to have a simple notation we assume the system’s lattice to be Λ =
[−L,L] ∩ Z.

We assume for simplicity that the center of the region F free from perturbations in figure 2 corresponds to x = 0.
We restrict the supports of e−iHshj(s)e

iHs, with hj(s) supported on the left of the region F , to [−L, 0] and call them

(ĥj)s, while the perturbations hj(s) supported on the right of F are such that e−iHshj(s)e
iHs are replaced with the

corresponding ones with support on the region [1, L]. The more distant the support of hj(s) from F , on the right or
on the left, the smallest the error associated with the restriction of the support that we have just described.

(ĥj)s :=
1

r|[−L,0]c|

(
Tr[−L,0]c e

−iHshj(s)e
iHs

)
⊗ 1[−L,0]c with supp(hj(s)) on the left of F (28)

(hj)s :=
1

r|[1,L]c|

(
Tr[1,L]c e

−iHshj(s)e
iHs

)
⊗ 1[1,L]c with supp(hj(s)) on the right of F (29)

Each (ĥj)s commutes with each (hj)s because their supports are disjoint. This implies that we can make use of
equation (19). Defining

T̂ := T
(
e−i

∫
t

0
ds

∑
j(ĥj)s

)
and T := T

(
e−i

∫
t

0
ds

∑
k(hk)s

)
(30)

it holds:

T
(
e−i

∫
t

0
ds(

∑
j(ĥj)s+

∑
k(hk)s)

)
= T̂ T = T T̂ (31)

Following Appendix B of [47], we now show how to upper bound in norm the difference among two time-ordered
operators. With G(s) and E(s) norm-continuous Hermitian operators, it is:

∥∥T
[
exp

(
−i

∫ t

0

dsG(s)

)]
− T

[
exp

(
−i

∫ t

0

dsE(s)

)]∥∥ (32)

=
∥∥T−1

[
exp

(
i

∫ t

0

dsG(s)

)]
T

[
exp

(
−i

∫ t

0

dsE(s)

)]
− 1

∥∥ (33)

=
∥∥
∫ t

0

dr
d

dr

(
T−1

[
exp

(
i

∫ r

0

dsG(s)

)]
T

[
exp

(
−i

∫ r

0

dsE(s)

)])∥∥ (34)

=
∥∥
∫ t

0

dr

(
T−1

[
exp

(
i

∫ r

0

dsG(s)

)]
i (G(r) − E(r)) T

[
exp

(
−i

∫ r

0

dsE(s)

)])∥∥ (35)

≤

∫ t

0

dr
∥∥G(r) − E(r)

∥∥ (36)



9

It follows from equation (32) that:

∥∥T
(
e−i

∫
t

0
ds

∑
j e−iHshj(s)e

iHs
)
− T̂ T

∥∥ (37)

=
∥∥
∫ t

0

dr
d

dr


T−1


exp


i

∫ r

0

ds
∑

j

e−iHshj(s)e
iHs




 T̂ T


∥∥ (38)

=
∥∥
∫ t

0

dr T−1


exp


i

∫ r

0

ds
∑

j

e−iHshj(s)e
iHs




 i



∑

j

e−iHshj(s)e
iHs −

∑

l

(ĥl)s −
∑

k

(hk)s


 T̂ T

∥∥ (39)

≤

∫ t

0

ds



∑

j

∥∥e−iHshj(s)e
iHs − (ĥj)s

∥∥+
∑

k

∥∥e−iHshk(s)e
iHs − (hk)s

∥∥

 (40)

To upper bound (40) we realize that the operator A in the Lieb-Robinson bound (3) can be explicitly time dependent
and disorder dependent. Let us take C an operator with simply connected support and with dist(C, h) = a, then:

E
ω

∥∥[eiHωthω(t)e
−iHωt, C]

∥∥ = E
ω

∥∥[hω(t), e
−iHωtCeiHωt]

∥∥ = (41)

E
ω

∥∥[hω(t), e
−iHωtCeiHωt −

(
e−iHωtCeiHωt

)
Ba(C)

+
(
e−iHωtCeiHωt

)
Ba(C)

]
∥∥ (42)

E
ω
2
∥∥hω(t)

∥∥∥∥e−iHωtCeiHωt −
(
e−iHωtCeiHωt

)
Ba(C)

∥∥+ E
ω

∥∥[hω(t),
(
e−iHωtCeiHωt

)
Ba(C)

]
∥∥ (43)

≤ 2K hmax(t)‖C‖ f(t) e−
a
ξ (44)

Where we have introduced the maximal norm over all the local perturbations hi,ω , hmax(s) := maxi,ω{‖hi,ω(s)‖}.
(44) in turn implies, using Haar-integration as mentioned above, that:

E
ω

∥∥eiHωthω(t)e
−iHωt −

(
eiHωthω(t)e

−iHωt
)
Ba(h)

∥∥ ≤ 2K hmax(t) f(t) e
− a

ξ (45)

We can now go back to (40) considering the contribution to the integral in (40) of the hj supported on the left of the
region F free from interactions.

∑

j

∥∥e−iHshj(s)e
iHs − (ĥj)s

∥∥ ≤ 2K f(s)
∑

j

‖hj(s)‖ e
−

dist(supp(hj ),x=0)

ξ (46)

≤ 2K f(s)hmax(s)
∑

j

e−
dist(supp(hj ),x=0)

ξ ≤ 2K f(s)hmax(s)

∞∑

j= dist(A,B)
2n +1

e−
j
ξ (47)

Observing that:

∞∑

j= dist(A,B)
2n +1

e−
j
ξ = e−(

dist(A,B)
2n +1) 1

ξ

∞∑

j=0

e−
j
ξ = e−

dist(A,B)
2nξ

1

e
1
ξ − 1

≤ ξ e−
dist(A,B)

2nξ (48)

By symmetry the contribution to (40) of the hj supported on the right of the region F is upper bounded by the same
quantity. Overall (37) is upper bounded by:

∥∥T
(
e−i

∫
t

0
ds

∑
j e−iHshj(s)e

iHs
)
− T̂ T

∥∥ ≤ 4K ξ e−
dist(A,B)

2nξ

∫ t

0

ds f(s)hmax(s) (49)

To shorten the notation we define:

T := T
(
e−i

∫
t

0
ds

∑
j e−iHshj(s)e

iHs
)

(50)

Going back to (37) we have:
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∥∥V (t)∗ AV (t), B]
∥∥ =

∥∥ [eiHtAe−iHt, T B T−1]
] ∥∥ (51)

=
∥∥[eiHtAe−iHt,

(
T − T̂ T + T̂ T

)
B
(
T−1 − T

−1
T̂−1 − T

−1
T̂−1

)
]
∥∥ (52)

=
∥∥[eiHtAe−iHt,

(
T − T̂ T

)
BT−1 + T̂ TB

(
T−1 − T

−1
T̂−1

)
+ T̂ T BT

−1
T̂−1]

∥∥ (53)

≤ 4K ‖A‖ ‖B‖ ‖T − T̂ T‖+
∥∥[eiHtAe−iHt, T B T

−1
]
∥∥ (54)

In the last steep we made use of the fact that T̂ commutes with both B and T because their supports are disjoint.

In the next step, since T B T
−1

is supported on x ≥ 0, see figure 2, we restrict the support of eiHtAe−iHt on the left
of x = 0, that is at a distance r := (1 − 1

2n )dist(A,B) from the support of A. The restriction of eiHtAe−iHt to such

region and T B T
−1

commute. Restarting from (54) we have:

E
ω

∥∥V (t)∗ AV (t), B]
∥∥ (55)

≤ 4K ‖A‖ ‖B‖E
ω
‖T − T̂ T‖+ E

ω

∥∥[eiHtAe−iHt −
(
eiHtAe−iHt

)
Br(supp(A))

+
(
eiHtAe−iHt

)
Br(supp(A))

, T B T
−1

]
∥∥

≤ 2K ‖A‖ ‖B‖ e−(1− 1
2n ) dist(A,B)

ξ + 16K ‖A‖ ‖B‖ ξ e−
dist(A,B)

2nξ

∫ t

0

ds f(s)hmax(s) (56)

This completes the proof of the bound given in (5).
We now sketch the proof of (6), all the technical tools and concepts required for it have been already introduced

above. We explicitly present the proof of (6) because the assumption that ∀j, dist(hj,ω, B) ≥ dist(A,B) is slightly
more restrictive than being the region in between A and B free of perturbations. In fact setting n = 1 in (5) we get

a factor 1
2 at the exponent of e−

dist(A,B)
2ξ , that is absent in (6) where we get e−

dist(A,B)
2ξ . Looking, in this setting, at

figure 2, we see that the error introduced restricting the support of eiHthje
−iHt on the left of the support of B or on

its right is at most proportional to e−
dmin

ξ . The summation of the contribution of all hj is then performed as in (46)
and (47).
We end the proof briefly commenting on (7). If there is only one perturbation h(t), and in the L-R bound it is

A = h(t), the support of h(t) is on the left of that of B, in this scenario we can apply the bound (6). But with only
one perturbation there is no summation, like in (46), (47), to be performed, therefore no factor ξ appearing together
with hmax in the second term in the right hand side of (7).
This completes the proof of theorem 1.

We provide a brief account for the generalization of the bound (5) to higher dimensions. The main idea follows
those presented in the proof of theorem 1 given above. Namely to split the time-ordered part of the operator of time
evolution into two factors, following the logic of equation (31). Referring to figure 3, all the perturbations hj with
support in the outer region, are such that the support of eiHthje

−iHt is restricted to the region outside the green circle
(in three dimensions that would be a sphere) with an error of at most (for those perturbations sitting just outside

the circular corona) of the order of e−
r
ξ . The perturbations supported in the inner region instead, get the support

of eiHthje
−iHt restricted till the green circle, with an error again at most of the order of e−

r
ξ . These two types of

restricted operators give rise to a new pair T̂ and T that commutes as in (31). The rest of the reasoning follows that
of the proof of theorem 1.

II. CONCLUDING DISCUSSION

We have proven that an Hamiltonian giving rise to a slow dynamics, as quantified by a Lieb-Robinson bound with
a logarithmic lightcone, is stable in a non perturbative fashion. This means that when we are testing the dynamics
locally on a certain region, if the perturbations to the Hamiltonian leave enough of this region free, then the dynamics
of local operators in this region continues to be characterized by a logarithmic lightcone. The key to prove this fact is
the decoupling of the dynamics associated to the perturbations provided by the interaction picture and the fact that,
because decoupled, the perturbations that are far away are not going to influence the dynamics locally. Surprisingly
we are also able, reversing this logic, to take advantage of perturbations, in particular disorder, to show that in the
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vicinity or a disordered region within an ordered system the dynamics slows down. The only input for our theorem
1 is the Lieb-Robinson bound of the unperturbed Hamiltonian under the assumption of locality. Our result not only
contributes to the field of many body localization, where it is among the few rigorous ones, but also concerns the
general dynamical behavior of Hamiltonian systems.
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