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In one spatial dimension, families of short-range entangled many-body quantum states, parame-
terized over some parameter space, can be topologically distinguished and classified by topological
invariants built from the higher Berry phase – a many-body generalization of the Berry phase.
Previous works identified the underlying mathematical structure (the gerbe structure) and intro-
duced a multi-wavefunction overlap, a generalization of the inner product in quantum mechanics,
which allows for the extraction of the higher Berry phase and topological invariants. In this paper,
building on these works, we introduce a connection, the higher Berry connection, for a family of
parameterized Matrix Product States (MPS) over a parameter space. We demonstrate the use of
our formula for simple non-trivial models.
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I. INTRODUCTION

The higher Berry phase is a many-body generalization of the regular Berry phase, and has been actively
studied recently. See, e.g., Refs. [1–15]. Notably, the Berry phase and Berry curvature have played crucial roles
in topological phases of matter, in particular in understanding the topological properties of Bloch electrons.
For example, the quantized Hall conductance is the canonical example [16, 17]. Beyond characterizing
the topological properties of ground states, the Berry phase also plays an important role in characterizing
adiabatic processes, such as the quantized charge transport in the Thouless pump [18]. These examples
can fully be understood in terms of non-interacting fermions, and in terms of the Berry phase/curvature of
finite-dimensional quantum mechanical systems in the parameter spaces, i.e., Bloch Hamiltonians. In recent
years, it has been recognized that the Berry phase/curvature in quantum many-body systems has different
and more interesting structures. For example, the Berry connection for many-body quantum states in d = 1
spatial dimension is expected to be a higher-form (two-form), as opposed to the one-form Berry connection
in regular cases. The formulas for the higher Berry phase and curvature have been proposed and utilized
to study specific examples [2, 13, 19]. In Ref. [19], using matrix product states (MPS), we introduced a
generalized inner product, what we call the triple inner product or the multi-wavefunction overlap. The
multi-wavefunction overlap assigns a complex number for more than two states. Just like the regular Berry
phase can be extracted from the inner product of two states, the phase part of the multi-wavefunction overlap
is relevant to the higher Berry phase. For the case of d = 1 quantum many-body states, we need an inner
product for three states.
The previous works above studied the higher Berry phase and curvature, without discussing a connection.

This paper will fill this gap and construct a connection for the higher Berry phase. The summary of our
results and the organization of the paper are as follows.

• In Sec. II, we start our discussion by going through the necessary preliminaries, such as the infinite
MPS formalism, and the gerbe structure that underlies the higher Berry phase for parameterized MPS.
In particular, the consistency conditions satisfied by 1-form and 2-form connections of a gerbe, and how
they are transformed under gauge transformations are reviewed.

• Upshots of our construction are the formula for the higher Berry connection summarized in Sec. IID,
and further explained in Sec. III. These include the formulas for 1-form and 2-form connections, (35)
and (36)-(37), respectively. For more details, see also Eqs. (41), (54) and (47). These formulas, in
principle, can directly be applicable to any parameter-dependent MPS. In formulating higher-Berry
connections, it is important to discuss parameterized MPS whose rank is not globally constant over
the parameter space, since only for such cases the higher-Berry phase (more precisely, the higher Berry
curvature and the integral topological invariant) can be non-trivial 1. The case of non-constant rank
MPS is discussed in Sec. III B.

• In Sec. IV, we discuss various examples. We calculate the topological invariant, the integrated 3-form
higher Berry curvature, and confirm that it is properly quantized for the examples. This provides
further support for our formulas.

• Finally in Sec. V, we close by discussing open problems. In particular, we discuss a link between the
multi-wavefunction overlap (triple inner product) introduced in [10] and our formulas for connections.
Namely, we follow closely the spirit of the work of Berry [20] that relates the regular quantum mechanical

1 While parameterized constant-rank MPS cannot be non-trivial in the free part of the higher Berry class, i.e., cannot realize
non-trivial integral topological invariants, they can still be non-trivial in the torsion part of the higher Berry class. See Ref.
[10] for nontrivial examples.
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inner product (wavefunction overlap) and a connection of a fibre bundle (complex line bundle). For
those who wonder where our formulas in Sec. III come from, this discussion may serve as a motivation.

• In two Appendices A and B, we provide the details of our examples, including their MPS representations.
In addition, we calculate their topological invariants, the Dixmier-Douady class, without using (the
integral of) the higher Berry curvature. We confirm the agreement with the calculations in Sec. V.

II. PRELIMINARIES

A. Infinite MPS

Throughout this paper, we use the infinite MPS representation of short-range entangled ground states
(invertible states) of (1+1)d many-body systems. We begin by recalling some of its preliminary properties
[21]. Let us first consider a normal MPS represented by D × D normal matrices {As}s=1,··· ,D. Here, s =
1, · · · ,D represents the ”physical” index, e.g., spin degrees of freedom in the local Hilbert space, and D is
the dimension of the local Hilbert space. While not explicitly displayed, As also carries ”virtual” indices. An
MPS representation has a gauge redundancy under

As → eiθgAsg†. (1)

Remark that, when we take the MPS representation {As}, we implicitly fix the gauge of MPS.
From an MPS {As}, we define its transfer matrix as TA =

∑
sA

s∗⊗As. For normal MPS, its transfer matrix
has unique right and left eigenvectors ΛR

A and ΛL
A with eigenvalue λ. I.e., TA · ΛR

A =
∑

sA
sΛR

AA
s† = λΛR

A
and ΛL

A · TA =
∑

sA
s†ΛL

AA
s = λΛL

A. Throughout the paper, unless stated otherwise, we will work with the
right canonical form in which λ = 1 and ΛR

A = 1D. We represent the transfer matrix and its eigenvectors
(fixed points) diagrammatically as

TA = , ΛR
A = , ΛL

A = . (2)

Note that in our notation, we do not draw boxes explicitly for MPS matrices and other tensors. MPS matrices
are represented simply by trivalent vertices. Similarly, the eigen equations are represented as

= , = . (3)

An infinite MPS is an MPS with ΛL
A and 1D imposed as left and right boundary conditions. This allows us

to calculate the expectation values of observables in the thermodynamic limit. For example, the expectation
value of the identity operator, i.e., the normalization, is given by

ΛL
A · · · 1D = = trΛL

A. (4)

In the following, we choose the normalization trΛL
A = 1.

We are interested in parameterized families of (1+1)d many-body states in the infinite MPS representation.
To set the stage, we fix an open covering {Uα} of X and consider a parameterized family of MPSs {As

α(x)}
on each Uα. In general, the rank of the MPS is different for each patch. We denote the rank of MPS matrices
on Uα as Dα. On the intersection Uαβ = Uα ∩ Uβ , we have two MPS {As

α} and {As
β} representing the same

physical state. By the fundamental theorem, two MPSs {As
α(x)} and {As

β(x)} are related by the MPS gauge
transformation,

As
α(x) = eiθαβ(x)gαβ(x)A

s
β(x)g

†
αβ(x), (5)

where the U(1) phase eiθαβ(x) is related to the usual phase ambiguity of quantum mechanical wave functions,
while gαβ(x) is related to the higher Berry phase.
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Here, we remark that, from the fundamental theorem, gαβ is determined only up to U(1) phase ambiguity.
There are two ways to handle gαβ . One is to treat gαβ abstractly as an element of the projective unitary
group. The other is to treat gαβ as a unitary matrix and take into account its behavior under redefinition
of U(1) phases. The former is mathematically analogous to considering a quantum state as a ray in Hilbert
space, while the latter corresponds to treating a quantum state as an element of Hilbert space and the phase
indeterminacy of the state as a gauge redundancy. Here, we will follow the latter approach and treat gαβ as
a unitary matrix. In this case, it is necessary to keep track of the behavior of any object defined in terms
of gαβ under phase redefinitions. Indeed, we will define a gerbe connection using gαβ in Secs. III and II B,
and we will discuss in Sec. III C that the change in the connection under the phase redefinition of gαβ can
be absorbed as a gauge transformation of the gerbe connection.
The mixed transfer matrix, defined by

Tαβ :=
∑
s

As∗
β ⊗As

α, (6)

plays a central role in the formulation of the higher Berry phase in Ref. [19]. We can take the right and left
eigenstates of Tαβ with eigenvalue 1 as

ΛR
αβ := ΛR

αgαβ = gαβΛ
R
β , ΛL

αβ := gβαΛ
L
α = ΛL

β gβα, (7)

so that tr (ΛR
αβΛ

L
αβ) = 1. 2 We note that, under the MPS gauge transformations on Uα and Uβ ,

As
α → eiθαgαA

i
αg

†
α, As

β → eiθβgβA
s
βg

†
β , (8)

the left and right fixed points of Tβα transform as

ΛR
βα → gβΛ

R
βαg

†
α, ΛL

βα → gαΛ
L
βαg

†
β . (9)

Note that the phases eiθα,β do not affect ΛL,R
βα , while they affect the eigenvalues of the mixed transfer matrix.

We also note that, under the transformation, the regular inner product of the two MPS wavefunctions

undergoes the change tr [ΛL
βαΛ

R
βα] → tr [gαΛ

L
βαg

†
βgβΛ

R
βαg

†
α]. Thus, gα and gβ do not affect the regular inner

product (as expected).

B. MPS gerbe

Just like a complex line bundle provides the mathematical structure to describe the regular Berry phase,
a gerbe serves as the underlying mathematical structure for the higher Berry phase. Let X be a topological
space. Generically, a gerbe on a topological space X is defined by the data ({Uα}, {Lαβ}, {σαβγ}) [22]. Here,
{Uα} is an open covering of a base space X, Lαβ is a complex vector bundle over Uαβ = Uα ∩ Uβ , and
σαβγ : Lαβ ⊗ Lβγ → Lαγ is an isomorphism between complex vector bundles. They satisfy a commutative
diagram

Lαβ ⊗ Lβγ ⊗ Lγδ
1⊗σβγδ−−−−−→ Lαβ ⊗ Lβδ

σαβγ

y σαβδ⊗1

y
Lαγ ⊗ Lγδ

σαγδ−−−−→ Lαδ.

. (10)

The data σαβγ is a little bit abstract. To describe this concretely, let’s take a section of each line bundle,
i.e., |ψαβ⟩ such that Lαβ = C |ψαβ⟩. For simplicity, we normalize this section, i.e., ⟨ψαβ |ψαβ⟩ = 1. Then, an

2 Here, the phase ambiguity of gαβ is reinterpreted as that of the eigenvector.
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isomorphism between two line bundles is nothing but a multiplication of some U(1)-valued scalar. Thus, we

can extract a U(1)-valued function c
(0)
αβγ

3 from σαβγ as follows:

σαβγ : |ψαβ⟩ ⊗ |ψβγ⟩ 7→ c
(0)
αβγ |ψαγ⟩ . (11)

Here, c
(0)
αβγ is a U(1)-valued function on triple intersection Uαβγ , and this is a higher analogue of the transition

function of a line bundle. Similar to the Chern class in the case of a line bundle, c
(0)
αβγ has topological

information of the gerbe, and we can construct a topological invariant that takes its values in H3(X;Z).
[c

(0)
αβγ ] is called the Dixmier-Douady class.
To introduce a gerbe structure for a family of MPS, following the above generalities, we need to specify

the data ({Uα}, {Lαβ}, {σαβγ}) in terms of MPS. Following Ref. [19, 23], we introduce |ψαβ⟩ as the fixed
point |ψMPS

αβ ⟩ := ΛR
αβ of the mixed transfer matrix Tαβ , and an isomorphism σαβγ is given by the matrix

multiplication

σMPS
αβγ : ΛR

αβ ⊗ ΛR
βγ 7→ ΛR

αβΛ
R
βγ . (12)

Then, ({Uα}, {C |ψMPS
αβ ⟩}, {σMPS

αβγ }) gives a gerbe over the parameter space. See Refs. [19, 23] for the details.
Note that the Dixmier-Douady class can be computed as the triple inner product of three MPS.

C. Gerbe connections

The subject of our central interest in this paper is to construct a connection on an MPS gerbe. In this
section, we will go through some basics of gerbe connections in general. 4

As a warmup, we start by reviewing a connection on a line bundle. Let’s consider a line bundle over a
parameter space X. By taking an open covering {Uα} of X, a line bundle is characterized by a transition

function c
(0)
αβ : Uαβ → U(1) which satisfies the cocycle condition

c
(0)
αβc

(0)
βγ = c(0)αγ (15)

on each triple intersection Uαβγ . A connection of this line bundle is described by a set of 1-forms {A(1)
α } on

each open set. They transform as

A(1)
α = A

(1)
β + c

(0)
αβdc

(0)
αβ , (16)

on each double intersection Uαβ .
We note that for a given line bundle, there are infinitely many choices for a connection. Even if a connection

(and hence curvature) is fixed, there still exist redundancies, i.e., gauge redundancies. We can redefine a
connection and a transition function as follows:

c
(0)
αβ 7→ c

(0)
αβξ

(0)
α (ξ

(0)
β )−1, (17)

A(1)
α 7→ A(1)

α + (ξ(0)α )−1dξ(0)α . (18)

Here, ξ
(0)
α : Uα → U(1) is an arbitrary function on each open set. Under this transformation, we can check

that the consistency conditions Eq. (15) and Eq. (16) still hold. To simplify the description of this situation

3 The superscript ”(0)” in c
(0)
αβγ indicates that cαβγ is a zero form. We use similar notations throughout the paper. When there

is no confusion, we omit the superscripts.
4 Generically, for a gerbe over X, G = ({Uα}, {Lαβ}, {σαβγ}), a connection on G is the data ({Bα}, {∇αβ}) [22]. Here, ∇αβ is
a covariant derivative on the line bundle Lαβ → Uαβ (i.e., a connection of the complex line bundle Lαβ), and Bα is a 2-form
on a patch Uα. They are subject to the following conditions:

∇αβ ⊗ 1 + 1⊗∇βγ = σ∗
αβγ∇αγ , (13)

Bα + F (∇αβ) = Bβ , (14)

where F (∇αβ) is the curvature 2-form associated to ∇αβ . These conditions are equivalent to Eqs. (28) and (29), respectively.
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for a line bundle, we will introduce the notation of Čech differential. Let fα1α2···αk
be a set of U(1)-valued

functions defined on each k-intersection Uα1α2···αk
:= Uα1

∩ Uα2
∩ · · · ∩ Uαk

, we define another U(1)-valued
function on a k + 1-intersection Uα1α2···αk+1

as

(δf)α1α2···αk+1
:= fα2α3···αk+1

(fα1α3···αk+1
)−1 · · · (fα1α2···αk

)±, (19)

where the sign of the last factor is + if k is even and − if k is odd. In other words, the operator δ for
U(1)-valued functions simply multiplies the original function with alternating inversion. On the other hand,
for R-valued functions or differential forms, δ operates similarly by attaching a negative sign instead of
performing an inversion. That is, for a set of differential forms fα1α2···αk

defined on each k-intersection
Uα1α2···αk

, δ defines another differential form on a k + 1-intersection Uα1α2···αk+1
as

(δf)α1α2···αk+1
:= fα2α3···αk+1

− fα1α3···αk+1
+ · · · ± fα1α2···αk

. (20)

Here, the sign of the last factor is + if k is even and − if k is odd. By using this δ, Eq. (15) and Eq. (16) are
recast into

(δc(0))αβγ = 1, (δA(0))αβ = d log c
(0)
αβ . (21)

Also, the gauge redundancy Eq. (17) is

c
(0)
αβ 7→ c

(0)
αβ(δξ

(0))αβ , A(1)
α → A(1)

α + d log ξ(0)α . (22)

By using a connection, we define a curvature as

F (2) := dA(1)
α . (23)

Since F (2) is defined in terms of {A(1)
α }, it seems that it must be glued non-trivially at intersections. However,

according to Eq. (16), F (2) is glued identically as a differential form on intersections, so F (2) becomes a global
2-form on X. Therefore, no indices with respect to patches are assigned. Note that the integral values of
F (2)/2πi are quantized to integers on a closed orientable surface. These properties are summarized as:

A
(1)
α

c
(0)
αβ 1

0

−→
δ

−→
δ

Connection

d log ↑

d ↑
d log ξ

(0)
α

ξ
(0)
α (δξ(0))αβ

Redundancy

F (2)

A
(1)
α

c
(0)
αβ

Curvature

(24)

As a natural generalization, we can consider a connection on a gerbe. As explained in Sec. II B, a gerbe is

topologically described by a U(1)-valued function c
(0)
αβγ : Uαβγ → U(1) such that

(δc(0))αβγδ = 1 (25)

on Uαβγδ. A connection on this gerbe is given by

c
(0)
αβγ , w

(1)
αβ , B(2)

α . (26)

Here, {w(1)
αβ} is a set of 1-forms on each intersection Uαβ , and {B(2)

α } is a set of 2-forms on each open set Uα.

We call w
(1)
αβ and B

(2)
α the one-form and two-form connections, respectively. These data are subject to the

consistency conditions,

(δc(0))αβγδ = 1 (27)

(δw(1))αβγ = d log c
(0)
αβγ , (28)

(δB(2))αβ = dw
(1)
αβ . (29)
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Similar to the case of line bundles, a connection on a gerbe has a gauge redundancy. This is given by

c
(0)
αβγ 7→ c

(0)
αβγ(δξ

(0))αβγ , (30)

w
(1)
αβ 7→ w

(1)
αβ + (δξ(1))αβ + d log ξ

(0)
αβ , (31)

B(2)
α 7→ B(2)

α + dξ(1)α . (32)

Here, ξ
(0)
αβ is an arbitrary U(1)-valued function on each intersection Uαβ and ξ

(1)
α is an arbitrary 1-form on

each open set Uα. We call the part of gauge transformations relevant to ξ
(0)
αβ and ξ

(1)
α 0-form and 1-form

gauge transformations, respectively. Under this transformation, we can check that the consistency conditions
Eqs. (30)-(32) remain hold true. By using a connection, we define a curvature as

H(3) := dB(2)
α . (33)

H(3) is defined by {B(2)
α }, so it seems that it must be glued non-trivially at intersections. However, according

to Eq. (32), H(3) glued identically as a differential form on intersections, so H(3) becomes a global 3-form
on X. Therefore, no indices with respect to patches are assigned. Note that the integral values of H(3)/2πi
are quantized to integers on a closed orientable 3-dimensional manifold. These properties are summarized as
follows:

B
(2)
α

w
(1)
αβ

c
(0)
αβγ 1

0

0

−→
δ

−→
δ

−→
δ

Connection

d log ↑

d ↑

d ↑
dξ

(1)
α

ξ
(1)
α

(δξ(1))αβ+

d log ξ
(0)
αβ

ξ
(0)
αβ (δξ(0))αβγ

Redundancy

H(3)

B
(2)
α

w
(1)
αβ

c
(0)
αβγ

Curvature

(34)

D. Summary

The main purpose of this paper is to construct a gerbe connection from a family of normal MPS. This is
analogous to the work by Berry [20] who identified the Berry connection a(1) as the wave function overlap
a(1) = ⟨ψ|dψ⟩. By introducing a gerbe connection, we can easily compute the topological invariant. In this
section, we summarize the results.
First, the 1-form connection on Uαβ is given by

w
(1)
αβ = ΛL

β ΛR
β

d log gαβ

d log gαβ

. (35)

Here, the white circle represents d log gαβ . The 2-form connection consists of two parts:

B(2)
α = bα − b′α. (36)

The first part bα is defined as

bα = dΛL
α

1

1− T ′
α dAα

. (37)
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Here, each black dot represents the exterior derivative and T ′
α represents the reduced transfer matrix defined

in Eq. (64). The second part b′α is defined by

b′α :=
∑
α0

ρα0
(xα0α + y0α0α). (38)

Here, ρα is a partition of unity of the parameter space X and xαβ , y
0
αβ are defined in Eqs. (69) and (50).

We will describe the details of these definitions and, also, gauge invariance in Sec. III. We note that the
regular Berry connection undergoes the gauge transformation a(1) → a(1)+dθ under the gauge transformation
|ψ⟩ → eiθ|ψ⟩. In MPS, the gauge transformation is implemented as As → eiθ/LAs where L is the total length
of the chain, which is the U(1) part in Eq. (5). Similarly, the gerbe gauge transformations ξ(0) and ξ(1)

are expected to be related to the MPS gauge transformation (5). First, we expect that the 1-form gauge

transformation is associated with the MPS gauge transformation, As
α → gαA

s
αg

†
α. Also, c

(0)
αβγ (the Dixmier-

Douady class) is given in terms of a U(D) lift of gαβ , c
(0)
αβγ = tr [ĝαβ ĝβγ ĝγα] (for the case of constant-rank MPS

gerbe). Thus, the ambiguity of the lift is the 0-form gauge transformation, c
(0)
αβγ −→ c

(0)
αβγe

iϕαβeiϕβγeiϕγα .
At first glance, these definitions may only work when the matrix rank of the MPS matrices is constant.

However, we will see that these definitions can be applied to general MPS gerbes. In Sec. IV, using this
gerbe connection, we will calculate the higher Berry curvature for two models and provide examples where
the invariant becomes non-trivial.

III. CONSTRUCTION OF AN MPS GERBE CONNECTION

In this section, we define a gerbe connection by using MPS representations. In Sec. IIIA, as a warm-up,
we first propose a gerbe connection for a constant-rank MPS gerbe and confirm the consistency condition. In
this case, however, it is known that the higher Berry curvature is always trivial [12, 19]. By slightly modifying
the construction for the constant rank case, we can construct a gerbe connection for a general MPS gerbe,
including non-constant rank gerbes. We will explain this point in Sec. III B. In Sec. II B, we discuss the
behaviors of the gerbe connection under gauge transformations of MPS representation. Consequently, the
change is absorbed into the gauge redundancy Eq. (30) of a gerbe connection.

A. Constant MPS gerbe

1. The Dixmier-Douady class c
(0)
αβγ

As explained in Sec. II B, we can extract the Dixmier-Douady class as a product of two fixed points:

ΛR
αβΛ

R
βγ = c

(0)
αβγΛ

R
αγ . (39)

By multiplying the left fixed point ΛL
αγ and taking a trace, we obtain

c
(0)
αβγ = tr

(
ΛL
αγΛ

R
αβΛ

R
βγ

)
. (40)

Here, we used the normalization condition Eq. (7). Remark that the right-hand side can be regarded as an
overlap of three MPS. For this reason, the right-hand side is referred to as the triple inner product [19].

2. One-form connection w
(1)
αβ

Let us now define a 1-form connection w
(1)
αβ : this is a 1-form on 2-intersection Uαβ . For now, we consider

a constant-rank MPS gerbe. Therefore, we have a transition function gαβ on each 2-intersection Uαβ . By
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using the transition function, we define a 1-form connection w
(1)
αβ as

w
(1)
αβ = ΛL

β · (1D ⊗ d log gαβ) · ΛR
β

=
∑
i,j,k,l

(ΛL
β )(i,j)(1D ⊗ d log gαβ)(i,j)(k,l) · (ΛR

β )(k,l)

=
ΛL
β ΛR

β

d log gαβ
. (41)

Here, in the first line, ΛR
β and ΛL

β are considered as states in the doubled virtual Hilbert space (”bra” and

”ket”, respectively), and (1D ⊗ d log gαβ) is an operator acting on the doubled Hilbert space. We will use
similar notations henceforth. If we use the right canonical condition5, this definition is equivalent to

w
(1)
αβ = ΛL

αβ dΛR
αβ . (42)

Then, we can show that the consistency condition (28):

(δw(1))αβγ = d log c
(0)
αβγ . (43)

Proof. Let’s consider the quantity ΛL
γ (gαβgβγ)

†d(gαβgβγ)Λ
R
γ and evaluate it in two different ways. First, by

using the Leibniz rule,

ΛL
γ (gαβgβγ)

†d(gαβgβγ)Λ
R
γ = ΛL

γ (g
†
βγd log gαβgβγ + d log gβγ)Λ

R
γ . (44)

On the other hand, by using the definition of cαβγ ,

ΛL
γ (gαβgβγ)

†d(gαβgβγ)Λ
R
γ = ΛL

γ c
∗
αβγg

†
αγ(dcαβγgαγ + cαβγdgαγ)Λ

R
γ = ΛL

γ (d log cαβγ + d log gαγ)Λ
R
γ . (45)

By taking the trace of both expressions, we obtain Eq. (43).

In the above definition of the 1-form connection, we choose a particular gauge of the MPS representation.
While the MPS gauge transformation changes our 1-form connection, this change can be compensated by
the 1-form gauge transformation of the MPS gerbe connection in Eq. (31). We will discuss this point in Sec.
III C.

3. Two-form connection B
(2)
α

a. Fixed-point MPS Next, we discuss the two-form connection B
(2)
α . Here, we first focus on the case

of fixed-point MPS, for which the expression of the two-form connection simplifies. Here, fixed-point MPS
are MPS whose transfer matrix for which the spectrum of Lyapunov exponents consists of one maximal one
and all the others are zero. Hence, for a fixed point MPS, the spectral decomposition of the transfer matrix
consists of a single term,

= . (46)

We note that fixed-point MPS can be obtained by blocking or renormalizing n sites into a single site. Namely,
since {As} is normal and in the canonical form, the maximal eigenvalue of the transfer matrix is 1 and the
norms of the others are less than 1. Thus, for large enough n, the spectrum of Tn is a subset of [0, ϵ) ∪ {1}

5 In the following, we take the right canonical gauge.
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for some small ϵ, i.e., Tn is almost a projection. In particular, the eigenspace corresponding to the eigenvalue
1 is 1-dimensional and spanned by 1D.

For fixed-point MPS, let’s consider the following quantity b0α:

b0α =
∑
i,j,k,l

∑
s

(dΛL
α)(i,j)(A

s∗
α ⊗ dAs

α)(i,j),(k,l)(1D)(k,l)

=
dΛL

α

dAα

. (47)

Note that b0α can be rewritten in different ways using the identities

+ = 0 , + + = , (48)

obtained by taking the derivative of the eigen equation (3). As we will see below, b0α becomes the 2-form

connection B
(2)
α for simple models. However, in the general case, we need to introduce some corrections to

b0α. Let’s see how b
(2)
α behaves under δ. After a simple calculation, we obtain

(δb0)αβ = dwαβ + x0αβ + y0αβ − y1αβ − z1αβ , (49)

where

x0αβ = ΛL
β · (d log gTαβ ⊗ 1Dβ

− 1Dβ
⊗ d log gαβ) · T [Aβ ; dAβ ] · 1Dβ

= − ,

y0αβ = ΛL
β · (d log gTαβ ⊗ 1Dβ

− 1Dβ
⊗ d log gαβ) · (1Dβ

⊗ d log gαβ) · 1Dβ

= − ,

y1αβ = ΛL
β · (d log gTαβ ⊗ 1Dβ

− 1Dβ
⊗ d log gαβ) · TAβ

· (1Dβ
⊗ d log gαβ) · 1Dβ

= − ,

z1αβ = dΛL
β · TAβ

· (1Dβ
⊗ d log gαβ) · 1Dβ

= . (50)

Here, T [A;B] :=
∑

sA
s∗ ⊗Bs.

By using the fixed point condition, we can show that y1αβ = z1αβ = 0. Thus the above calculation is

summarized as (δb0)αβ = dwαβ + x0αβ + y0αβ . Unfortunately, this is not quite the same as Eq. (29). We can

however ”correct” or modify the definition of b0α properly as follows. From (δb0)αβ = dwαβ + x0αβ + y0αβ we

can easily check that (δx+ δy)αβγ = 0. By using the generalized Mayer-Vietoris theorem, there is a 2-form

b′0α on Uα such that δ(b′0)αβ = x0αβ + y
0
αβ

6. We can explicitly construct b′
0
α by using a partition of unity. Let

{ρα} be a partition of unity associated to the open covering {Uα}7. Then we define b′0α by

b′0α :=
∑
α0

ρα0
(x0α0α + y0α0α). (51)

6 See Prop. 8 of Bott-Tu.
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Therefore, by defining a modified 2-from connection as

B(2)
α = b0α − b′0α , (52)

this satisfies the consistency condition Eq. (29), (δB(2))αβ = dw
(1)
αβ . Consequently, we constructed a gerbe

connection for fixed point MPS 7 8.

The higher Berry curvature is obtained by applying the exterior derivative to B
(2)
α , H(3) = dB

(2)
α , and the

integration value of H(3)/2πi over a closed orientable manifold is quantized to integers. In particular, for
fixed-point MPSs and when b′α = 0 for all patches, the higher Berry curvature form is recast into

H(3) = dΛL
α

dAα

dAα

. (53)

b. Non fixed-point MPS To generalize this construction for non-fixed point MPS, let’s consider the
following quantity as a generalization of b0α:

bα : =

∞∑
k=0

dΛL
α · (TAα

)k · T [Aα; dAα] · 1Dα

=

∞∑
k=0

dΛL
α · · ·

dAα

dAα

. (54)

Namely, we insert in (47) products of transfer matrices TAα
on the left of T [Aα; dAα]. We note that inserting

TAα
on the right of T [Aα; dAα] has no effect since 1Dα

is the right fixed point. One can readily check that
using the fixed point condition (46) bα reduces to b0α.

To see how bα transforms under Čech differential δ, let us first consider

bkα = dΛL
α · (TAα)

k · T [Aα; dAα] · 1Dα , (55)

and note that

(δbk)αβ = xkαβ + ykαβ + zkαβ − yk+1
αβ − zk+1

αβ , (56)

7 This gerbe connection and curvature depend on the choice of a partition of unity. Therefore, they are unphysical as differential
forms. Similar dependence appears in Ref. [2].

8 Although a general normal MPS is not a fixed point MPS, by renormalizing n sites into one site, eigenvalues other than one
are exponentially suppressed. Therefore, practically, by taking n to be sufficiently large, it is possible to calculate physical
observables, including quantized topological invariants in particular.
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where

xkαβ = ΛL
β · (d log gTαβ ⊗ 1Dβ

− 1Dβ
⊗ d log gαβ) · (TAβ

)k · T [Aβ ; dAβ ] · 1Dβ

=

d log gTαβ

· · ·

dAα

−

d log gαβ

d log gαβ

· · ·

dAα

, (57)

ykαβ = ΛL
β · (d log gTαβ ⊗ 1Dβ

− 1Dβ
⊗ d log gαβ) · (TAβ

)k · (1Dβ
⊗ d log gαβ) · 1Dβ

=

d log gTαβ

· · ·

d log gαβ

−

d log gαβ

d log gαβ

· · ·

d log gαβ

, (58)

zkαβ = dΛL
β · (TAβ

)k · (1Dβ
⊗ d log gαβ) · 1Dβ

= dΛL
β

d log gαβ

· · ·

d log gαβ

. (59)

Note that z0αβ = dw
(1)
αβ . Therefore, under δ, b

<n
α :=

∑n−1
k=0 b

k
α transforms as

(δb<n)αβ = dw0
αβ + y0αβ + x<n

αβ − ynαβ − znαβ , (60)

where x<n
αβ :=

∑n−1
k=0 x

k
αβ . We can show that limn→∞ ynαβ = limn→∞ znαβ = 0. Therefore, by taking the limit

of Eq. (60), bα := limn→∞ b<n
α =

∑∞
k=0 b

k
α satisfies

(δb)αβ = dw
(1)
αβ + y0αβ + xαβ , (61)

where xαβ := limn→∞ x<n
αβ . Similarly to the fixed point case, y0αβ + xαβ satisfies (δy0 + δx)αβγ = 0. Thus,

we introduce

b′α :=
∑
α0

ρα0
(xα0α + y0α0α), (62)

and define the 2-form connection as

B(2)
α := bα − b′α. (63)

Then, this satisfies the consistency condition Eq. (29), (δB(2))αβ = dw
(1)
αβ . Consequently, the data

({B(2)
α }, {w(1)

αβ}, {c
(0)
αβγ}) satisfies the consistency conditions, Eqs. (27), (28), and (29), i.e., this is a gerbe

connection on the MPS gerbe.
We can generalize this construction to a general MPS gerbe, including a non-constant rank case. Before

moving on to that situation, we comment on the convergence of the 2-form connection. To clarify the
convergence of the expression (54), we pull out from the transfer matrix Tα the projector Pα on the space
with unit eigenvalue,

Tα = T ′
α + Pα, Tm

α = (T ′
α + Pα)

m = T ′m
α + Pα (64)

since T ′
α and Pα are orthogonal and Pm

α = Pα. We will refer to T ′
α as a reduced transfer matrix. By using

the left and right fixed points, Pα can be written as Pα = ΛR
α ⊗ ΛL

α. Then,∑
m

Tm
α = (1− T ′

α)
−1 +

∑
m

Pα (65)
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since T ′
α and Pα are orthogonal and Pm

α = Pα. Diagrammatically, this relation is represented as

∑
m

· · · =
1

1− T ′
α

+
∑
m

. (66)

(See, e.g., Ref. [24] for similar calculations.) By using this decomposition, Eq. (54) is recast into

bα = dΛL
α · 1

1− T ′
α

· T [Aα; dAα] · 1Dα
+
∑
m

dΛL
α · ΛR

α ⊗ ΛL
α · T [Aα; dAα] · 1Dα

= dΛL
α · 1

1− T ′
α

· T [Aα; dAα] · 1Dα

= dΛL
α

1

1− T ′
α dAα

. (67)

Here, we noted the relation

dΛL
α · ΛR

α = d(ΛL
α · ΛR

α ) = dΛL
α

= 0. (68)

Similarly, xαβ can be written as

xαβ = ΛL
β · (d log gTαβ ⊗ 1Dβ

− 1Dβ
⊗ d log gαβ) ·

1

1− T ′
β

· T [Aβ ; dAβ ] · 1Dβ

=
1

1− T ′
β dAβ

−
1

1− T ′
β dAβ

(69)

Thus B
(2)
α is a well-defined quantity.

In the above definition of the 2-form connection, we choose a particular gauge of the MPS representation.
While the MPS gauge transformation changes our 2-form connection, this change can be compensated by
the 1-form gauge transformation of the MPS gerbe connection in Eq. (32). We will discuss this point in Sec.
III C.
So far, we discussed a constant-rank MPS gerbe. However, for such an MPS gerbe, the integral of the

3-form curvature cannot be nontrivial [10, 19, 25]. In fact, (B(2) = 0, w
(1)
αβ = tr (d log gαβ) , c

(0)
αβγ) satisfies the

consistency condition for a constant-rank MPS gerbe and
∫
H(3)/2πi = 0. Since the integral value does not

depend on a choice of a higher connection, constant-rank MPS gerbe has a topologically trivial higher Berry
curvature9. In the next section, we consider the case where the bond dimension is not constant. In this case,
the integral value of the higher Berry curvature can be nontrivial.

B. General MPS gerbe

In a general situation, a family of invertible states are described by essentially normal MPS [19, 26].

Here, MPS matrices {Ãs
α} are essentially normal if there exists a normal MPS {As

α} such that two MPS

representations for a one-dimensional chain of length L, |{As
α}⟩L and |{Ãs

α}⟩L, are physically the same state
for any L. A typical example is

Ãs
α =

(
As

α 0
Y s
α 0

)
(70)

9 Note that the torsion part of the higher Berry class can be nontrivial. See Ref. [10] for nontrivial examples.
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where {As
α} is normal MPS representation.

We will refer to {As
α} as a normal part of {Ãs

α}10. An essentially normal MPS has a nontrivial invariant

subspace in the virtual Hilbert space, i.e., there exists a projection operator pα such that pαÃ
s
αpα = Ãs

αpα.

By replacing Ãs
α with pαÃ

s
αpα+p

⊥
α Ã

s
αp

⊥
α , we can set Y s

α = 0 without loss of generality. Here, p⊥α := 1Dα
−pα.

Thus, we will assume that

Ãs
α =

(
As

α 0
0 0

)
(71)

by taking a suitable basis. The left and right fixed points of the transfer matrix are unique, and in the basis
in Eq. (71), it is given by

Λ̃R
α :=

(
1Dα 0
0 0

)
, Λ̃L

α :=

(
ΛL
α 0
0 0

)
. (72)

Here, Dα is a bond dimension of the normal part, and ΛL
α is the left fixed point of the normal part.

Now, using a similar discussion as in Sec. III A, let’s construct a gerbe connection on an MPS gerbe. We
consider a family of essentially normal MPS parametrized by X, and take an open covering {Uα} of X. At

each point x ∈ Uαβ , we have two physically equivalent MPS matrices {Ãs
α(x)} and {Ãs

β(x)}. However, since
the sizes of these matrices are different in general, we cannot define a transition function gαβ as it stands.
Instead of considering the transition function, let’s consider the right and left fixed point of the mixed transfer
matrix:

Tαβ · Λ̃R
αβ = Λ̃R

αβ , Λ̃R
αβ · Tαβ = Λ̃L

αβ . (73)

The existence and uniqueness of the right and left fixed points of essentially normal MPS is guaranteed [19].

Explicitly, by using the basis in Eq. (71), Λ̃R
αβ and Λ̃L

αβ are given by

Λ̃R
αβ =

(
ΛR
αβ 0
0 0

)
=

(
gαβ 0
0 0

)
,

Λ̃L
αβ =

(
ΛL
αβ 0
0 0

)
=

(
ΛL
β gβα 0
0 0

)
. (74)

Here, gαβ is the transition function of the normal part. Also, the Λs without tilde are the fixed points

of the transfer matrices of the normal part. Since Λ̃R
αβ behaves like a transition function, we will denote

g̃αβ := Λ̃R
αβ

11. By putting a tilde on all symbols in Sec. IIIA, we obtain a gerbe connection. Remark that
since g̃αβ is not invertible, we cannot define the logarithmic differentiation in the usual sense. However,

our definition is d log g̃αβ := g̃†αβdg̃αβ , and this is a well-defined quantity. We will demonstrate an explicit
computation of the invariant in Sec. IV.

C. Gauge redundancy

As we mentioned in Sec. II A, an MPS representation has gauge redundancies. Thus, the MPS gerbe
connections transform under the gauge transformation (5) of the MPS matrices. Furthermore, we implicitly
fixed the phase of the fixed point matrices ΛL

αβs. Thus, the MPS gerbe connections also transform under a
redefinition of the phase of fixed point matrices. However, in this section, we show that the changes in the
connection under these redefinitions can be absorbed as a gauge redundancy of gerbe connections (30).

10 We will assume the right canonical condition on the normal part.
11 In [27], by extending the gauge transformation group to the closure of gauge orbits, they found that these can be connected

by gauge transformations. It is noteworthy that Λ̃R
αβ is similar to the extended transition function in their formalism. We

will shortly mention this similarity in Sec. A 3.
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First, let’s consider the redefinition

ΛR
αβ 7→ ξ

(0)
αβΛ

R
αβ , ΛL

αβ 7→ (ξ
(0)
αβ )

−1ΛL
αβ , (75)

for an arbitrary U(1)-valued function ξ
(0)
αβ . Note that, due to the normalization condition Eq. (7), the phases

of ΛR
αβ and ΛL

αβ rotate in opposite directions. Under this, the triple inner product transforms as

c
(0)
αβγ 7→ c

(0)
αβγ(δξ)αβγ , (76)

and the 1-form connection transforms as

w
(1)
αβ 7→ w

(1)
αβ + d log ξ

(0)
αβ . (77)

Finally, B
(2)
α is invariant under this transformation. This is a part of the gauge redundancy of the connection

explained in Eqs. (30)-(32).
Next, let’s consider the redefinition

As
α 7→ gαA

s
αg

†
α (78)

by an arbitrary unitary matrix gα. Under this transformation, the 1-form connection transforms as

w
(1)
αβ 7→ w

(1)
αβ + (δξ(1))αβ , (79)

where

ξ(1)α = ΛL
α · (1Dα ⊗ d log gα) · 1Dα . (80)

On the other hand, the 2-form connection transforms as

B(2)
α 7→ B(2)

α + dξ(1)α . (81)

This can be easily checked by using the property (δB)αβ = dw
(1)
αβ , since the gauge transformation Eq. (78) is

similar to the patch transformation. The most nontrivial part is the transformation of the connections under
the gauge transformation

As
α 7→ eiθαAs

α. (82)

Under this redefinition, w
(1)
αβ is obviously invariant since it does not contain the MPS matrices itself. On the

other hand, bα transforms as

bα = dΛL
α

1

1− T ′
α dAα

7→ bα + deiθα dΛL
α

1

1− T ′
α

= bα + deiθα dΛL
α ΛR

α

= bα. (83)

Similarly, we can show that b′α is also invariant. Therefore, 2-form connection B
(2)
α = bα−b′α is invariant under

this transformation. Therefore, the redundancy associated with the MPS representation can be absorbed as
gauge transformations of the connection.

IV. EXAMPLES

In this section, we compute the higher Berry phase for two models. In Sec. IVA, we compute the higher
Berry curvature for the model parametrized by X = S3. Since H3(S3;Z) ≃ Z, the higher Berry curvature
can be nontrivial. This model is proposed in [25] and the non-triviality as a family is confirmed from several
perspectives [13, 23, 25]. The second model is obtained by deforming the Su–Schrieffer–Heeger type model
parametrized by X = S2 × S1. Since H3(S2 × S1;Z) ≃ Z, the higher Berry curvature can be nontrivial.
For this case, the higher Berry curvature can be regarded as a topological invariant of the Thouless pump
phenomena in many-body systems.
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A. Example 1: X = S3

Let us demonstrate our formula by using a specific example introduced and discussed in Ref. [9]. It is
defined by the following family of uniquely gapped Hamiltonian parametrized over the 3-dimensional sphere
S3 = {w⃗ = (w1, w2, w3, w4)|

∑4
µ=1 w

2
µ = 1} :

H(w⃗) =
∑
p∈Z

Hp(w⃗) +
∑

p∈2Z+1

Hodd, N
p,p+1 (w⃗) +

∑
p∈2Z

Heven,S
p,p+1 (w⃗), (84)

where each term is defined by

Hp(w⃗) = (−1)p
(
w1σ

1
p + w2σ

2
p + w3σ

3
p

)
,

Hodd,N
p,p+1 (w⃗) = gN(w⃗)

3∑
i=1

σi
pσ

i
p+1, Heven,S

p,p+1 (w⃗) = gS(w⃗)

3∑
i=1

σi
pσ

i
p+1.

(85)

Here, σi=1,2,3
p represent the Pauli matrices at lattice cite p, and gN(w⃗) and gS(w⃗) are real-valued function

given by

gN(w⃗) =

{
w4 (0 ≤ w4 ≤ 1) ,

0 (−1 ≤ w4 ≤ 0) ,
gS(w⃗) =

{
0 (0 ≤ w4 ≤ 1) ,

−w4 (−1 ≤ w4 ≤ 0) .
(86)

We call {w⃗ | w4 ≥ 0} ⊂ S3 as the North Hemisphere and {w⃗ | w4 ≤ 0} ⊂ S3 as the South Hemisphere. Note
that the second term of the Hamiltonian (84) is non-zero only in the North Hemisphere while the third term
is non-zero only in the South Hemisphere. This model corresponds to half the process of Kitaev’s canonical
pump.
We construct explicit MPS matrices in Appendix A. From the explicit MPS representations, we can show

that b′α = 0 holds on all open sets in this model. Thus, we do not need to introduce a partition of unity.
We can easily check that the higher Berry curvature of the MPS matrices vanishes on the North hemisphere.
Thus we compute the contribution from the South hemisphere. The transfer matrix on the South hemisphere
TS(w⃗) =

∑
ij Ã

i,j∗
S (w⃗)⊗ Ãi,j

S (w⃗) is given by

TS(w⃗) =
1

2


1 +

√
1− w2

4 0 0 1−
√
1− w2

4

0 0 0 0
0 0 0 0

1 +
√
1− w2

4 0 0 1−
√
1− w2

4

 (87)

The right eigenvector is 12, and the left eigenvector satisfying the normalization condition Eq. (4) is given by

ΛL
S(w⃗) =

1√
2

(
1 +

√
1− w2

4 0

0 1−
√
1− w2

4

)
. (88)

Remark that the vector representation of 12 and ΛL
S(w⃗) is

12 =
1√
2

1
0
0
1

 , ΛL
S(w⃗) =

1√
2


1 +

√
1− w2

4

0
0

1−
√
1− w2

4

 . (89)

Let’s introduce a new coordinate 0 ≤ t ≤ π such that w4 = cos(t). By an explicit calculation, we get

B(2)(w⃗) =

{
0 on the north patch UN ,

− 1
2 i cos(t) cos(θ)dt ∧ dϕ on the south patche US ,

(90)
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up to exact forms. Thus the 3-form curvature is

H(3)(w⃗) =

{
0 on the north patch Uα,

− 1
2 i cos(t) sin(θ)dt ∧ dθ ∧ dϕ on the south patches Uβ , Uγ and Uδ.

(91)

Therefore, we obtain ∫
S3

H(3)

2πi
= − 1

4π

∫ π

π/2

dt

∫ π

0

dθ

∫ 2π

0

dϕ cos(t) sin(θ) = 1. (92)

This implies that the gerbe with the connection is non-trivial.

B. Example 2: X = S2 × S1

Let’s compute the higher Berry curvature for another model. To introduce the model, let us start by
considering the following Su–Schrieffer–Heeger type Hamiltonian:

H(t(0), t(1), µ) :=
∑
i

t(0)ĉ†A,iĉB,i + t(0)ĉ†B,iĉA,i + t(1)ĉ†B,iĉA,i+1 + t(1)ĉ†A,i+1ĉB,i

+
∑
i

µĉ†A,iĉA,i − µĉ†B,iĉB,i (93)

for t(0), t(1), µ ∈ R. This model has U(1) symmetry

ĉA,i 7→ eiϕĉA,i, ĉB,i 7→ eiϕĉB,i. (94)

The continuous deformation along the path

(t(0)(t), t(1)(t), µ(t)) =

{
(0, sin(t), cos(t)) (0 ≤ t ≤ π)

(− sin(t), 0, cos(t)) (π ≤ t ≤ 2π)
(95)

gives U(1)-charge pumping (see, e.g., Ref. [28]).
By deforming this model, we construct a model parametrized by S2 × S1 with nontrivial higher Berry

curvature. To introduce a parameter, we rewrite the degrees of freedom as follows:

cA,i := ĉA,i, cB,i := ĉ†B,i. (96)

In this notation, the Hamiltonian is written as

H(t(0), t(1), µ) :=
∑
i

t(0)c†A,ic
†
B,i + t(0)cB,icA,i + t(1)cB,icA,i+1 + t(1)c†A,i+1c

†
B,i

+
∑
i

µc†A,icA,i + µc†B,icB,i (97)

and the U(1) symmetry becomes

cA,i 7→ eiϕcA,i, cB,i 7→ e−iϕcB,i. (98)

Now, let’s take {z⃗ ∈ C2 | |z⃗| = 1} ∼ S3, and perform an unitary transformation(
cA,i(z⃗)
cB,i(z⃗)

)
=

(
z1 z2
−z∗2 z∗1

)(
cA,i

cB,i

)
⇔

{
cA,i(z⃗) = z1cA,i + z2cB,i,

cB,i(z⃗) = −z∗2cA,i + z∗1cB,i.
(99)
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Our model H(z⃗, t) is obtained from H(t) := H(t(0)(t), t(1)(t), µ(t)) by replacing cA,i, cB,i → cA,i(z⃗), cB,i(z⃗):

H(z⃗, t) :=
∑
i

t(0)(t)c†A,i(z⃗)c
†
B,i(z⃗) + t(0)(t)cB,i(z⃗)cA,i(z⃗) + t(1)(t)cB,i(z⃗)cA,i+1(z⃗) + t(1)(t)c†A,i+1(z⃗)c

†
B,i(z⃗)

+
∑
i

µ(t)c†A,i(z⃗)cA,i(z⃗) + µ(t)c†B,i(z⃗)cB,i(z⃗). (100)

Remark that cA,i(z
′z⃗) = z′cA,i(z⃗) and cB,i(z⃗) = z′∗cB,i(z⃗) for any z′ ∈ U(1). This is the symmetry of the

original Hamiltonian Eq. (97), i.e.,

H(z′z⃗, t) = H(z⃗, t), (101)

for any z′ ∈ U(1). Therefore, cA,i(z⃗) and cB,i(z⃗) are parametrized by S3, but H(z⃗, t) is parametrized by
S3/S1 × S1 ∼ CP 1 × S1 ∼ S2 × S1.

Let’s compute the higher Berry curvature of this model. We construct explicit MPS matrices in Appendix
B12. From the explicit MPS representations, we can show that b′α = 0 holds on all open sets in this model.
Thus, we do not need to introduce a partition of unity. In App.B, we will divide S2 × S1 into two part:
U+ = S2 × [0, π] and U− = S2 × [π, 2π]. ince the transfer matrix T−(z⃗, t) =

∑
ij C̃

i,j∗
− (z⃗, t) ⊗ C̃i,j

− (z⃗, t) = 1
on U−, the fixed point is trivial, and therefore the higher Berry curvature is also trivial. On the other hand,

the transfer matrix T+(z⃗, t) =
∑

ij C̃
i,j∗
+ (z⃗, t)⊗ C̃i,j

+ (z⃗, t) on U+ is given by

T+(z⃗, t) =


cos2(t/2) 0 0 sin2(t/2)

0 0 0 0
0 0 0 0

cos2(t/2) 0 0 sin2(t/2)

 . (102)

The right eigenvector is 12, and the left eigenvector satisfying the normalization condition Eq. (4) is given by

ΛL
+(z⃗, t) =

(
cos2(t/2) 0

0 sin2(t/2)

)
. (103)

Remark that the vector representations of 12 and ΛL
+(z⃗, t) is

12 =

1
0
0
1

 , ΛL
+(z⃗, t) =


cos2(t/2)

0
0

sin2(t/2)

 . (104)

By straightforward calculation, we get

B(2)(z⃗, t) =

{
− 1

2 i sin(t) sin
2(θ/2)dt ∧ dϕ (0 ≤ t ≤ π),

0 (π ≤ t ≤ 2π),
(105)

up to an exact form. Thus the 3-form curvature H(3)(z⃗, t) is

H(3)(z⃗, t) =

{
− 1

2 i sin(t) sin(θ/2) cos(θ/2)dt ∧ dθ ∧ dϕ (0 ≤ t ≤ π),

0 (π ≤ t ≤ 2π).
(106)

Therefore, we obtain∫
S3

H(3)

2πi
= − 1

4π

∫ π

π/2

dt

∫ π

0

dθ

∫ 2π

0

dϕ sin(t) sin(θ/2) cos(θ/2) = −1. (107)

12 Although this model is a fermionic model, since the type of MPS is (+)[29], it can be regarded as a bosonic normal MPS by
ignoring the Z/2Z grading.
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FIG. 1. The noncommutative geometry notation from Ref. [19]. In this notation, we glue two MPS, Ψα and Ψβ , say,
by star operation, Ψα ∗Ψβ . Here, the right half of the first MPS and the left half of the second MPS are contracted.
In the integral

∫
, the left and right halves of MPS are contracted.

This implies that the gerbe with the connection is non-trivial.
We can regard the higher Berry curvature as a topological invariant for the Thouless pump phenomena

in interacting systems. The original model Eq. (97) has the U(1) symmetry and S1 parameter. In general,
Thouless pump phenomena with a G-charge is classified by H3(BG × S1;Z), where BG is the classifying
space of G. When G = U(1), BU(1) equals S∞/U(1). Practically, S∞ can be regarded as a large enough
dimensional sphere. This means we can introduce a sphere parameter, which is divided by U(1) in the
Hamiltonian. In the above construction, we introduced the S3 parameter z⃗. However, due to the U(1)-
symmetry of the model, the Hamiltonian is parameterized by S3/U(1) ∼ S2. This implies that our model
is parametrized by S3/S1 × S1 in BU(1) × S1, and the higher Berry phase measures the nontriviality in
H3(S3/S1 × S1;Z) ≃ H3(BU(1)× S1;Z) ≃ Z.

V. DISCUSSION

In this work, we undertook the task of constructing the higher Berry connection on an MPS gerbe. We
close by listing some open questions.
– First and foremost, it is important to apply our formula to more examples beyond the simple examples

we studied. It is interesting to apply our formalism to more ”realistic” examples.
– Previous studies mainly focused on the higher Berry curvature, dB(2), or its integral,

∫
X
dB(2). While our

formula for the higher Berry connection can be used to calculate the higher Berry curvature, it is interesting
to look for phenomena associated to the holonomy of B(2), rather than curvature. For the regular Berry
phase in quantum mechanics, the loop integral of the Berry connection a(1),

∮
a(1) or more precisely the

Wilson loop exp[
∮
a(1)], is a gauge invariant quantity, independent of the curvature da(1). It appears in the

Aharonov-Bohm effect [30] or the theory of electric polarization in solids [31–33]. Similarly, we could explore
the role of exp

∮
M2

B(2) in many-body quantum systems.

– At the fundamental level, there is some room to develop our formalism further. For example, it is good
to have a better understanding of the role of b′α while it simply vanishes in the simple examples we studied.
– Finally, it is important to establish a link between our higher Berry connection and the triple inner

product. Similar to the case of the regular Berry phase, we can consider various “overlaps” of MPS. It is
convenient to use the noncommutative geometry notation introduced in Ref. [19], which uses the star product
(∗) and integration (

∫
). The triple inner product

∫
Ψα ∗Ψβ ∗Ψγ was shown to extract the Dixmier-Douady

class,
∫
Ψα ∗ Ψβ ∗ Ψγ = c

(0)
αβγ . It is then natural to expect that our one-form and two-form connections can

be obtained from the multi-wave function overlaps.
Let us have a closer look at relevant wavefunction overlaps. First, as a warmup, let us begin by discussing

the regular overlap of two MPS, such as
∫
Ψα ∗ dΨα. (See Ref. [34] for the calculation of the regular Berry

phase for MPS.) This overlap can be computed as

. (108)

This inner product is extensive and hence divergent in the thermodynamic limit and hence ill-defined. As we
will see momentarily, the triple wave function overlap of three MPS, has both divergent and non-divergent
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FIG. 2. Various contributions (b-d) arising from the second derivative of the triple inner product (a). Black dots
represent dAs or dΛL.

contributions. We will also see that the non-divergent contributions are related to the higher Berry connection.
When computing various multi-wave function overlaps, it seems that contributions related to the regular inner
product and the regular Berry phase are always divergent, while non-diverging contributions are relevant for
the higher Berry connections. We note that if we use tangent space MPS [24], such divergent contributions
do not arise. Tangent space MPS hence may allow us to focus on contributions relevant to the higher Berry
phase.
Next, let us take a look at

∫
Ψαβ ∗ dΨαβ . Naively, one may interpret it as a ”regular Berry connection”

associated to the mixed gauge MPS Ψαβ and to the line bundle on Uαβ . This would then give us w
(1)
αβ .

Explicitly,
∫
Ψαβ ∗ dΨαβ can be evaluated as

. (109)

The first and second terms are divergent and correspond to the regular Berry connection. The last term is

non-divergent and nothing but our one-form connection w
(1)
αβ (41).

Finally, let us discuss the triple inner product. Here, we consider three MPS in the same patch but are at
slightly different locations on X. Taking the second derivative, we obtain diagrams as in Fig. 2. Here, we only
show some representatives. There are other diagrams that are related to the representatives by the identity
(48). The diagram (b) is nothing but our two-form connection (54). 13 We however also get different types
of contributions, such as diagrams (c) and (d). The diagram (c) is extensive (divergent), when summed over
possible positions of the derivative dAs, and can be thought of as the overlap of two dΨ. This contribution
is an analog of ⟨dψ|dψ⟩ in quantum mechanics. The diagram (d) is non-divergent and hence may have a
physical significance.
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Appendix A: A model parameterized over X = S3

In this section, we discuss the derivation of the MPS representation (84) for the model in Sec. IVA. We
also directly calculate the Dixmier-Douady class of the MPS gerbe, and compute a topological invariant
proposed in [10, 19] (Sec. A 2). This calculation of the topological invariant is expected to give the same
value as the calculation using the higher Berry curvature presented in Sec. IVA. We will confirm the results
of these calculations match.
For convenience, let us restate the model:

H(w⃗) =
∑
p∈Z

Hp(w⃗) +
∑

p∈2Z+1

Hodd, N
p,p+1 (w⃗) +

∑
p∈2Z

Heven,S
p,p+1 (w⃗), (A1)

where w⃗ is a coordinate of S3 = {w⃗ = (w1, w2, w3, w4) |
∑4

µ=1 w
2
µ = 1}, and each term is defined by

Hp(w⃗) = (−1)p
(
w1σ

1
p + w2σ

2
p + w3σ

3
p

)
,

Hodd,N
p,p+1 (w⃗) = gN(w⃗)

3∑
i=1

σi
pσ

i
p+1, Heven,S

p,p+1 (w⃗) = gS(w⃗)

3∑
i=1

σi
pσ

i
p+1. (A2)

Here, gN(w⃗) and gS(w⃗) are real-valued functions given by

gN(w⃗) =

{
w4 (0 ≤ w4 ≤ 1) ,

0 (−1 ≤ w4 ≤ 0) ,
gS(w⃗) =

{
0 (0 ≤ w4 ≤ 1) ,

−w4 (−1 ≤ w4 ≤ 0) .
(A3)

1. MPS representations

Let’s calculate the ground state of this model and determine the MPS representation. Since this model has
rotational symmetry with respect to (w1, w2, w3), we assume w1 = w2 = 0 without loss of generality. First,
we regard sites 2p− 1 and 2p as unit cells and identify the ground state of the local Hamiltonian

hp,p+1 (0, 0, w3, w4) :=

{
−w3σ

3
p + w3σ

3
p+1 + w4

∑3
i=1 σ

i
pσ

i
p+1 (p ∈ 2Z+ 1, 0 ≤ w4 ≤ 1) ,

w3σ
3
p − w3σ

3
p+1 − w4

∑3
i=1 σ

i
pσ

i
p+1 (p ∈ 2Z,−1 ≤ w4 ≤ 0) .

(A4)

When 0 ≤ w4 ≤ 1, the matrix representation of the local Hamiltonian for p = 2Z+ 1 is given by

hp,p+1 (0, 0, w3, w4) =

 w4 0
−w4 − 2w3 2w4

2w4 −w4 + 2w3

0 w4

 , (A5)

with eigenvalues 0, 0,−w4 + 2 and −w4 − 2. Here, the basis of the local Hilbert space is

(
| ↑⟩
| ↓⟩

)
p

⊗
(

| ↑⟩
| ↓⟩

)
p+1

=

 | ↑↑⟩
| ↑↓⟩
| ↓↑⟩
| ↓↓⟩


p,p+1

(A6)
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The minimum eigenvalue is −w4 − 2 and its normalized eigenvector is given by

(0, X+,−X−, 0)
T where X± :=

√
1 + w4 ±

√
1− w4

2
. (A7)

Note that this is an eigenvector even if w4 = 0 and w4 = 1. Thus the ground state of hp,p+1(0, 0, w3, w4) is

|g.s. (0, 0, w3, w4)⟩Np,p+1 := X+| ↑↓⟩p,p+1 −X−| ↓↑⟩p,p+1 (A8)

for any p ∈ 2Z+ 1. Therefore, when 0 ≤ w4 ≤ 1, the ground state of H(w⃗) is given by the tensor product

|G.S.(0, 0, w3, w4)⟩ :=
⊗

p∈2Z+1

|g.s.(0, 0, w3, w4)⟩Np,p+1. (A9)

For example, when w4 = 0, H(w⃗) reduces to H(0, 0, 1, 0) =
∑

p(−1)pσ3
p and obviously, the ground state is a

configuration with up arrows at odd sites and down arrows at even sites and this is consistent.
For 0 ≤ w4 ≤ 1, since the interactions between unit cells are trivial, the MPS representation of Eq. (A13)

is given by

A↑↑ = A↓↓ = 0, A↑↓ = X+, A↓↑ = −X−. (A10)

Note that this representation is in the canonical form of injective MPS, i.e.,
∑

i,j=↑,↓A
ijAij = 1.

When −1 ≤ w4 ≤ 0, the matrix representation of the local Hamiltonian is given by

hp,p+1 (0, 0, w3, w4) =

 (−w4) 0
− (−w4)− 2w3 2 (−w4)

2 (−w4) −w4 + (−2w3)
0 (−w4)

 , (A11)

for p ∈ 2Z. We can obtain the local ground state by replacing w4 with −w4 and w3 with −w3 (i.e. flipping
local spins; we note that w3 is nothing but a local Zeeman field at each site) in Eq. (A8). Explicitly, it is
given by

|g.s. (0, 0, w3, w4)⟩Sp,p+1 := X−| ↑↓⟩p,p+1 +X+| ↓↑⟩p,p+1, (A12)

for p ∈ 2Z. Therefore, when −1 ≤ w4 ≤ 0, the ground state of H(w⃗) is the tensor product of these states,

|G.S.(0, 0, w3, w4)⟩ :=
⊗
p∈2Z

|g.s. (0, 0, w3, w4)⟩Sp,p+1. (A13)

To find an MPS representation of Eq. (A13), let’s expand the brackets of tensor products and examine the
connections between unit cells:

|G.S. (0, 0, w3, w4)⟩ :=
⊗
p∈2Z

(X−| ↑↓⟩p,p+1 +X+| ↓↑⟩p,p+1)

=
⊗
p∈4Z

(
X2

−| ↑↓↑↓⟩+X−X+| ↑↓↓↑⟩+X+X−| ↓↑↑↓⟩+X2
+| ↓↑↓↑⟩

)
p,p+1,p+2,p+3

. (A14)

From this expression, we read off the MPS matrices

A↑↓ =

(
X+

0

)
, A↓↑ =

(
0
X−

)
, A↑↑ =

(
X+

0

)
, A↓↓ =

(
0
X−

)
. (A15)

For example, when w4 = 0, H(w⃗) reduces to H(0, 0, 1, 0) =
∑

p(−1)pσ3
p and, obviously, the ground state is

given by the configuration with up arrows at odd sites and down arrows at even sites, and this is consistent.
However, since the lower triangular part of the MPS is zero at w4 = 0, the upper triangular matrix, A↑↑, has
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no effect on the state. Consequently, the MPS is essentially represented as a 1× 1 matrix. The change in the
size of this matrix is essentially important for the non-triviality of the higher-order Berry phase.
We have determined the MPS representation for the case w1 = w2 = 0. Using these results, let’s find the

MPS representation in the general parameter region. Instead of the coordinate (w1, w2, w3), we shall take

the polar coordinate (r, θ, ϕ). Since w⃗ · σ⃗ = e−iϕ
2 σz

e−i θ
2σ

y

σzei
θ
2σ

y

ei
ϕ
2 σz

, the Hamiltonian H(w⃗) is obtained
from H(w⃗)|w1=w2=0 by the unitary transformation,

H (r, θ, ϕ, w4) = U(θ, ϕ)H
(√

1− w2
4, 0, 0, w4

)
U(θ, ϕ)†, (A16)

where U(θ, ϕ) = e−iϕ
2 σz

e−i θ
2σ

y

. We have already determined the MPS representation of the ground state for
the case of w1 = w2 = 0. Thus, the ground state is given by

|G.S.(w⃗)⟩ =
∑

{ik}{jk′}

tr
(
Ai1j1 · · ·AiLjL

)
|i1j1(θ, ϕ)⟩ ⊗ · · · ⊗ |iLjL(θ, ϕ)⟩ , (A17)

where |i1j1(θ, ϕ)⟩ = U(θ, ϕ)⊗2 | g.s. (r, 0, 0, w4)⟩N/S
p,p+1. By pushing these dependences of the state on θ and ϕ

onto the MPS matrices, we can obtain the MPS representation in the general parameter region. Explicitly,
noting

U(θ, ϕ)|i⟩ =

{
e−iϕ

2 cos
(
θ
2

)
| ↑⟩+ ei

ϕ
2 sin

(
θ
2

)
| ↓⟩ (i =↑),

−e−iϕ
2 sin

(
θ
2

)
| ↑⟩+ ei

ϕ
2 cos

(
θ
2

)
| ↓⟩ (i =↓),

(A18)

the ground state |G.S.(w⃗)⟩ can be recast into

|G.S. (r, θ, ϕ, w4)⟩ =
∑

tr
(
A↑↑Ai2j2 · · ·AiLjL

) (
e−c| ↑⟩+ e+s| ↓⟩

) (
e−c| ↑⟩+ e+s| ↓⟩

)
|i2j2, . . . , iLjL⟩

+
∑

tr
(
A↓↓Ai2j2 · · ·AiLjL

) (
−e−s| ↑⟩+ e+c| ↓⟩

) (
−e−s| ↑⟩+ e+c| ↓⟩

)
|i2j2, . . . , iLjL⟩

+
∑

tr
(
A↑↓Ai2j2 · · ·AiLjL

) (
e−c| ↑⟩+ e+s| ↓⟩

) (
−e−s| ↑⟩+ e+c| ↓⟩

)
|i2j2, . . . , iLjL⟩

+
∑

tr
(
A↓↑Ai2j2 · · ·AiLjL

) (
−e−s| ↑⟩+ e+c| ↓⟩

) (
e−c| ↑⟩+ e+s| ↓⟩

)
|i2j2, . . . , iLjL⟩ .

(A19)

Here, we define e± = e±iϕ
2 , c = cos

(
θ
2

)
and s = sin

(
θ
2

)
. Therefore, MPS representation in the general

parameter region is given by

A↑↑(r, θ, ϕ, w4) = e2−c2A↑↑ + e2−s2A↓↓ − e2−csA↑↓ − e2−csA↓↑,

A↓↓(r, θ, ϕ, w4) = e2+s2A↑↑ + e2+c2A↓↓ + e2+csA↑↓ + e2+csA↓↑,

A↓↑(r, θ, ϕ, w4) = csA↑↑ − csA↓↓ + c2A↑↓ − s2A↓↑,

A↓↓(r, θ, ϕ, w4) = csA↑↑ − csA↓↓ − s2A↑↓ + c2A↓↑. (A20)

Explicitly, for 0 ≤ w4 ≤ 1, the MPS matrices are given by

A↑↑
N (r, θ, ϕ, w4) = −e−iϕ cos

(
θ

2

)
sin

(
θ

2

)√
1− w4,

A↓↓
N (r, θ, ϕ, w4) = eiϕ cos

(
θ

2

)
sin

(
θ

2

)√
1− w4,

A↑↓
N (r, θ, ϕ, w4) =

√
1 + w4

2
+

cos(θ)

2

√
1− w4,

A↓↑
N (r, θ, ϕ, w4) = −

√
1 + w4

2
+

cos(θ)

2

√
1− w4, (A21)
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FIG. 3. The atlas of S3 with patches Uα, Uβ , Uγ , Uδ used in Appendix.

and for −1 ≤ w4 ≤ 0, the MPS matrices are given by

A↑↑
S (r, θ, ϕ, w4) = e−iϕ

(
− cos

(
θ
2

)
sin
(
θ
2

)
X+ cos2

(
θ
2

)
X−

sin2
(
θ
2

)
X+ − cos

(
θ
2

)
sin
(
θ
2

)
X−

)
,

A↓↓
S (r, θ, ϕ, w4) = eiϕ

(
cos
(
θ
2

)
sin
(
θ
2

)
X+ sin2

(
θ
2

)
X−

cos2
(
θ
2

)
X+ cos

(
θ
2

)
sin
(
θ
2

)
X−

)
,

A↑↓
S (r, θ, ϕ, w4) =

(
cos2

(
θ
2

)
X+ cos

(
θ
2

)
sin
(
θ
2

)
X−

− cos
(
θ
2

)
sin
(
θ
2

)
X+ − sin2

(
θ
2

)
X−

)
,

A↓↑
S (r, θ, ϕ, w4) =

(
− sin2

(
θ
2

)
X+ cos

(
θ
2

)
sin
(
θ
2

)
X−

− cos
(
θ
2

)
sin
(
θ
2

)
X+ cos2

(
θ
2

)
X−

)
. (A22)

2. MPS gerbe and the Dixmier-Douady class

In this section, we construct an MPS gerbe of the model H(w⃗) over S3 and determine its Dixmier-Douady
class in H3

(
S3;Z

)
. We note that a Čech representation of the Dixmier-Douady class is given by a lift of

transition functions [35, 36]. To this end, we first note that the MPS matrices on the north hemisphere {Aij
N}

is global, i.e., parametrized by just the north hemisphere of S3. In fact, when w4 = 1, {Aij
N} is independent

of θ and ϕ, and when θ = 0, π, {Aij
N} is independent of ϕ for all w4. On the other hand, the MPS matrices in

the south hemisphere {Aij
S } is not global. In fact, when w4 = −1, {Aij

S } is dependent on θ and ϕ, and when

θ = 0, π, {Aij
S } is dependent on ϕ for all w4. In order to take a global gauge over each patch, it is necessary

to divide the southern hemisphere into finer patches. We consider finer patches {Uα, Uβ , Uγ , Uδ} in Fig. 3.
On each patch, we take the gauge as follows.

• On Uα, since A
ij
N is already global, we take

Aij
α (r, θ, ϕ, w4) = Aij

N (r, θ, ϕ, w4) . (A23)

• On Uβ , the ϕ dependence should vanish at θ = 0. Thus we take

Aij
β (r, θ, ϕ, w4) =

(
ei

ϕ
2

e−iϕ
2

)
Aij

S (r, θ, ϕ, w4)

(
e−iϕ

2

ei
ϕ
2

)
. (A24)

• On Uγ , the ϕ dependence should vanish at θ = π. Thus we take

Aij
γ (r, θ, ϕ, w4) =

(
e−iϕ

2

ei
ϕ
2

)
Aij

S (r, θ, ϕ, w4)

(
ei

ϕ
2

e−iϕ
2

)
. (A25)



25

• On Uδ, the θ and ϕ dependence should vanish at w4 = −1. Thus we define

U(θ, ϕ) :=

(
ei

ϕ
2

e−iϕ
2

)(
cos
(
θ
2

)
− sin

(
θ
2

)
sin
(
θ
2

)
cos
(
θ
2

) ) , (A26)

and take our MPS matrices as

Aij
δ (r, θ, ϕ, w4) = U(θ, ϕ)Aij

S U(θ, ϕ)†. (A27)

Now, we take a global lift of the transition functions {gαβ |Aij
α = gαβA

ij
β g

†
αβ} of this MPS gerbe. Note that

on an intersection where the size of matrices changes, we take a projection of a larger transition function.

• On Uαβ , A
ij
α (r, θ, ϕ, w4) and A

ij
β (r, θ, ϕ, w4) satisfy

Aij
α (r, θ, ϕ, w4) =

(
1 0

)
Aij

β (r, θ, ϕ, w4)

(
1
0

)
. (A28)

Thus we take

g̃αβ =
(
1 0

)
. (A29)

Here, we remind that the tilde implies the generalized transition function introduced in Sec.II B.

• On Uαγ , A
ij
α (r, θ, ϕ, w4) and A

ij
γ (r, θ, ϕ, w4) satisfy

Aij
α (r, θ, ϕ, w4) =

(
1 0

)
Aij

γ (r, θ, ϕ, w4)

(
1
0

)
. (A30)

Thus we take

g̃αγ =
(
1 0

)
. (A31)

Here, we remind that the tilde implies the generalized transition function introduced in Sec.II B.

• On Uβγ , we take

gβγ =

(
ei

ϕ
2

e−iϕ
2

)(
e−iϕ

2

e+iϕ
2

)†

=

(
eiϕ

e−iϕ

)
. (A32)

• On Uβδ, we take

gβδ =

(
ei

ϕ
2

e−iϕ
2

){(
ei

ϕ
2

e−iϕ
2

)(
cos
(
θ
2

)
− sin

(
θ
2

)
sin
(
θ
2

)
cos
(
θ
2

) )}†

=

(
cos
(
θ
2

)
eiϕ sin

(
θ
2

)
−e−iϕ sin

(
θ
2

)
cos
(
θ
2

) )
.

(A33)

Note that when θ = 0, gβδ is independent of ϕ.

• On Uγδ, we take

gγδ =

(
e−iϕ

2

ei
ϕ
2

){(
ei

ϕ
2

e−iϕ
2

)(
cos
(
θ
2

)
− sin

(
θ
2

)
sin
(
θ
2

)
cos
(
θ
2

) )}†

=

(
−e−iϕ cos

(
θ
2

)
sin
(
θ
2

)
− sin

(
θ
2

)
eiϕ cos

(
θ
2

) ) .
(A34)

Note that when θ = π, gγδ is independent of ϕ.
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FIG. 4. The calculation of the Dixmier-Douady class. The figure on the right is an enlargement around ϕ = 0, θ = π
2
.

The R-lift wαβγδ corresponding to the horizontal and upward lines is 0, but the R-lift assigned to the line coming
from below is 1. This is a consequence of the non-trivial winding number.

Finally, we identify the Dixmier-Douady class of this gerbe on each triple intersection.

g̃αβpβgβγpγ = eiϕ ·
(
1, 0
)
= eiϕg̃αγ , (A35)

Here, {pα} is the projection onto the normal part. On Uβγδ,

gβγgγδ =

(
cos
(
θ
2

)
eiϕ sin

(
θ
2

)
−e−iϕ sin

(
θ
2

)
cos
(
θ
2

) )
= gβγ . (A36)

Thus cβγδ = 1. By taking a R-lift {wαβγ} of {cαβγ}, i.e., taking {wαβγ} such that
{
e2πiwαβγ = cαβγ

}
, the

Dixmier-Douady class {dαβγδ} is defined by dαβγδ = (δw)αβγδ ∈ Z. In order to construct this class, we
divide Uα into Uα′ and Uα′′ as in Fig. 4, and take a trivial transition function on Uα′α′′ . Then, {dαβγδ} is
only non-trivial on Uα′α′′βγ , and the value is dα′α′′βγ = 1. Therefore, [dαβγδ] = 1 ∈ H3(S3;Z) ≃ Z14. This is
consistent with the result in Sec. IVA.

3. Minimal canonical form

For essentially normal MPSs, we can not connect them by a gauge transformation. However, By extending
the gauge transformation group to the closure of gauge orbits, Ref. [27] found that these can be connected
by generalized gauge transformations. In this section, we make a brief comment about the relation between
their and our transition functions.
First, we would like to extend the South patch by ϵ > 0, and make the intersection of the North and South

patch open. For this purpose, we define a new MPS matrices Āij
S (r, θ, ϕ, w4) as follows:

Āij
S (r, θ, ϕ, w4) =


Aij

S (r, θ, ϕ, w4) (−1 ≤ w4 ≤ 0) ,(
Aij

S (r, θ, ϕ, w4)00
√
1− w4 0

Aij
S (r, θ, ϕ, w4)10

√
1− w4 0

)
(0 ≤ w4 < ϵ) .

(A37)

Obviously, the MPS generated by Āij
S (r, θ, ϕ, w4) on w4 ∈ [0, ϵ) coincides with that of Aij

N (r, θ, ϕ, w4). Sim-

ilarly, we define new MPS matrices Āij
N (r, θ, ϕ, w4) as a restriction of Aij

N (r, θ, ϕ, w4) to 0 < w4 ≤ 1. Then,
the intersection of these patches is S2 × (0, ϵ) and this is open.

What is the transition function? The difference between the two MPS representations lies only in their
off-diagonal elements. Two such MPS give the same physical state, but cannot be connected by an ordinary
gauge transformation.

14 This quantity equivalent to the winding number
∫
d log cαβγ = 1.
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The idea proposed in [27] is to define the transition function as a convergent sequence of invertible matrices.
In this case, if we take

gk =

(
1
δk

)
(A38)

for k ∈ N and small positive number δ ∈ R>0,

gkĀ
ij
S (r, θ, ϕ, w4) g

−1
k =

(
Aij

S (r, θ, ϕ, w4)00
√
1− w4 0

δkAij
S (r, θ, ϕ, w4)10

√
1− w4 0

)
, (A39)

for 0 < w4 ≤ ϵ. Therefore,

Aij
N (r, θ, ϕ, w4) = lim

k→∞
gkĀ

ij
S (r, θ, ϕ, w4) g

−1
k . (A40)

If we use Āij
S (r, θ, ϕ, w4) instead of Aij

S (r, θ, ϕ, w4) and redo the calculations in Sec. A 2, gαβ and gαγ are

replaced by g
(k)
αβ = g

(k)
αγ = gk. Then, since

g
(k)
αβ gβγ =

(
1
δk

)(
eiϕ

e−iϕ

)
=

(
eiϕ

δke−iϕ

)
→
(
eiϕ

0

)
(A41)

and

g(k)αγ =

(
1
δk

)
→
(

1
0

)
, (A42)

Eq. (A35) is naturally reproduced in the limit k → ∞.

Appendix B: A model parametrized S1 × S2

In this section, we discuss the derivation of the MPS Eq. (B12) for the model in Sec. IVB. We also directly
calculate the Dixmier-Douady class of the MPS gerbe, and compute a topological invariant proposed in
[10, 19] without using the higher Berry curvature. As a result, we confirm that it coincides with the invariant
obtained using higher Berry curvature.
Here, we restate the model:

H(z⃗, t) :=
∑
i

t(0)(t)c†A,i(z⃗)c
†
B,i(z⃗) + t(0)(t)cB,i(z⃗)cA,i(z⃗) + t(1)(t)cB,i(z⃗)cA,i+1(z⃗) + t(1)(t)c†A,i+1(z⃗)c

†
B,i(z⃗)

+
∑
i

µ(t)c†A,i(z⃗)cA,i(z⃗) + µ(t)c†B,i(z⃗)cB,i(z⃗), (B1)

where z⃗ is a coordinate of S2 ∼ {z⃗ ∈ C2 | |z⃗| = 1}/(z⃗ ∼ zz⃗) and the parameters are given by

(t(0)(t), t(1)(t), µ(t)) =

{
(0, sin(t), cos(t)) (0 ≤ t ≤ π)

(− sin(t), 0, cos(t)) (π ≤ t ≤ 2π)
(B2)

and (
cA,i(z⃗)
cB,i(z⃗)

)
=

(
z1 z2
−z∗2 z∗1

)(
cA,i

cB,i

)
⇔

{
cA,i(z⃗) = z1cA,i + z2cB,i,

cB,i(z⃗) = −z∗2cA,i + z∗1cB,i.
(B3)
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1. MPS representations

In Ref. [28], an MPS representation of the Hamiltonian H(t) is given by

A0(t) =

(
γ(t)

0

)
, A1(t) =

(
β(t)

−α(t)

)
, B0(t) =

(
γ(t)

0

)
, B1(t) =

(
α(t)

β(t)

)
, (B4)

where

(α(t), β(t), γ(t)) =

{
(
√

sin(t/2), 0,
√
cos(t/2)) (0 ≤ t ≤ π),

(0,
√

sin(t/2),
√
− cos(t/2)) (π ≤ t ≤ 2π),

(B5)

and the ground state of H(t) is given by

|G.S.(t)⟩ =
∑

{ik=0,1},{jk=0,1}

tr
(
Ai1(t)Bj1(t) · · ·AiL(t)BjL(t)

)
|i1j1 · · · iLjL⟩ . (B6)

Here |00⟩ and |ij⟩ are defined by

cA |00⟩ = cB |00⟩ = 0, |ij⟩ = (c†A)
i(c†B)

j |00⟩ . (B7)

Since Eq. (B3) is a unitary transformation, the algebraic relation of cA,i(z⃗) and cB,i(z⃗) is the same as that
of cA,i and cB,i. Therefore the ground state of the Hamiltonian Eq. (B1) is given by the same MPS matrices
under the basis of cA,i(z⃗) and cB,i(z⃗):

|G.S.(z⃗, t)⟩ =
∑

{ik=0,1},{jk=0,1}

tr
(
Ai1(t)Bj1(t) · · ·AiL(t)BjL(t)

)
|i1(z⃗)j1(z⃗) · · · iL(z⃗)jL(z⃗)⟩ , (B8)

where |0(z⃗)0(z⃗)⟩ and |i(z⃗)j(z⃗)⟩ are defined by

|0(z⃗)0(z⃗)⟩ = |00⟩ , |i(z⃗)j(z⃗)⟩ = (c†A(z⃗))
i(c†B(z⃗))

j |00⟩ . (B9)

More explicitly,

|0(z⃗)0(z⃗)⟩ = |00⟩ ,
|1(z⃗)0(z⃗)⟩ = z∗1 |10⟩+ z∗2 |01⟩ ,
|0(z⃗)0(z⃗)⟩ = −z2 |10⟩+ z1 |01⟩ ,
|1(z⃗)1(z⃗)⟩ = |11⟩ . (B10)

By substituting Eq. (B10) in Eq. (B8), we can easily check that

|G.S.(z⃗, t)⟩ =
∑

{ik=0,1},{jk=0,1}

tr
(
Ci1,j1(z⃗, t) · · ·CiL,jL(z⃗, t)

)
|i1j1 · · · iLjL⟩ , (B11)

where

C0,0(z⃗, t) = A0(t)B0(t),

C1,0(z⃗, t) = z∗1A
1(t)B0(t)− z2A

0(t)B1(t),

C0,1(z⃗, t) = z∗2A
1(t)B0(t) + z1A

0(t)B1(t),

C1,1(z⃗, t) = A1(t)B1(t). (B12)

Unfortunately, these matrices are not in the canonical form. In the following, we compute the matrices
explicitly.
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Let Ci,j
+ (z⃗, t) be the MPS matrices in 0 ≤ t ≤ π. By substituting Eqs. (B4) and (B5) in Eq. (B12), we

obtain that

C0,0
+ (z⃗, t) =

(
cos(t/2)

0

)
,

C1,0
+ (z⃗, t) =

(
z2
√
sin(t/2) cos(t/2)

−z∗1
√
sin(t/2) cos(t/2)

)
,

C0,1
+ (z⃗, t) =

(
−z1

√
sin(t/2) cos(t/2)

−z∗2
√
sin(t/2) cos(t/2)

)
,

C1,1
+ (z⃗, t) =

(
0

sin(t/2)

)
. (B13)

To convert Eq. (B13) into a canonical form, take

X(t) :=

(√
sin(t/2) √

cos(t/2)

)
(B14)

and perform a similar transformation

Ci,j
+ (z⃗, t) 7→ C̃i,j

+ := XCi,j
+ X−1. (B15)

Note that C̃i,j
+ satisfies

∑
i

C̃i,j
+ (z⃗, t)(C̃i,j

+ (z⃗, t))† = 12, (B16)

i.e., C̃i,j
+ is in the right canonical form15. Consequently, the MPS matrices in the right canonical form are

given by

C̃0,0
+ (z⃗, t) =

(
cos(t/2)

0

)
,

C̃1,0
+ (z⃗, t) =

(
z2 sin(t/2)

−z∗1 cos(t/2)

)
,

C̃0,1
+ (z⃗, t) =

(
−z1 sin(t/2)

−z∗2 cos(t/2)

)
,

C̃1,1
+ (z⃗, t) =

(
0

sin(t/2)

)
. (B17)

We use two patches to cover the S2. We take z2 ∈ R in the North hemisphere, and take z1 ∈ R in the South
hemisphere:

(z1, z2) =

{
(eiϕ sin(θ/2), cos(θ/2)) (0 ≤ θ < π, 0 ≤ ϕ < 2π),

(sin(θ/2), e−iϕ cos(θ/2)) (0 < θ ≤ π, 0 ≤ ϕ < 2π).
(B18)

15 X(t)−1 is ill-defined at t = 0, π but Ci,j
+ (z⃗, t) gives correct ground state of H(z⃗, t).
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Let C̃i,j
+,N (z⃗, t) and C̃i,j

+,S(z⃗, t) be the MPS matrices on the North and South hemisphere,

C̃0,0
+,N (z⃗, t) =

(
cos(t/2)

0

)
, (B19)

C̃1,0
+,N (z⃗, t) =

(
cos(θ/2) sin(t/2)

−e−iϕ sin(θ/2) cos(t/2)

)
, (B20)

C̃0,1
+,N (z⃗, t) =

(
−eiϕ sin(θ/2) sin(t/2)

− cos(θ/2) cos(t/2)

)
, (B21)

C̃1,1
+,N (z⃗, t) =

(
0

sin(t/2)

)
, (B22)

and

C̃0,0
+,S(z⃗, t) =

(
cos(t/2)

0

)
, (B23)

C̃1,0
+,S(z⃗, t) =

(
e−iϕ cos(θ/2) sin(t/2)

− sin(θ/2) cos(t/2)

)
, (B24)

C̃0,1
+,S(z⃗, t) =

(
− sin(θ/2) sin(t/2)

−eiϕ cos(θ/2) cos(t/2)

)
, (B25)

C̃1,1
+,S(z⃗, t) =

(
0

sin(t/2)

)
. (B26)

Remark that

C̃i,j
+,N (z⃗, t) =

(
1
e−iϕ

)
C̃i,j

+,S(z⃗, t)

(
1
eiϕ

)
(B27)

on 0 < θ < π.
Let Ci,j

− (z⃗, t) be the MPS matrices in π ≤ t ≤ 2π. By substituting Eqs. (B4) and (B5) in Eq. (B12), we
obtain

C0,0
− (z⃗, t) =

(
− cos(t/2)

0

)
, C1,0

− (z⃗, t) = C0,1
− (z⃗, t) = 02, C1,1

− (z⃗, t) =

(
− sin(t/2)

0

)
. (B28)

These matrices are in the canonical form.

2. MPS gerbe and the Dixmier-Douady class

In this section, we construct an MPS bundle of the model H(w⃗) over S1 × S2 and determine its Dixmier-
Douady class in H3

(
S1 × S2;Z

)
. We note that a Čech representation of the Dixmier-Douady class is given

by a lift of transition functions. To this end, we first note that the MPS matrices on the north hemisphere
{Aij

N} is not global for 0 ≤ t ≤ π. In order to take a global gauge, we consider finer patches {Uα, Uβ , Uγ} in
Fig. 5. On each patch, we take the gauge as follows.

• On Uα and Uα′ , the ϕ dependence should vanish at θ = 0. Thus we take (z1, z2) = (eiϕ sin(θ/2), cos(θ/2)).
Then, the MPS representation is

Ci,j
α (z⃗, t) = Ci,j

α′ (z⃗, t) = C̃i,j
+,N (z⃗, t). (B29)

• On Uβ and Uβ′ , the ϕ dependence should vanish at θ = π. Thus we take (z1, z2) = (sin(θ/2), e−iϕ cos(θ/2)).
Then, the MPS representation is

Ci,j
β (z⃗, t) = Ci,j

β′ (z⃗, t) = C̃i,j
+,S(z⃗, t) (B30)



31

FIG. 5. The atlas of S1 × S2 with patches Uα, Uβ , Uγ , used in Appendix. In the vertical direction, a periodic
boundary condition is imposed, representing the S1 direction. The boundary of the horizontal circle is compactified
to one point, representing the S2 direction.

• On Uγ , since C
ij
− (z⃗, t) is already global, we take

Cij
γ (z⃗, t) = Cij

− (z⃗, t) . (B31)

Now, we take a global lift of the transition functions {gαβ |Cij
α = gαβC

ij
β g

†
αβ} of this MPS gerbe. Note that

on an intersection where the size of matrices changes, we take a projection of a larger transition function.

• On Uαβ , C
ij
α (z⃗, t) and Cij

β (z⃗, t) satisfy

Ci,j
α (z⃗, t) =

(
1
e−iϕ

)
Ci,j

β (z⃗, t)

(
1
eiϕ

)
(B32)

on 0 < θ < π16. Thus we take

gαβ =

(
1
e−iϕ

)
(B33)

as a lift of the transition function.

• On Uβ′γ , C
ij
β′(z⃗, t) and Cij

γ (z⃗, t) satisfy

Ci,j
β′ (z⃗, t) =

(
1
0

)
Ci,j

γ (z⃗, t)
(
1 0

)
. (B34)

Thus we take

gβ′γ =

(
1
0

)
(B35)

as a lift of the transition function.

16 The original model H(t) has U(1) symmetry, and the unitary matrix

(
1

e−iϕ

)
is the symmetry of the MPS matrices.
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• On Uα′γ , C
ij
α′(z⃗, t) and Cij

γ (z⃗, t) satisfy

Ci,j
α′ (z⃗, t) =

(
1
0

)
Ci,j

γ (z⃗, t)
(
1 0

)
(B36)

Thus we take

gα′γ =

(
1
0

)
(B37)

as a lift of the transition function.

• On Uβγ , C
ij
β (z⃗, t) and Cij

γ (z⃗, t) satisfy

pβC
i,j
β (z⃗, t)pβ =

(
0
1

)
Ci,j

γ (z⃗, t)
(
0 1

)
. (B38)

Thus we take

gβγ =

(
0
1

)
(B39)

as a lift of the transition function.

• On Uαγ , C
ij
α (z⃗, t) and Cij

γ (z⃗, t) satisfy

pαC
i,j
α (z⃗, t)pα =

(
0
1

)
Ci,j

γ (z⃗, t)
(
0 1

)
. (B40)

Thus we take

gαγ =

(
0
1

)
(B41)

as a lift of the transition function.

• On Uαα′ and Uββ′ , the MPS matrices are glued trivially. Thus we can take

gαα′ = gββ′ = gαβ′ = gα′β = 12. (B42)

Finally, we identify the Dixmier-Douady class of this bundle. On Uα′β′γ ,

gα′β′gβ′γ = gα′γ . (B43)

Thus cα′β′γ = 1. On Uαβγ around t = π,

pαgαβpβ g̃βγ = e−iϕg̃αγ . (B44)

Here, {pα} is the projection onto the normal mart. Thus cαβγ = e−iϕ on Uαβγ . By taking a R-lift {wαβγ}
of {cαβγ}, i.e., taking {wαβγ} such that

{
e2πiwαβγ = cαβγ

}
, the Dixmier-Douady class {dαβγδ} is defined by

dαβγδ = (δw)αβγδ ∈ Z. In order to construct this class, we divide Uγ into Uγ′ and Uγ′′ as in Fig.6. and
take a trivial transition function on Uγ′γ′′ . Then, {dαβγδ} is only non-trivial on Uαβγ′γ′′ , and the value is
dαβγ′γ′′ = −1. Therefore, [dαβγδ] = −1 ∈ H3(S1 × S2;Z) ≃ Z17. This is consistent with the result in Sec.
IVB.
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FIG. 6. The calculation of the Dixmier-Douady class. The gray area represents the holes, and the surface represents
the constant plane at t = 0. The outer spherical shell represents the constant plane at t = π, and outside of it, the
patch Uγ extends. Although not depicted in the figure, there is an even larger spherical shell outside that corresponds
to t = 2π, and reflecting the periodicity in the t direction, this shell connecting to the inner spherical shell of the hole.
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