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We consider families of invertible many-body quantum states in d spatial dimensions that are
parameterized over some parameter space X. The space of such families is expected to have topo-
logically distinct sectors classified by the cohomology group Hd+2(X;Z). These topological sectors
are distinguished by a topological invariant built from a generalization of the Berry phase, called the
higher Berry phase. In the previous work [1], we introduced a generalized inner product for three
one-dimensional many-body quantum states, (“triple inner product”). The higher Berry phase for
one-dimensional invertible states can be introduced through the triple inner product and further-
more the topological invariant, which takes its value in H3(X;Z), can be extracted. In this paper,
we introduce an inner product of four two-dimensional invertible quantum many-body states. We
use it to measure the topological nontriviality of parameterized families of 2d invertible states. In
particular, we define a topological invariant of such families that takes values in H4(X;Z). Our
formalism uses projected entangled pair states (PEPS). We also construct a specific example of
non-trivial parameterized families of 2d invertible states parameterized over RP 4 and demonstrate
the use of our formula. Applications for symmetry-protected topological phases are also discussed.
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I. INTRODUCTION

Invertible states are states realized as the unique ground states of gapped Hamiltonians. A notable subclass
of invertible states is symmetry-protected topological (SPT) phases. In the absence of symmetry conditions,
these states are trivial and are continuously deformable to, e.g., a product state. On the other hand, when
subjected to a set of symmetry conditions, they acquire a distinct topological nature and are separated from
trivial states by a quantum phase transition [2–10].
More generally, one can consider a family of invertible states that depend continuously on some param-

eter(s) x, {|ψ(x)⟩ : invertible state |x ∈ X}, where X represents the parameter space. We refer to such a
family as invertible states over X or invertible states parameterized by X. In simple cases, a parameterized
family of invertible states can be viewed as an adiabatic process, that can be topologically non-trivial. A clas-
sic example is the Thouless pump [11], which is a topologically non-trivial adiabatic process that transports
quantized charges.
Considering families of invertible states is also useful in developing a systematic classification of invert-

ible states. According to Kitaev’s conjecture, the classification of such states is provided by a generalized
cohomology theory [12]. From general and mathematical considerations using relativistic field theories, the
classification of interacting invertible states is expected to be given by a generalized cohomology known as
the Anderson dual of bordism theory. Partial proofs supporting this idea have been provided [13]. However,
it is worth noting that the classification of invertible states realized as lattice systems does not necessarily
have to coincide with the classification expected from quantum field theory. A recent work [14] has pointed
out the existence of classes that deviate from the classification by the Anderson dual of bordism theory in
2 + 1-dimensional fermion systems.
This paper focuses on topologically non-trivial families of invertible states in dimensions higher than

two. In particular, we aim to construct a systematic method for computing the topological invariants of such
families. The space of families of d-dimensional invertible states parametrized by X has topologically distinct
sectors classified by Hd+2(X;Z). This class is distinguished by the higher Berry phase, or more precisely
the topological invariants built from the higher Berry phase, which has been actively studied recently as a
generalization of the regular Berry phase – see, e.g., [15–27]. However, the explicit construction of the higher
Berry phase, in terms of many-body wave functions in particular, is not known completely. In our previous
paper [1], we introduced a generalized inner product (or multi-wave function overlap) of three 1d many-body
states to measure the nontriviality and construct the invariant which takes its value in H3(X;Z). In this
paper, we introduce an inner product of four 2d states and try to measure the nontriviality in H4(X;Z).

We do so by using tensor networks, more specifically, projected entangled pair states (PEPS). Tensor
networks are a versatile framework to study various problems in many-body quantum physics [10]. Recent
works also demonstrate that tensor networks can capture higher geometric structures, such as the higher
Berry phase, encoded in many-body quantum wavefunction [1, 22, 28–31]. In our previous work [1], we used
the matrix product state (MPS) representation of (1+1)-dimensional invertible states and introduced the
triple inner product. The triple inner product assigns a complex number for three invertible states (MPS) in
(1+1) dimensions and allows us to extract the higher Berry phase. Furthermore, as a mathematical structure
that underlies the higher Berry phase, we constructed and identified a gerbe on X for a parameterized family
of (1+1)-dimensional invertible states. Here, a gerbe can be thought of as a generalization of a complex line
bundle, which underlies the description of the regular Berry phase. See Ref. [30] that also associates a gerbe
to a parameterized family of MPS over X. The subsequent work [29] provides a formulation for the higher
Berry curvature using MPS, and also demonstrated numerical evaluations of the Berry curvature using the
density matrix renormalization group (DMRG).
Specifically, following Ref. [1], we introduce a generalized inner product for four PEPS, which we refer to

as ”quadruple inner product”, and demonstrate that we can extract the higher Berry phase. Additionally,
we will argue (with some caveats) that the underlying mathematical structure is a 2-gerbe – similarly to how
gerbes are higher generalizations of complex line bundles, 2-gerbes are generalizations of gerbes. While our
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FIG. 1. (a) Taking the triple inner product of three matrix product states {Ai
α}, {Ai

β} and {Ai
β}. (b) The triple

inner product in which the virtual legs at spatial infinities are contracted with the left and right eigenvectors (fixed
points) ΛL

αβ , Λ
R
αγ and ΛR

γβ of the mixed transfer matrices.

primary focus will be on (2+1)-dimensional PEPS, we anticipate that generalizations to higher dimensions
should be possible.

The paper is organized as follows: the remaining part of this section (Sec. IA) provides an overview of the
construction of the triple inner product of MPS and outline its higher-dimensional generalization, serving as
an instructive guide for the subsequent detailed construction. Section II delves into a specific class of PEPS,
the semi-injective PEPS, to implement the ideas sketched in Sec. IA. Our formula for the quadruple inner
product and the higher Berry phase, written in terms of various fixed point tensors, is summarized in Eq.
(22) in Sec. II A. Also, at the end of Sec. IIA, we outline two applications; the topological invariants of SPT
phases and the higher Berry phase associated with parameterized invertible states. Specifically, when applied
to (2+1)d SPT phases protected by symmetry G, we can use the quadrupole inner product to extract the
topological invariants of SPT phases valued in H3(G,U(1)). In the SPT context, our formulation is closely
related to [32] and other prior works [33–39]. In the subsequent section Sec. II B, we provide the rationale
behind our formula and prove various claims that are necessary to establish the formula. In Sec. III, we
discuss concrete models that realize non-trivial SPT phases. For the example, we show that the higher Berry
phase is given by the group cohomology phase (3-cocycle) of the SPT phases. In Sec. IV, we present a
concrete model parametrized over RP 4 and show, using the quadruple inner product, that it is characterized
by a non-trivial topological invariant. Finally in Sec. V, we identify a proper mathematical structure that
describes parameterized (2+1)d invertible states and the higher Berry phase. We conclude in Sec. VI.

A. Physical Intuition

Previous works studied the higher Berry phase for (1+1)d many-body states using MPS. In this paper, we
consider (2+1)d many-body states and their higher Berry phase using PEPS. The motivation and intuition
behind our construction of the quadruple inner product and the higher Berry phase can be best described
by reviewing their (1+1)d counterparts.

To set the stage, we consider a family of MPS with MPS matrices {Ai(x)}i=1,...,D parameterized by x ∈ X,
where X is the parameter space. (Here, i = 1, . . . ,D represents physical degrees of freedom and indices for
the auxiliary (internal) are implicit here – see Ref. [1] for our notations.) We assume that our MPS tensors
are normal,

∑
iA

iAi† = 1, and work with the right canonical gauge. As shown in Ref. [1], the higher Berry
phase for the family, and the topological invariant (the Dixmier-Douady class) can be extracted from a certain
overlap of three MPS as follows. We consider an open covering of X, {Uα}. On each patch, we have MPS,
{Ai

α(x)}. When two patches overlap, two MPS {Ai
α(x)} and {Ai

β(x)} represent the same physical state. The
fundamental theorem of injective MPS then asserts that these two MPS are related to each other by a gauge

transformation, Ai
α(x) = gαβ(x)A

i
β(x)g

†
αβ(x). Now, at the triple intersection, Uαβγ := Uα ∩ Uβ ∩ Uγ , we

consider three MPS, {Ai
α(x)}, {Ai

β(x)} and {Ai
γ(x)}, representing the same physical state, and consider the

triple inner product, defined schematically in Fig. 1(a). To make the definition precise, however, we need to
address two issues. First, we need to specify how virtual bonds at the ends of the chain are contracted, i.e.,
there are remaining legs at the interface between the two states. Otherwise, Fig. 1 represents an operator
rather than a number. Second, we must address a conceptual concern: as we are interested in intrinsic
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FIG. 2. (a) A PEPS tensor with one physical and four auxiliary bonds. (b) The PEPS representation of a (2+1)d
invertible state. (c) A transition MPO is an eigen MPO for the mixed transfer matrix made of two PEPS Ai

α and
Ai

β . Here, the two PEPS are contracted by their physical bonds (not shown explicitly).

FIG. 3. The quadruple inner product for four PEPSs (here represented as 2d ”sheets”) defined by gluing four PEPSs
as illustrated above. (a) Four PEPSs from different patches at the quad intersection Uαβγδ. The physical indices (not
shown explicitly) are contracted such that the four PEPSs are glued with each other. (b) For a pair of PEPS, we
can define an eigen MPO Oαβ , that can be used to contract indices of PEPS as in (c). (d) The three-leg tensor can
contract indices at the intersection where three MPO meet.

quantities to many-body quantum states, the higher generalization of the inner product and the Berry phase
must make sense in the thermodynamic limit. These can be addressed simultaneously by contracting the
virtual legs using the left or right fixed point of the mixed transfer matrix [Fig. 1(b)]. Using the eigenvalue
equation, we can regard this diagram as the overlap of three infinite systems. This quantity is called the
triple inner product, and using it, we can compute the higher Berry phase for (1+1)d systems. Recalling
that the regular Berry phase for (0+1)d quantum systems can be computed from the inner product of two
states, the above generalization for (1+1)d systems can be considered extremely natural.
Following this line of thought, we expect that the higher Berry phase in general dimensions can be computed

by considering d-fold inner products of (d + 1)d quantum states. Let us now turn to the (2+1)d case and
consider PEPS {Ai(x)} parameterized over X. Throughout the paper, we consider PEPS tensors with one
physical bond and four auxiliary bonds (Fig. 2). Paralleling the (1+1)d case, it is natural to consider the
overlap of four physically equivalent states in different gauges at an intersection Uαβγδ := Uα ∩Uβ ∩Uγ ∩Uδ

as in Fig. 3. There, as in the (1+1)d case, the physical indices of the PEPS are contracted ”partially” with
others. I.e., the physical indices of {Ai

α} in the first quadrant are contracted with the physical indices of
{Ai

β} in the third quadrant, etc. As in the (1+1)d case, there are remaining legs (bonds) at the boundaries
of the PEPS networks. They need to be properly contracted such that the inner product is well-defined for
the many-body states (PEPS) in the thermodynamic limit.
First, let us consider the dangling bonds at the interface where two PEPS networks meet. Much the

same way with the (1+1)d case, we consider the mixed transfer matrix at the intersection Uα ∩ Uβ = Uαβ

as depicted in Fig. 2(c). Here, we assume the transfer matrix has a unique maximal eigenvalue 1 and the
corresponding eigenvector is given as a matrix product operator (MPO). Moreover, we assume that MPO
tensors do not depend on the number of sites in the interface direction 1. This MPO is a higher-dimensional

1 These are naive guesses intended to give an explanation of the idea for constructing invariants, and we should mention that
they are too strong assumptions. When we actually construct the invariants in Sec. ??, we will relax the eigenvalue equations
related to the transfer matrix and avoid these difficulties.
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FIG. 4. (a) The fixed point condition for the three-leg tensor and (b) the higher Berry phase.

analog of the transition functions, denoted as gαβ(x), in (1+1)d case. We will call it a transition MPO and
denote it as Oαβ . By using the property of the fixed point, we can implement the thermodynamic limit in
the bulk direction, i.e., the direction orthogonal to the interface.
In addition to the interface (the orange part) between the two PEPS networks, it is evident that there is

”an interface of the interface” (the blue part in Fig. 3). At this point, the three virtual legs of the MPO, Oαβ ,
Oβγ and Oαγ , say, meet with each other. We need an appropriate tensor so that we can contract the legs. We
thus postulate the existence of a three-leg tensor Λαβγ for triple intersection Uαβγ . Furthermore, similarly to
the transition MPO Oαβ that satisfies the fixed point condition, it is natural to require the three-leg tensor
to satisfy a fixed point condition such that we can take the thermodynamic limit in the directions along the
double interfaces between two PEPS networks. Specifically, we require the ”higher eigen equation” as in Fig.
4(a). We will adopt this as the defining condition of the three-leg tensor. (More generically, the eigenvalue
can be a complex number of modulus one. The phase basically is the Dixmier-Douady class that appeared
above when we considered three MPS. For now, we assume such ”lower invariant” vanishes for simplicity.)
By using these tensors, we can contract all the remaining legs in Fig. 3. Furthermore, we can use the

eigenequations (fixed point conditions) to annihilate physical sites, and then reduce the diagram Fig. 3(d) to
the tetrahedral diagram made of four 3-leg tensors as Fig. 4(b). This completes the sketch of the construction
of the higher Berry phase (and the topological invariant built from the higher Berry phase) from PEPS. Note
however that in the above construction, we assume the existence of various tensors. It is necessary to
clarify these points. In the next section, we will describe our construction using semi-injective PEPS [32] to
concretely implement this idea. 2

Finally, to see why these are natural objects to consider, and how these objects need to be combined, it is
good to compare with the (1+1)d case. In (1+1)d, we assign an MPS |{Ai

α}⟩ for Uα, |{Λαβ}⟩ for Uαβ , and
a U(1) phase cαβγ for Uαβγ , respectively. Here, |{Λαβ}⟩ or simply Λαβ represents ”mixed gauge” MPS. In
mathematical terms, |{Λαβ}⟩ is a line bundle (one-dimensional Hilbert space) assigned for the intersection
Uαβ . The U(1) phase cαβγ is the higher Berry phase. In (2+1)d, we need to consider a ”higher” version. We
assign a PEPS |{Ai

α}⟩ for Uα, an MPO Oαβ for Uαβ , a three-leg tensor Λαβγ for Uαβγ , and a U(1) phase
cαβγδ for Uαβγδ. Roughly, the three-leg tensor Λαβγ is an analog of Λαβ in (2+1)d, and the U(1) phase cαβγδ
is the higher Berry phase we are looking for. Note that at the double intersection Uαβ we assign an MPO,
which can be thought of as an MPS over Uαβ , and if so, we are essentially putting a gerbe at the intersection
Uαβ . This is a generalization of a gerbe, just like a gerbe is a generalization of a line bundle. We will discuss
the mathematical structure behind the construction of our invariant in Sec. V.

II. THE HIGHER BERRY PHASE FOR (2+1)D SYSTEMS

A. Preliminaries

In this section, we will materialize the idea sketched above by using a class of PEPS, the so-called semi-
injective PEPS [32]. We begin by reviewing necessary backgrounds and notations; MPO, semi-injective
PEPS, and transfer matrices.

2 In this section and in this figure, we denote the three-leg tensor simply by Λαβγ . However, as we will see in the later sections,
we need various types of three-leg tensors for the precise construction.
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FIG. 5. The setup for semi-injective PEPS. (a) The unit cell; (b) the invertible operator O; (c) the full-rank state
|ϕ⟩; (c) the semi-injective PEPS (|ϕ⟩, O).

1. MPO

Matrix product operators (MPO) are central objects in our discussions. They are defined by a set of
matrices (tensors) {Bij}Di,j=1. Here, i, j = 1, · · · ,D are “physical” indices representing, e.g., physical spin

degrees of freedom. In addition, the tensors {Bij}Di,j=1 carry “virtual” indices (not shown explicitly). The

dimension of the virtual space (“bond dimension”) is denoted by χ. We use OL[{Bij}] to denote the MPO
of length L that is generated by the MPO tensors {Bij}Di,j=1. To be concrete, we consider periodic boundary
conditions, although it is possible to discuss other boundary conditions. When there is no confusion, we shall
call both {Bij}Di,j=1 and OL[{Bij}] MPO. We recall that MPS (MPO) matrices are said to be normal when
the corresponding transfer matrix has a unique largest eigenvalue. We also note that any injective matrices
are proportional to normal matrices. Conversely, any normal matrices become injective after blocking.

2. Semi-injective PEPS

Semi-injective PEPS, introduced in Ref. [32], is a type of PEPS that can represent a wide class of (2+1)d
invertible states including ground states of symmetry-protected topological (SPT) phases. To introduce
semi-injective PEPS, let’s consider a square lattice, where each unit cell consists of four sites [Fig. 5(a)].
At each site within a unit cell, we assign a physical quantum mechanical degree of freedom (”spin”) with
local Hilbert space. The dimensions of the local Hilbert space can be different from site to site. The total
Hilbert space is constructed from the local Hilbert spaces, by arranging the local degrees of freedom in a
translationally symmetric manner. With this setup, a semi-injective PEPS is defined by two data (|ϕ⟩ , O).
Here, |ϕ⟩ is a state defined on each 4-site system as in Fig. 5(c) with full rank reduced density matrix. O is
an invertible operator that acts on the four corners of four adjacent squares, as in Fig. 5(b). By using these
data, a semi-injective PEPS generated by (|ϕ⟩, O) is defined as in Fig. 5(d).

What is important for us is the fundamental theorem of semi-injective PEPS. Let us now consider two
semi-injective PEPS, (|ϕα⟩, Oα) and (|ϕβ⟩, Oβ), that generate the same physical state. Then, the fundamental
theorem of semi-injective PEPS states that they are related by an invertible MPO acting on their auxiliary
indices [32]. We shall call the MPO a transition MPO. (Recall also Fig. 2 (c).) In the following, we denote

the MPO matrices (tensors) that generate the transition MPO as {Bij
αβ}Di,j=1. Also, OL[{Bij

αβ}] denotes the
corresponding MPO of length L that is generated by the MPO tensors {Bij

αβ}Di,j=1. Furthermore, without

losing generality, the fundamental theorem asserts that we can take {Bij
αβ}Di,j=1 as normal matrices (tensors).
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3. Key Propositions and the Unitarity Assumption

In the construction of the quadruple inner product, various quantities are realized as fixed points of the
transfer matrix. The following claim proves useful in this context3.

Proposition 1.

Let {Bij
1 }Di,j=1, ..., {B

ij
k }Di,j=1 be normal MPO matrices and assume that the composition of all the

MPO is proportional to the identity MPO. That is, there exists an invertible complex number c ∈ C× such
that

OL[{
∑

j2,...,jk

Bj1j2
1 ⊗ · · · ⊗B

jkjk+1

k }] = cLOL[{δj1jk+1}] (1)

for all L ∈ N. Then, the spectrum of the k-transfer matrix

T (k)[B1, ..., Bk] :=
1

cD

∑
j1,...,jk

Bj1j2
1 ⊗ · · · ⊗Bjkj1

k , (2)

acting on M ∈ Cχ1···χk as

B1
B2

Bk

· M := , (3)

is {0, 1} and the eigenvalue 1 is nondegenerate. In this diagram, black dots at the ends of vertical bonds
mean that the physical indices at the top and the bottom are contracted together.

Proof. By taking the vertical trace of Eq. (1), we obtain Tr[(T (k))L] = 1. Here, Tr is the horizontal trace
originating from PBC. Let {ξi} be the spectrum of T (k). Then, the above equation turns out to be

∑
i ξ

L
i = 1

for any L. This equation implies that one of the ξi, say ξ1, is 1 and the others are 0.

In the following, we often use this proposition for k = 2 and 3.

As mentioned in Sec. II A 2, while a transition MPO is guaranteed to be normal (and hence invertible), it
is not necessarily an MPU. In our construction of the higher Berry phase below, however, this invertibility,
which holds when an MPO is an MPU, plays a crucial role. Therefore, we will further assume transition
MPO are MPU. 4 This can be rationalized by recalling the (1+1)d case. There, the transition functions (gαβ)
defined for physically equivalent normal MPS matrices are invertible but not necessarily unitary. However,
it is possible to make the transition functions unitary by performing a partial gauge fixing known as the
canonical form [40]. While the existence of such a canonical form for PEPS is not known at present, it is
expected that a similar gauge fixing exists, allowing us to transform the transition MPO into an MPU. We
also note that in the context of SPT phases, their classification does not change upon restricting ourselves to
the case where the transition MPO is an MPU. 5 For these reasons, we will assume henceforth that transition
MPO are MPU.

For an MPO that is an MPU, the following proposition holds true:

3 We would like to thank Norbert Schuch for teaching us the proposition and its proof.
4 When an MPO is an MPU, it is guaranteed that its transfer matrix has an invertible fixed point.
5 In fact, when considering the classification of SPT phases, the invariants using MPO take values in H3(G;C×), and when
they have an MPU, they take values in H3(G; U (1)), but the two cohomologies are known to be mathematically isomorphic.
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Proposition 2.

Let {Bij
1 }Di,j=1, ..., {B

ij
k }Di,j=1 be normal MPU matrices and assume that the composition of

{Bij
1 }Di,j=1, ..., {B

ij
k−1}Di,j=1 is proportional to the MPO generated by {Bij

k }Di,j=1. That is, there exists

an invertible complex number c ∈ C× such that

OL[{
∑

j2,...,jk−1

Bj1j2
1 ⊗ · · · ⊗B

jk−1jk
k−1 }] = cLOL[{Bj1jk

k }] (4)

for all L ∈ N. Then,
(i) the spectrum of the (k − 1, 1)-transfer matrix

T (k−1,1)[B1, ..., Bk−1;Bk] :=
1

cD

∑
j1,...,jk

Bj1j2
1 ⊗ · · · ⊗B

jk−1jk
k−1 ⊗Bj1,jk†

k (5)

with respect to the right action on M ∈ Cχ1···χk−1 ⊗ Cχk∗ defined as

B1
B2

Bk−1

B†
k

·
M

:= (6)

is {0, 1} and the eigenvalue 1 is nondegenerate. Here, Bij† represents the hermitian conjugation of (Bij)ab
with respect to the virtual legs a, b, (Bij†)ab = (Bij)∗ba.
(ii) the spectrum of the (k − 1, 1)-transfer matrix

T (k−1,1)[B1, ..., Bk−1;Bk] :=
1

cD

∑
j1,...,jk

Bj1,jk†
k ⊗Bj1j2

1 ⊗ · · · ⊗B
jk−1jk
k−1 (7)

with respect to the left action on M ∈ Cχ1···χk−1 ⊗ Cχk∗ defined as

B1
B2

Bk−1

B†
k

·
M

:= (8)

is {0, 1} and the eigenvalue 1 is nondegenerate.

Since T (1,1)[B1;B2] is nothing but the usual mixed transfer matrix [41] for the normal MPU matrices {Bij
1 }

and {Bij
2 }, the fixed point of T (1,1)[B1;B2] is invertible.

4. The Definition of the Quadruple Inner Product

With these preliminaries, our definition of the quadruple inner product of four quantum states can be
summarized as follows in terms of the fixed points of 2- and 3-transfer matrices. Let |ψα⟩, |ψβ⟩, |ψγ⟩ and
|ψδ⟩ be physically identical states and assume that they admit the semi-injective PEPS representation. For

each pair of these states, we obtain the set of transition MPO tensors {Bij
αβ}. As we mentioned in Sec. IIA 3,
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we assume that the MPO {OL[{Bij
αβ}]} are MPU. By using this assumption, OL[{Bij

αβ}]−1 = OL[{Bij
αβ}]† =

OL[{Bji∗
αβ }].

For each pair of these states, |ψα⟩ and |ψβ⟩, say, we have two transition MPU generated by {Bij
αβ} and

{Bij
βα}. By the fundamental theorem for semi-injective PEPS, we can show that

OL[{
∑
k

Bik
αβ ⊗Bkj

βα}] = (c2)
LOL[{δij}], (9)

for some c2 ∈ C×. This equation implies that

OL[{Bij
βα}] = (cαβ)

LOL[{Bij
αβ}]

−1 = (cαβ)
LOL[{Bji∗

αβ }], (10)

that is, {Bij
βα} and {Bji∗

αβ } are gauge equivalent. Therefore, we can take the gauge in which the MPO matrices
satisfy

Bij
βα = Bji∗

αβ . (11)

Since Eq. (9) holds, we can define the 2-transfer matrix

T
(2)
αβ := T (2)[Bαβ , Bβα], (12)

and apply Prop. 1. Let Λ
R(2)
αβ (resp. Λ

L(2)
αβ ) denote the right (resp. left) fixed point of T

(2)
αβ .

For each triplet of these states, say |ψα⟩, |ψβ⟩ and |ψγ⟩, we have three transition MPU generated by {Bij
αβ},

{Bij
βγ} and {Bij

γα}. By the fundamental theorem for semi-injective PEPS, we can show that

OL[{
∑
k

Bik
αβ ⊗Bkj

βγ}] = cL3OL[{Bij
αγ}], (13)

for some c3 ∈ C×. Thus we can define the (2, 1)-transfer matrix

T
R(2,1)
αβγ := T (2,1)[Bαβ , Bβγ ; Λ

R
αγBαγ(Λ

R
αγ)

−1], (14)

and apply Prop. 2. Here, ΛR
αγ is the unique right fixed point of the transfer matrix T (1,1)[Bαγ ;Bαγ ]. Note

that although the phase of ΛR
αγ is indeterminate from the fix point equation, T

R(2,1)
αβγ does not depend on the

choice of the phase factor. Let Λ
R(3)
αβγ denote the right fixed point of T

R(2,1)
αβγ . Similarly, we can define the left

(2, 1)-transfer matrix

T
L(2,1)
αβγ := T (2,1)[Bαβ , Bβγ ; (Λ

L
αγ)

−1BαγΛ
L
αγ ], (15)

and apply the Prop. 2. Here, ΛL
αγ is a unique left fixed point of the transfer matrix T (1,1)[Bαγ ;Bαγ ]. Note

that although the phase of ΛL
αγ is indeterminate from the fix point equation, T

L(2,1)
αβγ does not depend on the

choice of the phase factor. Let Λ
L(3)
αβγ denote the left fixed point of T

L(2,1)
αβγ .

Now, we have the fixed point tensors {ΛR(2)
αβ ,Λ

L(2)
αβ }αβ for each pair, and {ΛR(3)

αβγ ,Λ
L(3)
αβγ }αβγ for each triplet.

Since these tensors are constructed as the fixed points of the transfer matrices, there is an ambiguity as to

how the phases are assigned. In particular, the phases of Λ
L(2)
αβ and Λ

R(2)
αβ (as well as those of Λ

L(3)
αβγ and

Λ
R(3)
αβγ ) can be determined independently. However, we note the following proposition: 6

6 In the following, we will denote the fixed point tensor as a white box.
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Proposition 3.

We define the inner product of Λ
L(2)
αβ and Λ

R(2)
αβ as

(Λ
L(2)
αβ ,Λ

R(2)
αβ ) := Λ

L(2)
αβ Λ

R(2)
αβ (16)

and the inner product of Λ
L(3)
αβγ and Λ

R(3)
αβγ as

(Λ
L(3)
αβγ ,Λ

R(3)
αβγ ) :=

Λ
L(2,1)
αβγ Λ

R(2,1)
αβγ . (17)

Then, they are non-zero complex numbers.

Using Prop. 3, once we chose the phase of the right fixed points, we can determine the phase of the left
fixed point such that the inner product is 1. We will show this proposition in Sec. II B

For the quartet of states |ψα⟩, |ψβ⟩, |ψγ⟩ and |ψδ⟩, we can also show that

OL[{
∑
k,l,m

Bik
αβ ⊗Bkl

βγ ⊗Blm
γδ ⊗Bmj

δα }] = cL4OL[{δij}] (18)

for some complex number c4 ∈ C×. Thus we can define a 4-transfer matrix

T
(4)
αβγδ := T (4)[Bαβ , Bβγ , Bγδ, Bδα]. (19)

Finally, by using these tensors, we define the quadruple inner product as follows:
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Definition 1.

For physically identical four states |ψα⟩, |ψβ⟩, |ψγ⟩ and |ψδ⟩, (i) we define N1
αβγδ ∈ N as a minimal

natural number such that  −
δij


N1

αβγδ

= 0, (20)

and define N2
αβγδ ∈ N as a minimal natural number such that

 −

δij


N2
αβγδ

= 0. (21)

(ii) we define the quadruple inner product of them as

cαβγδ =

Λ
L(2)
αδ

Λ
L(3)
αβδ

Λ
L(3)
βγδ

Λ
R(2)
αγ

Λ
R(3)
αβγ

Λ
R(3)
αγδ

, (22)

where the number of vertical lines is min(N1
αβγδ, N

2
αβγδ).

Viewing the three-leg tensors as vertices, Eq. (22) can be regarded as a tetrahedron as in Fig. 4(b) with some
additional tensors. For Eq. (22) to serve as a valid definition of the quadruple inner produce and the higher
Berry phase, it must have certain properties. In fact, we can show:

Proposition 4.

Let |ψα⟩, |ψβ⟩, |ψγ⟩ and |ψδ⟩ be physically identical four states, and let cαβγδ be the quadruple in-
ner product of them. Then,
(i) N1

αβγδ and N2
αβγδ are finite natural number.

(ii) cαβγδ is a non-zero complex number.
(iii) For physically identical five states |ψα⟩, |ψβ⟩, |ψγ⟩, |ψδ⟩ and |ψη⟩, {cαβγδ} satisfies the cocycle condition

cαβγδc
−1
αβγηcαβδηc

−1
αγδηcβγδη = 1. (23)

(iv) Under the redefinition of the phase

Λ
R(3)
αβγ 7→ λαβγΛ

R(3)
αβγ , Λ

L(3)
αβγ 7→ λ−1

αβγΛ
L(3)
αβγ , (24)

the quadruple inner product cαβγδ changes as

cαβγδ 7→ cαβγδλαβγλ
−1
αβδλαγδλ

−1
βγδ. (25)

We will show this proposition in Sec. II B.
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This concludes our construction of the quadruple inner product and the higher Berry phase. Furthermore,
by using this proposition, we can construct a topological invariant of (families of) invertible states. We
provide an outline of this construction and conclude this section.

Application 1: SPT invariant
Let’s consider the case where a semi-injective PEPS |A⟩ = (|ϕ⟩A , OA) is invariant under an onsite
unitary G-symmetry U(g)g∈G for some finite group G. If the state is defined on a closed surface

(e.g. 2-dimensional torus), it is completely identical before and after the action of the symmetry.
However, G action has a non-trivial effect on the virtual Hilbert space in general. Let |Ag⟩ be a semi-
injective PEPS. Let’s denote the state obtained by acting the symmetry U(g) on |A⟩ by |Ag⟩, that is,
|Ag⟩ := (|ϕ⟩A , U(g)OA). Because of the symmetry, {|Ag⟩}g∈G represent identical states and we can
evaluate the quadruple inner product for any quadruple states taken from {|Ag⟩}g∈G:

cghkl := quadruple inner product of |Ag⟩ , |Ah⟩ , |Ak⟩ and |Al⟩ . (26)

From Prop. 4, we see that cghkl defines an element [cghkl] of the group cohomology H3(G;C×). It is
known that the classification of 2-dimensional SPT phases with G symmetry is given by H3(G;C×)
[4, 6] and the quadruple inner product is an invariant for SPT phases.

Application 2: higher Berry phase
Let’s consider a family of gapped Hamiltonians over a parameter space X and assume that the ground
states admit semi-injective PEPS representations. Though the parent Hamiltonian is parametrized over
X, in general, we cannot have global parameterization of ground states. For example, if the ordinary
Berry phase is nontrivial, we cannot take a global phase fixing of the state. Similarly, the quadruple
inner product measures the higher obstruction to take a global PEPS expression of the family. In the
next section, we will explain this point using a concrete model.

Let {Uα} be an open covering of the parameter space X, and we take a semi-injective PEPS represen-
tation |Aα(x)⟩ (x ∈ Uα) for each patch. Then, for each point of quadruple intersection x ∈ Uαβγδ :=
Uα ∩Uβ ∩Uγ ∩Uδ, we have physically identical semi-injective PEPS, |Aα⟩, |Aβ⟩, |Aγ⟩ and |Aδ⟩. Thus,
we can evaluate the quadruple inner product of them:

cαβγδ := quadruple inner product of |Aα⟩, |Aβ⟩, |Aγ⟩ and |Aδ⟩. (27)

From Prop. 4, we see that cαβγδ defines an element [cαβγδ] of the Čeck cohomology H3(X; sh(C×)) ≃
H4(X;Z). It is known that the higher Berry phase of 2-dimensional invertible states takes its value in
H3(X; sh(C×)) ≃ H4(X;Z), and this implies that the quadruple inner product detects the higher Berry
phase. We will carry out an explicit computation of the invariant in Sec. IV for the model parametrized
by RP 4.

These two applications of the quadruple inner product are related as follows. The basic idea is that SPT
ground states (Hamiltonians) may be realized at particular, special locations of some parameter space X.
While generic invertible states in a given family may not respect any symmetry, symmetry enhancement can
happen at these special points. In the field theory context, it is known that various SPT phases can be
realized as a gapped phase of a quantum non-linear sigma model [34, 42, 43].
In the SPT context, the gauge degrees of freedom of PEPS tensors we discussed are closely related to the

symmetry protecting SPT phases. While the symmetry leaves SPT ground states invariant, PEPS tensors
undergo a gauge transformation. Thus, for the SPT models, invertible states in different gauge choices can
be obtained by acting with the symmetry. More precisely, while the symmetry action does not change the
state in the bulk, it can be implemented non-trivially on virtual bonds and on a boundary as non-onsite
symmetry; on the boundary, the symmetry operator is given by an MPU. Furthermore, this means that the
eigen MPO of the mixed transfer matrix discussed above are given by boundary symmetry unitary of the
SPT phase.
Ref. [32] extracted a 3-cocycle from G-symmetric semi-injective PEPS, and showed that it is an SPT

invariant. In terms of the detection of SPT phases, the quadruple inner product and the invariants in Ref.
[32] are exactly the same quantity. Therefore, the quadruple inner product can be used as an invariant for
SPT phases with general G symmetry.
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B. The Construction of the Higher Berry Phase

In this section, we will show Props. 3 and 4. To this end, we first introduce and review the concept of
reduction, which proves useful to construct the fixed points of various transfer matrices. We will then read
off the higher Berry phase as the phase that arises in the different constructions of fixed point tensors.

1. Reduction

The concept of reduction, introduced in [32], is defined as an isometry connecting MPS or MPO of different
virtual dimensions. For example, let us consider three different MPO, {Bij}Di,j=1, {Cij}Di,j=1 and {Dij}Di,j=1.

Then, the set of isometries V,W and phase c ∈ C× satisfying

V (
∑
j

Bi1j ⊗ Cjk1) · · · (
∑
j

Binj ⊗ Cjkn)W = (c)nDi1j1 · · ·Dinjn , (28)

for any n ∈ N is a reduction from {
∑

j B
ij ⊗ Cjk}Di,k=1 to {Dij}Di,j=1. We call W and V the right and left

reductions, respectively. Let us also recall the following theorem regarding the redundancy of reductions:

Theorem 1. (Them. 22 of [32])

Let V,W and Ṽ , W̃ be two reductions from Xi to a normal tensor Y i. Let N0 be the maximal
nilpotency length of both reductions. Then there exists λ ∈ C such that

V Xi1 · · ·Xin = λṼ Xi1 · · ·Xin , (29)

Xi1 · · ·XinW = λ−1Xi1 · · ·XinW̃ , (30)

for any n > 2N0.

Here, the nilpotency length for a reduction V,W from Xi to Y i is defined as the minimal number k so that

(Xi1 −WY i1V ) · · · (Xik −WY ikV ) = 0, (31)

for any configuration (i1, . . . , ik). It is shown that this number is finite in Prop. 21 of [32]. This theorem implies
that, when multiplied by a sufficiently large number of Xi’s, the reduction tensors become indistinguishable.
We define N i := Xi −WY iV and call N i the nilpotent part of Xi. Then N i satisfies

V N i1 · · ·N imW = 0 (32)

for any m ∈ N. This is also shown in Lem. 27 of [32]. By using these properties, we can show that the
“broken zipper condition”:

Proposition 5.

Let V,W be a reduction from Xi to a normal tensor Y i and let N0 be the nilpotency length of the
reduction. Then, they satisfy

Xi1 · · ·XimXim+1W = cXi1 · · ·XimWY im+1 ⇐⇒ = c (33)

for any m > N0. Here, the constant c is the same as that of Eq. (28).

Proof. By using Xi =WY iV +N i,

Xi1 · · ·Xim+1W = cXi1 · · ·XimWY im+1 +Xi1 · · ·XimN im+1W. (34)
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Using the equation Xi =WY iV +N i once again, expand the second term of the above equation. Each time
we pickWY iV in the expansion (even once), the corresponding contribution is zero because of Eq. (32). If we
choose the term N i from all factors, then that term becomes zero also since m is greater than the nilpotency
length N0. Therefore, the second term of Eq. (34) is zero, and Eq. (33) holds.7

Therefore, if there is a sufficient number of Xis, we can partially ”zip” the tensors by the reduction. In
particular, when the nilpotency length N0 is zero, Eq. (33) is called the zipper condition, e.g. [44, 45].

2. Fixed Points of the 2- and 3-Transfer Matrices

We can construct the fixed-point tensors of the 2- and 3-transfer matrices as concatenations of some
reduction tensors as follows.

7 In the following, we will denote a reduction tensor as a gray box to distinguish it from the fixed point tensor.
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Lemma 1.

(i) Let (Vαβ ,Wαβ) be a reduction from {
∑

j B
ij
αβ ⊗ Bjk

βα} to {δik}. Then, the right fixed point Λ
R(2)
αβ

of the 2-transfer matrix can be written as

Λ
R(2)
αβ = [T

(2)
αβ ]

Nαβ ·Wαβ = Wαβ , (35)

where Nαβ is the nilpotency length of the reduction (Vαβ ,Wαβ). Similarly, the left fixed point Λ
L(2)
αβ of the

2-transfer matrix T
(2)
αβ can be written as

Λ
L(2)
αβ = Vαβ · [T (2)

αβ ]
Nαβ = Vαβ . (36)

(ii) Let (Vαβγ ,Wαβγ) be a reduction from {
∑

j B
ij
αβ ⊗Bjk

βγ} to {Bik
αγ}. Then, the right fixed point Λ

R(2,1)
αβγ of

the right (2, 1)-transfer matrix T
R(2,1)
αβγ can be written as

Λ
R(2,1)
αβγ = [T

R(2,1)
αβγ ]Nαβγ ·Wαβγ =

Wαβγ

(T
R(2,1)
αβγ )Nαβγ

, (37)

where Nαβγ is the nilpotency length of T
R(2,1)
αβγ . Similarly, the left fixed point Λ

L(2,1)
αβγ of the left (2, 1)-transfer

matrix T
L(2,1)
αβγ can be written as

Λ
L(2,1)
αβγ = Vαβγ · [TL(2,1)

αβγ ]Nαβγ =
Vαβγ

(T
L(2,1)
αβγ )Nαβγ

. (38)

Proof. (i) By multiplying the transfer matrix T
(2)
αβ to the right-hand side of Eq. (35),

T
(2)
αβ · [T (2)

αβ ]
Nαβ ·Wαβ = = = [T

(2)
αβ ]

Nαβ ·Wαβ . (39)

Here, we used the broken zipper equation Eq. (33). Thus, the tensor is the fixed point unless it is the zero
tensor. By multiplying left reduction Vαβ to the right-hand side of Eq. (35), the value of the diagram turns

out to be the size of the matrices {Bij
αβ}:

VαβΛ
R(2)
αβ = Vαβ Wαβ = = 1. (40)
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This implies that the tensor is nonzero. Therefore, the right-hand side of Eq. (35) is the fixed point of the

transfer matrix T
(2)
αβ . Similarly, we can show that the right-hand side of Eq. (36) is the left fixed point of the

transfer matrix T
(2)
αβ .

(ii) By multiplying the transfer matrix T
R(2,1)
αβγ to the right-hand side of Eq. (37),

T
R(2,1)
αβγ · [TR(2,1)

αβγ ]Nαβγ ·Wαβγ = =

= =

= [T
R(2,1)
αβγ ]Nαβγ ·Wαβγ . (41)

Here, we used the broken zipper equation Eq. (33). Thus, the tensor is the fixed point unless it is the zero
tensor. By multiplying left reduction Vαβγ to the right-hand side of Eq. (37), the value of the diagram turns
out to be the identity matrix:

VαβγΛ
R(2,1)
αβγ =

Vαβγ Wαβγ
= = . (42)

This implies that the tensor is nonzero. Therefore, the right-hand side of Eq. (37) is the fixed point of the

transfer matrix T
R(2,1)
αβγ . Similarly, we can show that the right-hand side of Eq. (38) is the fixed point of the

transfer matrix T
L(2,1)
αβγ .

Remark that, as a consequence of Lem. 1, the fixed point (Λ
L(2,1)
αβγ ,Λ

R(2,1)
αβγ ) itself is a reduction pair.

3. Fixed Points of the 4-Transfer Matrix

We can construct the fixed-point tensor of the 4-transfer matrix as a concatenation of the fixed points of
the 2- and 3-transfer matrices:
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Lemma 2.

(i) Let Λ
R(4)
αβγδ be a 4-leg tensor defined by

Λ
R(4)
αβγδ = [T

(4)
αβγ ]

NαβγδΛ
R(2,1)
αβγ Λ

R(2,1)
αγδ ΛR

αδ = , (43)

where Nαβγδ is the nilpotency length of the reduction. Then, Λ
R(4)
αβγδ is the right fixed point of the 4-transfer

matrix T
(4)
αβγδ.

(ii) Let Λ
L(4)
αβγδ be a 4-leg tensor defined by

Λ
L(4)
αβγδ = ΛL

αδΛ
L(2,1)
αγδ Λ

L(2,1)
αβγ [T

(4)
αβγ ]

Nαβγδ = . (44)

Then, Λ
L(4)
αβγδ is the left fixed point of the 4-transfer matrix T

(4)
αβγδ.

Proof. (i) By multiplying the 4-transfer matrix T
(4)
αβγδ to the right-hand side of Eq. (51),

= =

= =

= = . (45)

Here, we used the broken zipper equation Eq. (33). Therefore, we can zip the top fixed point tensor until the
number of remaining transfer matrices becomes Nαβγ :

= . (46)

Similarly, we can zip the middle fixed point tensor until the number of the remaining transfer matrices
between the top and middle tensors becomes Nαγδ:

= . (47)
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Since there are Nαβ transfer matrices remaining between the middle and the rightmost fixed point tensor, it
is possible to zip the rightmost transfer matrix:

= . (48)

Consequently, the tensor is the fixed point unless it is the zero tensor. By multiplying left reduction tensors
to the right-hand side of Eq. (51), the value of the diagram turns out to be the size of the matrices {Bij

αβ}:

=

=

= . (49)

Similarly, we can zip the second and the third reduction tensors. Consequently, the left-hand side turns out
to be 1:

= 1. (50)

This implies that the tensor is nonzero. Therefore, the right-hand side of Eq. (51) is the right fixed point of

the transfer matrix T
(4)
αβγδ.

(ii) Similarly, we can show that the right-hand side of Eq. (52) is the left fixed point of the transfer matrix

T
(4)
αβγδ.

By using the fixed point tensors, we can construct the fixed point of the 4-transfer matrix T
(4)
αβγδ in a different

manner:
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Lemma 3.

(i) Let Λ̃
R(4)
αβγδ be a 4-leg tensor defined by

Λ̃
R(4)
αβγδ := T

(4)
αβγΛ

R(2,1)
βγδ Λ

R(2,1)
αβδ ΛR

αδ = . (51)

Then, Λ̃
R(4)
αβγδ is the right fixed point of the 4-transfer matrix T

(4)
αβγδ.

(ii) Let Λ̃
L(4)
αβγδ be a 4-leg tensor defined by

Λ̃
L(4)
αβγδ = ΛL

αδΛ
L(2,1)
αγδ Λ

L(2,1)
αβγ T

(4)
αβγ = . (52)

Then, Λ̃
L(4)
αβγδ is the left fixed point of the 4-transfer matrix T

(4)
αβγδ.

The proof is the same as that of Lem. 2.

Since the fixed point of the 4-transfer matrix T
(4)
αβγδ is unique, Λ

R(4)
αβγδ and Λ̃

R(4)
αβγδ are proportional to each

other. We denote the proportionality constant as cαβγδ:

Λ
R(4)
αβγδ = cαβγδΛ̃

R(4)
αβγδ ⇐⇒ = cαβγδ × . (53)

By multiplying the left fixed point Λ̃
L(4)
αβγδ from the left,

= cαβγδ × . (54)

The diagram included on the right-hand side becomes 1 due to the normalization condition. We thus obtain
Eq. (22).

4. Proof of Props. 3 and 4

We are now ready to proceed to the proof of Props. 3 and 4. First, we show Prop. 3. As we pointed out

at the end of Sec. II B 2, (Λ
L(2)
αβ ,Λ

R(2)
αβ ) and (Λ

L(3)
αβγ ,Λ

R(3)
αβγ ) are reduction tensors. Thus, their inner product,

defined by

(Λ
L(2)
αβ ,Λ

R(2)
αβ ) = Λ

L(2)
αβ Λ

R(2)
αβ (55)

and

(Λ
L(3)
αβγ ,Λ

R(3)
αβγ ) =

Λ
L(2,1)
αβγ Λ

R(2,1)
αβγ (56)
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are nonzero complex numbers.

Next, we show Prop. 4. Except for statement (iii), the others are obvious. We can easily check that

and (57)

are right reduction tensors. By using Thm. 1, multiplying a sufficient number of MPO tensors, they are
proportional to each other. By multiplying by ΛR

αδ and appropriately contracting the legs, we obtain Eq.
(53). Therefore this proportionality constant coincides with cαβγδ:

= cαβγδ . (58)

Let’s consider the diagram

Λ
R(2)
αη

Λ
R(3)
αδη

Λ
R(3)
αγδ

Λ
R(3)
αβγ

(59)

and follow a standard discussion to derive the pentagon equation of the F-symbol:

= cαβγδ ×

= cαβγδcαβδη ×

= cαβγδcαβδηcβγδη × . (60)

On the other hand,

= cαγδη × = cαγδηcαβγη × . (61)

By comparing the two equations, we obtain the cocycle condition Eq. (23).
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III. THE CZX MODEL PROTECTED BY Z/2Z SYMMETRY

Having gone through the generalities of the quadruple inner product, we will now discuss some applications
and examples outlines at the end of Sec. II A. Here, we will use (2+1)d SPT phases to illustrate the use of
the quadruple inner product.
As a particular example of SPT phases, let us consider the CZX model [33] – this is an example of (2+1)d

SPT protected by Z/2Z on-site unitary symmetry. Let us consider the square lattice with 24-dimensional
local Hilbert space (i.e., four copies of spin 1/2) for each site. Let p denote the plaquette label, and i represent
the site label. The local Hamiltonian labeled by p is defined as an operator that acts on the plaquette p
and its four neighboring edges. To define this, we label the top, bottom, left, and right edges adjacent to
plaquette p as u(p), d(p), l(p), and r(p) respectively. The state of the 2 sites belonging to an edge is written
as {|i, j⟩k(p) | i, j =↑, ↓, k = u, d, l, r}, where the order inside the ket is arranged in a clockwise manner. For

instance, the state where the upper site is ↑ and the lower site is ↓ on the edge adjacent to the right of
plaquette p is expressed as |↑↓⟩r(p). The sites belonging to site i will be labeled in a counterclockwise manner

starting from the top-left site as i(1), i(2), i(3), and i(4).
The local Hamiltonian for a plaquette p is defined by

hp := −X(4)
p ⊗

⊗
k=u,d,l,r

P
(2)
k(p), (62)

where X(4)
p := |↑↑↑↑⟩ ⟨↓↓↓↓|p + |↓↓↓↓⟩ ⟨↑↑↑↑|p ,

P
(2)
k(p) := |↑↑⟩ ⟨↑↑|k(p) + |↓↓⟩ ⟨↓↓|k(p) (k = u, d, l, r). (63)

The total Hamiltonian is defined by the sum of the local Hamiltonians, HCZX :=
∑

p hp. This Hamiltonian

commutes with the CZX symmetry UCZX :=
⊗

i uCZX,i, where

uCZX,i :=

(
4⊗

k=1

Xi(k)

)
⊗ CZi(1)i(2) ⊗ CZi(2)i(3) ⊗ CZi(3)i(4) ⊗ CZi(4)i(1). (64)

Here, CZij :=
∑

ij(−1)ab |aibj⟩ ⟨aibj | is the CZ-gate operator acting on sites i, j. UCZX generates onsite Z/2Z
symmetry. It is known that the ground state on the closed system is unique and given by

|G.S.⟩ :=
⊗
p

1√
2
(|↑↑↑↑⟩p + |↓↓↓↓⟩p). (65)

This is an example of (2 + 1)d SPT phases protected by Z/2Z symmetry [33]. The ground state of the CZX
model can be expressed in terms of a semi-injective PEPS [32].
As mentioned at the end of Sec. II A, what is important for our purposes is the boundary symmetry

operators. When making a boundary, there appear free degrees of freedom on the plaquettes that are cut
open by the boundary. The boundary symmetry operators are obtained by projecting the (bulk) symmetry
operators to the space of the free degrees of freedom on the boundary. Explicitly, they are given by

OI = 1, OZ = ⊗iCZ i,i+1 ⊗i Xi, (66)

where i labels boundary sites. The boundary symmetry operators can be represented as an MPU with

B01
I = B10

I = 0, B00
I = B11

I = 1, (67)

and

B01
Z =

(
1 1
0 0

)
, B10

Z =

(
0 0
1 −1

)
, B00

Z = B11
Z = 0. (68)

Remark that these tensors are in the right canonical form.



22

Now, let’s consider the three-leg tensors Λ
R(2,1)
ZZI , Λ

R(2,1)
ZIZ and Λ

R(2,1)
IZZ . As Λ

R(2,1)
ZIZ and Λ

R(2,1)
IZZ intertwine OZ

and OZ , they are the identity matrix. Λ
R(2,1)
ZZI is the only nontrivial one and is represented as 4 × 1 tensor.

We need to compute the composed tensor Bij
ZZ :=

∑
k B

ij
Z ⊗Bkj

Z :

B00
ZZ =

∑
k

B0k
Z ⊗Bk0

Z =

 0 0 0 0
1 −1 1 −1
0 0 0 0
0 0 0 0

 , (69)

B11
ZZ =

∑
k

B1k
Z ⊗Bk1

Z =

 0 0 0 0
0 0 0 0
1 1 −1 −1
0 0 0 0

 , (70)

B01
ZZ = B10

ZZ = 0. (71)

Here, given 2-dimensional vector spaces V and W with orthonormal bases v0, v1 and w0, w1 respectively, the
basis for the tensor product space is fixed in the order v0 ⊗w0, v0 ⊗w1, v1 ⊗w0, and v1 ⊗w1. As illustrated
in [46] and App. A.4 of [10], the reduction pair (VZZI ,WZZI) from Bij

ZZ to Bij
I is given by

VZZI =
1√
2

(
0, 1,−1, 0

)
⇐⇒ (VZZI)0

ab =
(−1)b√

2
(1− δab), (72)

WZZI =
1√
2

 0
1
−1
0

⇐⇒ (WZZI)ab
0 =

(−1)b√
2

(1− δab), (73)

where a, b = 0, 1 and δab is the Kronecker delta. Therefore, the reduced MPUmatrices B̃ij
I := (VZZI)

†Bij
ZZWZZI

are given by

B̃00
I = B̃00

I = −1, B̃01
I = B̃10

I = 0. (74)

Thus, the relative phase between Bij
I and B̃ij

I is cZZI = −1. This implies that the phase c in Prop. 1 is −1.
Therefore, the normalized transfer matrix

T
R(2,1)
ZZI = −1

2

∑
ij

Bij
ZZ ⊗Bij†

I (75)

has a unique fixed point tensor. One can check that the right reduction tensor itself satisfies the higher
eigenequation. In fact, when calculating the left-hand side of the higher eigenequation, we find

−1

2

∑
ij

Bij
ZZWZZIB

ij
I = cZZ

IWZZI . (76)

Therefore, we can take Λ
R(2,1)
ZZI = WZZI . Similarly, the only nontrivial left fixed point is Λ

L(2,1)
ZZI . One

can check that the left reduction VZZI satisfies the fixed point equation of the left transfer matrix T
L(2,1)
ZZI .

Therefore, we can take Λ
L(2,1)
ZZI = VZZI . Note that the normalization condition Eq.(17) holds. In this model,

the nilpotency length Nαβγδ in Prop. 2 is zero. Thus, we do not need to insert the vertical lines in Eq. (22).
By using these tensors ΛZZI , ΛZIZ and ΛIZZ , let us now compute the quadruple inner product. As a

demonstration, the quadruple inner product cIZIZ can be computed as

cIZIZ =
∑
ab

(ΛZZI)ab
0(Λ†

ZZI)ba
0 = − 1√

2
× 1√

2
− 1√

2
× 1√

2
= −1. (77)
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After a similar calculation, we can readily check the following result:

cg1g2g3g4 =

{
−1 (g1, g2, g3, g4) = (I, Z, I, Z), (Z, I, Z, I)

1 otherwise.
(78)

This is a nontrivial cocycle in H3(Z/2Z; U (1)).

IV. THE MODEL PARAMETERIZED OVER RP 4

In this section, we will discuss a concrete model (a family of parameterized (2+1)d Hamiltonians or
(2+1)d invertible states) characterized by the non-trivial higher Berry phase. The model is parametrized by
X = RP 4. We will show that the model is nontrivial in H4(RP 4;Z/2Z) ≃ Z/2Z.

A. The RP 4-Parametrized Model

The CZX model has the Z/2Z symmetry. By interpolating this symmetry, we can construct a family of
2-d systems. To this end, we embed the local Hilbert space C2 to C4 and take the following orthonormal
basis:

|+⟩ =

1
0
0
0

 , |−⟩ =

0
1
0
0

 , |⊥1⟩ =

0
0
1
0

 , |⊥2⟩ =

0
0
0
1

 . (79)

Let {z⃗ = (z1, z2, z3) | z1,2,3 ∈ C, |z⃗|2 = 1} be a coordinate of S5 and we define |+(z⃗)⟩ and |−(z⃗)⟩ by

|+(z⃗)⟩ =

1
0
0
0

 , |−(z⃗)⟩ =

 0
z1
z2
z3

 . (80)

The parameterized basis is obtained from the basis (79) by a unitary transformation,(
|+(z⃗)⟩ , |−(z⃗)⟩ , |⊥1 (z⃗)⟩ , |⊥2 (z⃗)⟩

)
= V (z⃗)

(
|+⟩ , |−⟩ , |⊥1⟩ , |⊥2⟩

)
,

where V (z⃗) =

1
z1 a b
z2 c d
z3 e f

 (81)

for suitable a, b, c, d ∈ C. Since SU(3) is the nontrivial S3 bundle over S5, taking the global families of
unitary transformations over S5 continuously should not be possible. However, since we will only use the 2-
dimensional subspace of C4 spanned by |+(z⃗)⟩ , |−(z⃗)⟩ to define a Hamiltonian, our model will be parametrized
by S5 globally.
Let σx(z⃗) and σz(z⃗) be parametrized Pauli matrices defined by

σx(z⃗) = |+(z⃗)⟩ ⟨+(z⃗)| − |−(z⃗)⟩ ⟨−(z⃗)| , (82)

σz(z⃗) = |+(z⃗)⟩ ⟨−(z⃗)|+ |−(z⃗)⟩ ⟨+(z⃗)| . (83)

We introduce the polar coordinate:

z1 = cos (θ1) + i sin (θ1) cos (θ2), (84)

z2 = sin (θ1) sin (θ2) cos (θ3) + i sin (θ1) sin (θ2) sin (θ3) cos (θ4), (85)

z3 = sin (θ1) sin (θ2) sin (θ3) sin (θ4) sin (θ5) + i sin (θ1) sin (θ2) sin (θ3) sin (θ4) cos (θ5), (86)
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where 0 ≤ θ1, θ2, θ3, θ4 ≤ π and 0 ≤ θ5 < 2π. Recall that the CZ operator is defined by CZi,j :=

ei
π
4 (1−σz

i )(1−σz
j ). Let us introduce

CZi,j(z⃗) = ei
θ5
4 (1−σz

i (z⃗))(1−σz
j (z⃗)) and UCZ(z⃗) =

∏
i,j

CZi,j(z⃗). (87)

Remark that UCZ(z⃗) is a symmetry of the ground state. As we saw in Sec. III, the CZX model is defined by
using only σx and σz. Thus, we define HCZX(z⃗) by

HCZX(z⃗) := UCZ(z⃗)
(
HCZX

∣∣
σi 7→σi(z⃗)

)
UCZ(z⃗)

†. (88)

We can check that HCZX(−z⃗) = UCZX(−z⃗)HCZX(z⃗)UCZX(−z⃗)† on the closed lattice. It then follows
|G.S.(−z⃗)⟩ = UCZX(−z⃗) |G.S.(z⃗)⟩. UCZX(−z⃗) is not a symmetry of HCZX(z⃗), but the ground state of
HCZX(z⃗) is invariant: By definition, UCZX(−z⃗) = UX(−z⃗)UCZ(−z⃗) = UX(z⃗)UCZ(−z⃗) and it is known that
|G.S.(z⃗)⟩ is invariant under the action of UX(z⃗). Thus, all we need to show is that |G.S.(z⃗)⟩ is invariant under
the action of UCZ(−z⃗). UCZ(−z⃗) consists of four CZ operators, and each operator checks whether the spins
are aligned. More precisely, CZi,j(z⃗) assigns −1 if the two spins are pointing down under their quantization
axis, and CZi,j(−z⃗) assigns −1 if the two spins are pointing up. In the ground state of the CZX model, the
spins belonging to the same plaquette, align in the same direction, and neighboring plaquettes share exactly
two sites. Thus, the actions of CZi,j(z⃗) cancel pairwise. By the same mechanism, UCZ(−z⃗) acts identically
on the ground state |G.S.(z⃗)⟩. Therefore, up to an overall phase, |G.S.(−z⃗)⟩ = |G.S.(z⃗)⟩.
To summarize, |G.S.(z⃗)⟩ is parametrized by S5/Z/2Z ≃ RP 5. Hereafter, we restrict z1 to real values and

regard |G.S.(z⃗)⟩ as a model parametrized by RP 4.

B. Transition MPU

We now proceed to the calculation of the higher Berry phase. The first step is to identify the transition
MPO. The transition MPO (MPU) from z⃗ to −z⃗ is given by

O(z⃗) = O[{
∑
j,k

V (z⃗)ijB
jkV (z⃗)†kl}], (89)

where Bij are MPS matrices defined by

B00 = B11 = 0, B01 =

(
1 1
0 0

)
, B10 =

(
0 0
1 −1

)
. (90)

Here, V (z⃗) and V (z⃗)† act on the transition MPU as

V (z⃗)

V (z⃗)†
, (91)

where black dots represent the MPU tensor {Bij} and gray and white dots represent V (z⃗) and V (z⃗)†,
respectively. Therefore, they are canceled out in the higher eigen equation Eq. (76). Consequently, while the
MPU tensor depends on z⃗, the 3-leg tensor does not.

C. Integration of the Higher Berry Phase

We have constructed the 2-dimensional model parametrized by RP 4 and it is expected that this model is
nontrivial in H4(RP 4;Z/2Z) ≃ Z/2Z. In order to measure this nontriviality, we integrate the higher Berry
phase over RP 3. In general, we expect that a family of semi-injective PEPS parameterized by X gives an
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element of the 4-th Deligne cohomology Ĥ4 (X;Z) [47]. A representative element of Ĥ4
(
RP 4;Z

)
is given by

C×-valued function w
(0)
αβγδ on Uαβγδ, 1-form w

(1)
αβγ on Uαβγ , 2-form w

(2)
αβ on Uαβ , and 3-form w

(3)
α on Uα with

suitable consistency conditions. We refer to w(1), w(2) and w(3) as higher connections. In our context, w
(0)
αβγδ

is the higher Berry phase. As mentioned in Sec. IVB, the 3-leg tensor does not depend on z⃗. This means

that cαβγδ admits the trivial higher connections, i.e., (w
(3)
α = 0, w

(2)
αβ = 0, w

(1)
αβγ = 0, w

(0)
αβγδ = cαβγδ) defines

an element of the 4-th Deligne cohomology Ĥ4
(
RP 4;Z

)
. In particular, the higher Berry phase is quantized

to Z/2Z.
Following the integration theory of the Deligne cohomology [48–51], we evaluate the cocycle (w

(3)
α =

0, w
(2)
αβ = 0, w

(1)
αβγ = 0, c

(0)
αβγδ)

8. First, we need to take a nontrivial homology class of H3(RP 4;Z) ≃ Z/2Z as

an integration surface. This is generated by RP 3 ⊂ RP 4. Let’s consider the open covering of RP 3. We will
illustrate RP 3 by considering a cube and identifying antipodal points of the surface. For this cube, we take
balls centered on the face-centered cubic lattice and the body center. Due to the identification of antipodal
points, the number of such balls is eight. Furthermore, we consider balls centered at the midpoint of each
edge. Again, due to the identification of antipodal points, the number of these balls is six. We adjust the
radii of these balls appropriately to cover the entire cube.
To simplify the illustration, we flatten these intersections of two patches into planes and illustrate them

as surfaces Fig. 6. Fortunately, as already mentioned, the transition MPU in the example is constant on the
intersections. Therefore, we can flatten them without loss of information.

FIG. 6. An open covering of RP 3.

All edges correspond to the parts where exactly three patches overlap. Therefore, a dual lattice provides
a triangulation of RP 3. We introduce a branching structure, namely, an orientation that does not include
closed loops as follows:

FIG. 7. Branching structure of the triangulation

Here, to avoid complexity by incorporating all edges into a single figure, the edges were divided into three
groups for illustration.
To compute the higher Berry phase, we need to assign the transfer MPU to each face, assign the fixed

point tensors to each edge, and evaluate the quadruple inner product on each vertex. In the following, we
explain the systematic assignment procedure.

8 See [22] as an example of the explicit computation of the integration.
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Step 1: Transfer MPUs on faces To assign the transition MPU to each face systematically, we introduce
the base points of each patch [22], which are illustrated by orange dots in Fig. 8. By using the base points,
we define transition functions on the intersection U12 = U1 ∩ U2 under the following rules:

1. Take a path starting from the base point of the patch U1 and passing through U12 and terminating at
the base point of U2.

2. If the path is through the surface of the cube, we give O[{Bij
Z }] on the surface.

Under the rules, the configuration of the transition MPU of the model is illustrated in Fig. 9.

FIG. 8. The configuration of basepoints of RP 3. FIG. 9. The configuration of transition MPU. Blue
faces represent intersections for which a non-trivial
transition MPU is assigned.

Step 2: Fixed-point tensors on edges A triangulation is provided by taking the dual lattice. Recall
that each triangle was a triple overlap Uαβγ in the original open-covering picture. Therefore, a 3-leg tensor,
which is a fixed point of the transfer matrix (e.g. Fig. 4), is assigned to each triangle of the triangulation.
Note that the 3-leg tensor has two incoming legs and one outgoing leg (or the opposite assignment). To
distinguish these legs, we utilize a branching structure. As shown in Fig. 7, draw the dual lattice of the
triangle and rotate the direction of the edges determined by the branching structure by 90 degrees clockwise.

Depending on whether the resulting 3-leg tensor has two incoming legs or two outgoing legs, assign Λ
R(2,1)
ZZI

or Λ
L(2,1)
ZZI , respectively.

In this model, the 3-leg tensors are non-trivial only when both incoming legs are {Bij
Z } or both outgoing

legs are {Bij
Z }; otherwise, the 3-leg tensors are trivial, i.e., the Kronecker delta. We show the edges to which

non-trivial 3-leg tensors are assigned in Fig. 10.

Step 3: Quadruple inner product on vertices Recall that each triangle is a triple overlap Uαβγδ in
the original open-covering picture. Therefore, the quadruple inner product is assigned to each tetrahedron
of the triangulation. Using the procedure introduced in Step 2, a 3-leg tensor is defined for each face of the
tetrahedron, thus providing four 3-leg tensors in total. By gluing them together naturally, we can evaluate
the quadruple inner product.
As an example, we evaluate the quadruple inner product of three vertices in Fig. 7. In the triangulation,

the tetrahedra, which correspond to these vertices, are

(a)

,

(b)

,

(c)

,

(d)

, (92)
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FIG. 10. The configuration of nontrivial 3-leg tensors. Red edges represent 3-intersections for which a non-trivial
3-leg tensor is assigned.

where the edges with blue color imply that the transition MPU assigned to the edges are nontrivial. Let’s
compute the tetrahedra (b) in Eq. (92). For instance, focusing on the right-side triangle, according to the
procedure explained in Step 2, the 3-leg tensor with 2-in 1-out configuration is assigned to this face, where
the incoming legs are labeled with nontrivial elements of Z/2Z. Similarly, focusing on the left-side triangle,
the 3-leg tensor with 1-in 2-out configuration is assigned to this face, where the outgoing legs are labeled
with nontrivial elements of Z/2Z. We can easily check that the trivial 3-leg tensors are assigned to the other
edges. When these 3-leg tensors are glued along the edges, the diagram for the quadruple inner product is

=
∑
ab

(Λ
R(2,1)
ZZI )ab

0(Λ
L(2,1)
ZZI )0

ab = 1. (93)

Generally, as with the tetrahedron (b) and (c) in Eq. (92), the quadruple inner product turns out to be
trivial specifically in cases where exactly three edges have non-trivial transition functions. It can be con-
firmed that among the tetrahedra included in the triangulation, only the ones labeled (a) and (d) have four
nontrivial edges. Therefore, it is sufficient to evaluate the quadruple inner products corresponding to these
two tetrahedra. For the tetrahedron (d) in Eq. (92), the quadruple inner product is

=
∑
ab

(Λ
R(2,1)
ZZI )ab

0(Λ
L(2,1)
ZZI )0

ab = 1. (94)

On the other hand, for the tetrahedron (a) in Eq. (92), the quadruple inner product is

=
∑
ab

(Λ
R(2,1)
ZZI )ab

0(Λ
L(2,1)
ZZI )0

ba = −1. (95)

Therefore, the total higher Berry phase is −1 in H4(RP 4;Z) ≃ Z/2Z, and this implies the nontriviality as a
family.
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V. GEOMETRIC INTERPRETATION: 2-GERBE

In this section, we provide a further discussion on our construction of the higher Berry phase and the
topological invariant, from the perspective of a gerbe. In particular, we provide a geometric interpretation,
called a 2-gerbe [52], of the family of semi-injective PEPS. We recall that the underlying gerbe structure of
the higher Berry phase for (1+1)d many-body states (MPS) are discussed in Refs. [1] and [25]. To address the
nontriviality of a family of PEPSs, we need to consider the interface of the interface and put the zipper tensor
on it. The zipper tensor can be regarded as the redundancy of the transition MPU, and the transition MPU
is the redundancy of the PEPS tensor. In this sense, the zipper tensor is the redundancy of the redundancy.
Now, 2-gerbe is a sophisticated tool to handle the redundancy of the redundancy9. We note that Ref. [25]
points out a 2-gerbe structure for (2+1)-dimensional PEPS using the bundle gerbe.
A 1-gerbe, or simply a gerbe, is a categorification of a line bundle, and a 2-gerbe is a categorification of a

1-gerbe. Therefore, we will first recall a line bundle and explain the relationship between line bundles and
gerbes. Consider a (0 + 1)-dimensional unique gapped Hamiltonian parametrized by X. We fix an open
covering {Uα} of X. We can take a family of normalized ground states |ψα(x)⟩ over each open set Uα. Note
that the phase of the ground state can freely be changed. In other words, to take a family of the ground
states |ψα(x)⟩ can be regarded as a gauge fixing of the phase redundancy of the states. At each point of
the intersection Uαβ , we have two identical states in different gauges. Thus, in particular, it is possible to
determine the phase difference between the two states, ⟨ψα(x)|ψβ(x)⟩. This is a physical realization of a line
bundle.
Next, consider a (1 + 1)-dimensional unique gapped Hamiltonian parametrized by X. We assume that we

can take a normal MPS representation {Ai(x)} of the ground state at each point of X. As in the (0 + 1)
dimensional case, this involves gauge fixing with respect to the redundancy of the MPS representation. Using
the fundamental theorem of MPS, at each point of the two intersection Uαβ , we can take the unique largest
eigenvector (or reduction tensor) Λαβ of the mixed transfer matrix, and at the three intersection Uαβγ , a
triple product can be taken to obtain a U(1) function. That is, a line bundle spanned by Λαβ is defined
on the 2-intersection, and we can extract a U(1)-valued function on the three intersections. In the case of
(0 + 1) dimensions, a family of one-dimensional vector spaces is defined on each open set, and a U(1)-valued
function is provided at the two intersections. In contrast, in the case of (1 + 1) dimensions, a family of
one-dimensional vector spaces is established at the two intersections, and a U(1)-valued function is provided
at the three intersections. In this sense, the degree of intersection has increased by one. Such objects are
mathematically referred to as U(1)-gerbes. The type of gerbe obtained by considering a family of normal
MPS is called an MPS gerbe [1, 30].
Let’s now consider a (2+1)-dimensional unique gapped Hamiltonian parametrized by X. We assume that

we can take a semi-injective PEPS representation {Ai
α(x)} of the ground state at each point of Uα. Using

the fundamental theorem of semi-injective, at each point of the two intersection Uαβ , we obtain an injective
MPO Oαβ between {Ai

α(x)} and {Ai
β(x)}. If we assume the unitarity of the MPO, on the three intersection

Uαβγ , we have a unique fixed point Λαβγ of transfer matrix Tαβγ , and we can extract a U(1)-valued function
on the four intersection. That is, a line bundle spanned by Λαβγ is defined on the three intersection, and we
can extract a U(1)-valued function on the four intersection. Such objects are mathematically referred to as
Tor(U(1))-gerbes [52]. However, to extract the U(1)-valued function, we need to use the information of the
transition MPU in general, and in such a case, this is not a 2-gerbe. In the case of the example in Sec. IV,
we need not to insert the transition MPU. Therefore, in this case, 2-gerbe over RP 4 is constructed from a
family of semi-injective PEPS.
If the zipper condition holds, we do not need to insert the transition MPU. Thus, the zipper condition is

a sufficient condition for the 2-gerbe description. More abstractly, a 2-gerbe over X is a 2-stack over X such
that every 1-morphism is invertible up to 2-morphism and every 2-morphism is exactly invertible [52]. In
the PEPS description, 1-morphisms correspond to the transition MPU Oαβ and 2-morphisms correspond to

the fixed point tensors Λαβγ . Since Oαβ is injective, we can take the inverse O−1
αβ and reduction pairs from

Oαβ · O−1
αβ to the identity and from O−1

αβ · Oαβ to the identity. This is the invertibility of 1-morphisms up

9 In general, n-category has information about the nth-redundancy of objects.
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to 2-morphisms. However, the invertibility of the 2-morphism does not hold in general. For example, let’s
consider the right reduction ΛR from {Ai} to {Bi}. Here, {Ai} is an MPO tensor that is not necessarily
normal and {Bi} is a normal MPO tensor. The invertibility of ΛR implies that there is a tensor X such that
X · ΛR = 1B and ΛR · X = 1A. Here, 1A and 1B are the identity operators acting on the virtual legs of
{Ai} and {Bi}. The left reduction ΛL is a good candidate for the inverse tensor. Indeed, ΛL satisfies the
first condition ΛL · ΛR = 1B . However, ΛR · ΛR is not the identity. Diagrammatically, when we consider the
interface of the {Bi}, {Ai} and {Bi}, we can zip the reduction tensors as follows:

ΛL

Bi

Bi

ΛR

Ai Bi

=

Bi

Bi

. (96)

On the other hand, when we consider the interface of {Ai}, {Bi} and {Ai}, we can unzip the reduction
tensors but there remains a tensor ΛRΛL:

ΛR

Ai

Bi

ΛL

Bi Ai

=

ΛRΛLAi

Bi

Ai

(97)

Since ΛRΛL is a projection that is supported on the normal part of {Ai}, we can annihilate it when we take
a periodic boundary condition [45]. If the zipper condition holds exactly we can annihilate the projection
freely. In this case, a 2-gerbe over the parameter space is constructed from a family of semi-injective PEPS.
This is consistent with the above observation.

VI. SUMMARY AND DISCUSSION

In this paper, we provide the construction of the higher-Berry phase using the semi-injective PEPS repre-
sentation of (2+1)-dimensional invertible many-body quantum states. There are many open questions to be
explored. We close by listing some of them.
First and foremost, it is interesting to find many more examples and apply our formula. To this end, it

is desirable to construct many more simple toy models. In this paper, we constructed the (2+1)d model
characterized by the Z/2Z higher-Berry phase. It is interesting to construct and study some models that are
characterized by the Z topological invariant (the free rather than torsion part of H4(X;Z)). Furthermore,
it is interesting to study more ”realistic” models. To this end, it is important to consider a wider class of
tensor networks, beyond semi-injective PEPS. We need to see if our formalism and formula work for generic
tensor networks. It is also important to implement our formalism numerically.
There are also other fundamental aspects to explore. For example, while we constructed a parameterized

model realizing a 2-gerbe over X = RP 4, for generic cases, our construction does not fit completely into a
2-gerbe structure. While this is not required for the discussion of topological classifications and the higher
Berry phase, we speculate it is interesting to explore other settings, e.g., using other tensor networks or
other implementation of normality. Also, it would be nice to develop quantum field theory descriptions of
the higher-Berry phase. It is also interesting to make a connection with higher structures explored in other
areas, higher-energy physics and mathematics, in particular (see, for example, [53]).

ACKNOWLEDGMENTS

We would like to thank Takamasa Ando, Atsushi Ueda, András Molnár, Norbert Schuch, Ken Shiozaki,
Yuji Terashima, Alex Turzillo and Mayuko Yamashita for valuable discussions. We would also like to thank
Yuya Kusuki and Bowei Liu for collaboration in a related project. Special thanks go to Ophelia Evelyn
Sommer, Xueda Wen, and Ashvin Vishwanath, who let us know of their related works, and also kindly



30

agreed to coordinate submissions of our papers to arXiv. This research was supported in part by Perimeter
Institute for Theoretical Physics. Research at Perimeter Institute is supported by the Government of Canada
through the Department of Innovation, Science and Economic Development and by the Province of Ontario
through the Ministry of Colleges and Universities. We are grateful to the long-term workshop YITP-T-23-01
held at YITP, Kyoto University, where a part of this work was done. S.O. is supported by JSPS KAKENHI
Grant Number 23KJ1252 and 24K00522. S.R. is supported by a Simons Investigator Grant from the Simons
Foundation (Award No. 566116). This work is supported by the Gordon and Betty Moore Foundation through
Grant GBMF8685 toward the Princeton theory program.

[1] S. Ohyama and S. Ryu, Higher structures in matrix product states (2023), arXiv:2304.05356.
[2] Z.-C. Gu and X.-G. Wen, Tensor-entanglement-filtering renormalization approach and symmetry-protected topo-

logical order, Physical Review B 80, 10.1103/physrevb.80.155131 (2009).
[3] F. Pollmann, E. Berg, A. M. Turner, and M. Oshikawa, Symmetry protection of topological phases in one-

dimensional quantum spin systems, Physical Review B 85, 10.1103/physrevb.85.075125 (2012).
[4] X. Chen, Z.-X. Liu, and X.-G. Wen, Two-dimensional symmetry-protected topological orders and their protected

gapless edge excitations, Physical Review B 84, 10.1103/physrevb.84.235141 (2011).
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