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Abstract

Advancements in optical quantum technologies have been enabled by the generation, manipulation, and

characterization of light, with identification based on its photon statistics. However, characterizing light and

its sources through single photon measurements often requires efficient detectors and longer measurement

times to obtain high-quality photon statistics. Here we introduce a deep learning-based variational au-

toencoder (VAE) method for classifying single photon added coherent state (SPACS), single photon added

thermal state (SPACS), mixed states between coherent/SPACS and thermal/SPATS of light. Our semi-

supervised learning-based VAE efficiently maps the photon statistics features of light to a lower dimension,

enabling quasi-instantaneous classification with low average photon counts. The proposed VAE method

is robust and maintains classification accuracy in the presence of losses inherent in an experiment, such

as finite collection efficiency, non-unity quantum efficiency, finite number of detectors, etc. Additionally,

leveraging the transfer learning capabilities of VAE enables successful classification of data of any qual-

ity using a single trained model. We envision that such a deep learning methodology will enable better

classification of quantum light and light sources even in the presence of poor detection quality.

∗ Correspondence and requests for materials should be addressed to P.K.J (pkjha@syr.edu)
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I. INTRODUCTION

The development of novel technologies that allow for the generation, manipulation, and character-

ization of quantum states of light has led to a substantial advancement in the field of quantum op-

tics in recent years [1–7] with applications spanning quantum communication, cryptography, and

sensing [8–10]. Different quantum states of light have distinctive properties that make them more

suitable for particular applications [11–14]. For instance, photon-added coherent states [15, 16]

denoted by |α,m⟩, where m photons are added to the same mode as a coherent state |α⟩ via stimu-

lated emission, have applications ranging from quantum sensing [17, 18] and quantum key distri-

bution [19, 20] to understanding fundamentals of quantum physics [21–23]. Quasi-instantaneous

identification and characterization of quantum states of light at the single photon level is one of

the challenges of working with them.

Recent research has demonstrated the potential of deep learning algorithms in nanophoton-

ics [24–29], quantum optics [30] and quantum computing [31]. The deep learning methods, dense

neural networks (NNs), can be used to classify different quantum states of light accurately [32–

36]. These algorithms are trained on simulated or experimental data of varying average photon

statistics and sample sizes allowing them to learn the features that distinguish one quantum light

state from another. In scenarios where the photon count is low or the photon counting detector

is inefficient, the classification of distinct quantum light sources can pose a challenge for deep

learning algorithms due to a lack of information-rich statistics. To overcome this limitation, artifi-

cial neural networks have been utilized to identify quantum light sources, as demonstrated in prior

work [32, 36]. As the average photon count and measurement binsize change, the information

encoding also changes, making it necessary to train multiple models for different photon statistics

scenarios. A successful distinction of quantum light sources requires exploring the statistical in-

formation change with varying average photon counts and binsize. To achieve this, a latent space

representation that encapsulates information over multiple datasets could provide better informa-

tion features for the classification of quantum light sources.

In this paper, we propose and implement a deep learning-based variational autoencoder (VAE)

method to classify non-classical states of light generated by single photon addition to an initial

coherent and thermal via stimulated emission. These non-classical states of light are also known

as single photon-added coherent states (SPACS) and single photon-added thermal states (SPATS),

respectively. Such sources are useful for high-bit-rate communication and quantum state engineer-
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ing [21, 37–41]. Our proposed method employs a semi-supervised learning approach to efficiently

classify SPATS and SPACS. In this work, for simplicity, we focused on states of a single quan-

tized field mode of coherent and thermal light. Using a variational autoencoder (VAE), the photon

statistics features of the quantum states of light are mapped to a lower dimensional latent space,

enabling classification with low photon counts and shorter measurement times. The VAE is trained

over multiple datasets, each with different average photon counts, resulting in a well-behaved la-

tent space that can be used for classification using another neural network (a classifier). This

approach is robust and maintains classification accuracy despite experimental losses, such as fi-

nite collection efficiency and non-unity quantum efficiency, and finite number of the detectors.

Moreover, the transfer learning capabilities of VAE allow the successful classification of data of

any quality with a single trained model. Our method has the potential to significantly enhance the

classification of quantum light and light sources, even under conditions of poor detection qual-

ity. The importance of efficient state classification in quantum technology is increasing, and the

methodology introduced, exemplified by SPACs, SPATs, Coherent, Thermal, and mixed states,

could pave the way for efficient classification of light sources. Studies [42, 43] highlight the role

of quantum state discrimination in quantum optics experiments and the practical implications of

quantum state classification in enhancing measurement precision.

II. METHOD

Figure 1 shows the simple schematic of photodetection using four click-counting detectors.

Here the incoming low flux light (SPACS/SPATS/thermal/coherent/mixed) is redistributed equally

among the detectors using 50/50 beamsplitters.

A. Dataset generation.

We will begin by considering light in pure SPACS and SPATS. The probability of finding n

photons in SPACS and SPATS is given by Equations (1,2), respectively [20].

P
(1+)
|α⟩ (n) =

e−|α|2

1 + |α|2

[
|α|2(n−1)

(n− 1)!
+ |α|2 |α|

2(n−2)

(n− 2)!

]
(1)

P
(1+)
th (n) =

n̄n−1

(1 + n̄)n+1

n

1

 (n ≥ 1) (2)
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where (1+) denotes single photon addition to the input coherent and thermal states with initial

mean photon number n̄. Equation (1) shows a combination of two shifted and scaled Poissonian

distributions, where the first and second terms correspond to shifts by one and two photons, respec-

tively, to the initial coherent state with n̄ = |α|2. On the other hand, Equation (2) corresponds to a

negative binomial distribution for the photon number in SPATS, where for n < 1 the probability is

0. In experiments, we can also generate mixed state between coherent/SPACS and thermal/SPATS.

Employing the density operator approach to denote a mixed state, for instance, a mixed state be-

tween coherent (|α⟩) and SPACS (|α, 1⟩) with the probability r and (1 − r) respectively is given

by the relation[44]:

ρ̂(|α⟩;|α,1⟩) = r|α⟩⟨α|+ (1− r)|α, 1⟩⟨1, α| (3)

Now, the probability of finding n photons in the field is given by

p(n) = ⟨n̂|ρ̂(|α⟩;|α,1⟩)|n̂⟩ (4)

where n̂ is the number operator. Similar expression can be written for the mixed state between

thermal and SPATS. Using Eqs.(1-4), a substantial dataset containing 108 data points was gener-

ated, with each bin having a size of τb. The dataset included bins with statistical photon counts

ranging from 0 to 6 for each bin. We chose to limit the upper bound of photon numbers to 6

based on the observation that higher photon probabilities have a minimal effect on classification,

especially for small n̄. To achieve accuracy, probabilities were computed up to P (6) during the

simulation, however, probabilities up to P (4) were sufficient.

B. Losses in Dataset.

The overall detection efficiency of the system is determined by the combined effect of linear

propagation losses and the photodetector quantum efficiency. This can be represented mathemati-

cally using Equation (5), where Pr(n) is the probability of detecting n photons due to losses, and

Pi(m) is the probability of finding m photons [45] in the ideal lossless scenario. The parame-

ter η represents the detection efficiency, and the summation accounts for all possible numbers of

photons that can be detected.

Pr(n) =
∞∑

m=n

(
m

n

)
ηn(1− η)m−nPi(m) (5)
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However, in reality, there exists a deadtime (τD ≃100 ns) for typical Si-based single-photon detec-

tors, which means that each detection channel cannot detect more than one photon within this time

interval. As a result, a non-linear relationship exists between the detected photon statistics and

the source photon statistics, and the number of detected photons in one bin size cannot exceed the

number of detectors. To address this issue, a low photodetection rate was considered (R ≪ τ−1
D )

to reduce the impact of the detector deadtime. By doing so, one can obtain more accurate and

reliable data from the detectors.

C. Simulating N detectors.

We employed a multinomial expansion approach to account for losses in a system with N

detectors and m photons [45]. In this approach, each sensor di was modeled as having a certain

number of photons ki hitting it, where ki represents the number of photons received by ith detector.

Equation (6) describes the multinomial expansion as follows:

(d1 + d2 + ...+ dN )m =
∑

∑
ki=m& ki≥0

(
N

k1, k2, ..., kN

) N∏
i=1

dkii (6)

To determine the probability of exactly n photons being detected, the sum of the coefficients of all

terms in the multinomial expansion is calculated with exactly n non-zero k and divided by the sum

of all coefficients. To generate simulated data, we computed the theoretical probability distribution

that accounted for both types of losses. We calculated the theoretical probability of having n

photons Pi(n) for 0 ≤ n ≤ 20, and ignored Pi(n) for n > 20 as it’s below a certain threshold

that can be ignored for the simulation. This is done by ensuring that the
∑
n>20

Pi(n) ≤ 10−6. We

then incorporated the quantum efficiency using Equation (5) and the deadtime loss using Equation

(6). The probability of detecting n photons using N sensors was calculated using the following

equations:

S = {K : ki > 0} (7)

C(n, j) =

∑
len(S)=n &

∑
ki=j

( N
k1,k2,...,kN

)
N j

(8)

Po(n) =
∑
j≥n

C(n, j) ∗ Pi(j) (9)

In the above equations, S represents the set of all combinations of detectors that detect photons.

C(n, j) represents the sum of the coefficients of all terms in the multinomial expansion with ex-

actly n non-zero k and with a sum of j. In other words, C(n, j) represents if the emitter emitted
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j photons then the probability of it being received at n detectors (a detector can receive multiple

photons, but it cannot state how many. Therefore, we count each detection as a single photon, even

if it may have been multiple photons that were received). Finally, Po(n) represents the probability

of detecting n photons. After calculating the final probability incorporating losses, we generated

108 datapoints based on the probability distribution. We then binned the dataset and calculated

Po(0), Po(1), ..., Po(6), and n̄o, which represent the probabilities of detecting 0 to 6 photons and

the mean number of photons observed, respectively. These values, along with the bin data for each

bin, were used as training data. A total of 2000 training data points for each bin size.

D. Network and Training.

The VAE is an unsupervised deep learning technique used for generating new data from an

existing dataset by extracting a compact and organized representation of the input data [46]. The

VAE model has two main components: encoder and decoder. The encoder takes input data and

generates a latent representation that represents the input data in a condensed and structured for-

mat. On the other hand, the decoder takes the latent representation as input and reconstructs the

original input, aiming to produce an accurate reconstruction of the input data. The VAE model

employed in this study, as shown in Figure 2 (a), is composed of three primary components: the

encoder, the decoder, and a classifier. To begin, the encoder receives the photon number probabil-

ities represented by P(X) at the input nodes, where X=(0,1,...,4). The input data is then processed

through a series of dense layers with a scaled exponential linear unit (SELU) activation function,

batch normalization, and dropout, collectively forming the encoder network. The final dense layer

output comprises of the mean µ and σ values of the latent representation. These values are utilized

to sample from a normal distribution, which is subsequently used as the latent representation (Z),

also known as the bottleneck of the VAE.

The latent representation (Z), which is obtained from the bottleneck layer, is fed into the de-

coder to reconstruct the input data. The decoder is made up of dense layers with SELU activation

function, batch normalization, anwrited dropout, similar to the encoder. The final dense layer pro-

duces the reconstructed input data. During training, both the encoder and decoder networks are

trained to minimize the reconstruction loss. After obtaining the latent representation, the classi-

fier takes it as input and predicts the class label. In this study, the classifier is trained to classify

SPATS or SPACS by minimizing the classification loss. It uses the latent representation Z to pro-
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duce a scalar output that indicates whether the input data belongs to a certain class or not. The

classifier comprises dense layers with leaky rectified linear unit (LeakyReLU) activation function,

batch normalization, and dropout. The VAE model used in this study employs a loss function

that combines two terms: reconstruction loss and Kullback-Leibler (KL) divergence loss. The

reconstruction loss assesses the dissimilarity between the original input data and the reconstructed

output from the decoder. On the other hand, the KL divergence loss measures the variation be-

tween the distribution of the latent representation generated by the encoder and a standard normal

distribution. By using this loss function, the VAE model is trained to produce diverse and realis-

tic data by encouraging the encoder to produce latent representations that are close to a standard

normal distribution. Additionally, the sharing of the bottleneck layer between the VAE and the

classification model (classifier) allows the VAE to learn a latent representation that is appropriate

for both reconstruction and classification tasks. This is particularly useful for complex data that

have high dimensions or structures. During the training process, both the VAE and the classifica-

tion model losses are simultaneously minimized by summing the VAE loss and the classification

loss.

Ltotal = Lrecon + LKL + LBCE (10)

where Lrecon is the reconstruction loss, LKL is the KL divergence loss, and LBCE is the binary

cross entropy loss for the classification task.

Here, reconstruction loss [46]:

Lrecon = − 1

N

1

d

N∑
i=1

d∑
j=1

(xij − x̂ij)
2, (11)

where N is the number of samples, d is the dimensionality of the data, xij is the j-th component

of the i-th input sample, and x̂ij is the corresponding reconstructed value.

KL divergence loss [46]:

LKL = − 1

2N

N∑
i=1

d∑
j=1

[1 + log
(
σ2
j

)
− µ2

j − σ2
j ], (12)

where µj and σ2
j are the mean and variance of the j-th component of the latent representation,

respectively.

Binary cross entropy loss [47]:

LBCE = − 1

NL

NL∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] , (13)
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where NL is the number of labeled samples, yi is the true class label of the i-th labeled sample

(either 0 or 1), and ŷi is the predicted probability of the i-th sample belonging to class 1.

In this VAE model, various hyperparameters were utilized to achieve the desired performance.

These hyperparameters include the number of nodes in the dense layers, the dropout rate, the type

of activation functions, and the learning rate. The encoder consists of dense layers with 16, 32, 64,

32, and 16 nodes, respectively, while the decoder has 8, 16, 32, 16, and input nodes. A dropout

rate of 0.2 was implemented in the encoder, decoder, and classifier. The encoder and decoder were

both set to use the SELU activation function, while the classifier used the LeakyReLU activation

function. During training, a batch size of 512 was used with a learning rate of 0.001 for the VAE

model. Moreover, by employing a fixed seed for the random initialization of the VAE, we ensure

consistent initial conditions for each run, thus aiding in replicable results and mitigating the risk

of convergence to local minima (see Supplementary Information).

III. SIMULATION EXPERIMENTS

A. Lossless Data

Transfer learning is a deep learning training methodology where features learned from one

dataset are transferred and applied to another related dataset. Here transfer learning was employed

to improve the accuracy and generalization of the VAE model trained on the lossless dataset,

particularly when dealing with different bin sizes. Initial training of VAE model is done on a larger

bin size of 100 observations per bin. This choice was made to capture more information about the

data distribution. During this training phase, the encoder, decoder, and classifier networks were

optimized to reconstruct the input data accurately and classify it between SPATS and SPACS. After

the initial training on the larger bin-sized data, the model was fine-tuned using smaller bin-sized

data. This process involved taking the pre-trained weights of the model obtained from the initial

training and continuing the training process using the smaller bin-sized data. By fine-tuning the

model on smaller bin sizes, it allows the model to adapt and improve its performance specifically

on data with smaller bin sizes. The fine-tuning process enables the model to transfer the knowledge

it learned from the initial training on larger bin sizes to the smaller bin-sized data. The pre-trained

weights of the model serve as a starting point for the fine-tuning process. As the model continues
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training on the smaller bin-sized data, it adjusts its parameters to better suit the characteristics and

distributions of the smaller bin sizes. This knowledge transfer helps improve the accuracy and

performance of the model on smaller bin-sized data. Finally, validation is done on test dataset

to evaluate the model’s ability to generalize across different bin sizes. This test dataset likely

contained smaller bin sizes than the training data. The model’s performance on this test dataset

was assessed to determine its generalization capability. The model performs well on the test dataset

with smaller bin sizes, indicating the effectiveness of the transfer learning approach in improving

the model’s accuracy and robustness across different bin sizes. By combining the initial training

on larger bin sizes, fine-tuning with smaller bin-sized data, and validating the model’s performance

on a test dataset, this transfer learning approach helped enhance the accuracy and generalization

of the VAE model. The pseudo-code implementation is mentioned in Algorithm 1.

Algorithm 1: Lossless data, Ideal case

Training Phase:

Input: Probability distribution X : [P (0), P (1), P (2), P (3), P (4)]

Output: Class Y and reconstruction of X as X̂

1. Predicts class and reconstructs the X as X̂

2. Compute BCE loss between predicted class and ground truth class (SPACS/SPATS)

3. Compute reconstruction loss (MSE) and KL Divergence loss [46]

4. Optimize the model using all three losses until convergence.

Testing Phase:

Input: Probability distribution X : [P (0), P (1), P (2), P (3), P (4)]

Output: Class Y and Embedding of X from bottleneck layer as Z

B. Data with losses

The training scheme for the VAE model, which takes into account losses, begins with a data

processing step that involves carefully selecting training data. This step is crucial to ensure the

applicability of the model to various bin sizes and efficiencies. To improve the generalization

capabilities of the model, we have chosen a larger bin size of 200 observations. This decision pro-

vides the model with a wider range for classifying data, eliminating the need for multiple models
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to handle different use cases or minor changes in losses. To enhance the model’s flexibility in han-

dling diverse data, we have introduced an additional input parameter called the observed average

photon number (n̄obs), which is incorporated alongside the probability distribution. By including

n̄obs as an input, the model becomes capable of handling a wide range of observable average pho-

ton number values, regardless of the corresponding theoretical n̄the and quantum efficiency. This

accounts for the effect of quantum loss in the system, as the correlation between n̄obs and n̄the

captures this relationship. In order to generate the training dataset, we determine the range of the

target observable average photon number (n̄obs). From this range, we select corresponding theo-

retical n̄the values and quantum efficiencies. By plotting observable n̄obs against theoretical n̄the,

we can choose the desired theoretical n̄the and quantum efficiency pairs. This approach allows

the model to effectively generalize across different observable n̄obs values and account for varia-

tions in theoretical n̄the and quantum efficiency. Subsequently, we train the VAE model using this

dataset, incorporating the observed n̄obs and the probability distribution. The encoder, decoder,

and classifier networks of the model are optimized to minimize the reconstruction loss and clas-

sification loss. This training process equips the model with the ability to accurately reconstruct

input data while effectively classifying between SPATS and SPACS. For detailed information on

the implementation of this training scheme, please refer to Algorithm 2.

Algorithm 2: Incorporation of observed average photon number, n̄obs

Training Phase:

Input: Probability distribution and nobs, X : [P (0), P (1), P (2), P (3), P (4), nobs]

Output: Class Y and reconstruction of X as X̂

1. Predicts class and reconstructs the X as X̂

2. Compute Binary Cross-entropy loss between predicted class and ground truth class

(SPACS/SPATS)

3. Compute reconstruction loss (MSE) and KL Divergence loss [46]

4. Optimize the model using all three losses until convergence.

Testing Phase:

Input: Probability distribution and nobs, X : [P (0), P (1), P (2), P (3), P (4), nobs]

Output: Class Y and Embedding of X from bottleneck layer as Z
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IV. RESULTS AND DISCUSSION

Figure 2 presents a comparison between two methods for analyzing the probability distribution of

photon statistics of SPATS and SPACS. Initially, we employed the t-Distributed Stochastic Neigh-

bor Embedding (t-SNE) algorithm, a popular multidimensional scaling technique [48], to visually

represent our high-dimensional data. The purpose of t-SNE is to reduce dimensions while pre-

serving the similarity structure within the data, with the expectation that it would allow us to

differentiate between the two classes of photon statistics. After running t-SNE for 1000 iterations,

we obtained a 3-dimensional representation that revealed a significant overlap between the SPATS

and SPACS classes. t-SNE has inherent limitations related to the possibility of different global

structures within the data. This variation in global structures could result in the convergence of

data points from different classes, leading to overlapping clusters. Furthermore, t-SNE is sensitive

to its hyperparameters, and the selection of these parameters can greatly affect the resulting visu-

alization. The overlap observed in our analysis may, in part, be attributed to suboptimal parameter

settings. Adjusting these parameters, such as the perplexity value or the learning rate, yields such

best-observed separability between the two classes. Moreover, the nature of our dataset, which

encompasses different average photon numbers and measurement bin sizes, poses a challenge for

t-SNE. The changing photon statistics information across these variations makes it difficult for

t-SNE to effectively capture such features. As a consequence, t-SNE proves to be inefficient in

representing the diverse range of photon statistics present in the data. The 2D t-SNE visualiza-

tion of full photon statistics data, distinguished by different photon counts and bin sizes higlights

substantial overlap between SPATS and SPACS classes, complicating effective classification (see

Supplementary). In contrast, the implementation of the VAE method offers a more distinctive rep-

resentation of the dataset within the latent space. The VAE model was trained on multiple datasets,

encompassing various average photon numbers and measurement bin sizes. This training approach

enables the VAE to capture a broader range of photon statistics, resulting in a latent space with

distinguishable features and discernible boundaries. Consequently, the VAE method demonstrates

superiority in handling such complex data for classification purposes.

In Figure 3(b), we explore the relationship between classification accuracy and bin size using

lossless data, with an average photon number (n̄) = 1.3. As the bin size increases, so does the ac-

curacy, indicative of an intrinsic relationship between these two variables. However, the accuracy

plateaus beyond a certain bin size. This saturation effect can be attributed to the inherent nature of
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photon statistics; larger bins, corresponding to longer observation times, allow for a more precise

representation of the photon distribution. Yet, beyond a certain point, the additional information

gained does not improve the ability of the model to classify the sources. Despite this, it is worth

highlighting that our classification algorithm performs robustly even with smaller bins. This is

demonstrated by the maintaining of over 65% accuracy using a bin size = 50 with a single model

trained across multiple datasets of average photon number and bin size and then tested on n̄ = 1.3.

This promising result suggests the algorithm’s potential efficiency even when dealing with sparse

data points, which might be especially relevant in real-world applications where high-volume data

collection is not always feasible.

Figure 4(a) provides insights into the relationship between the theoretical mean photon number

n̄the and the corresponding observed n̄obs values for four sensors, each characterized by a specific

quantum efficiency. Notably, at higher n̄ values, saturation occurs, likely due to the fixed number

of sensors utilized in the simulation. This saturation phenomenon emphasizes the significance of

carefully selecting the number of sensors in the experimental setup to mitigate the sensor “dead

time” effect and maximize the extraction of information from the light source. In Figure 4(b), we

investigate the accuracy of the model as a function of quantum efficiency, using four sensors and a

fixed bin size of 200. Remarkably, the model demonstrates consistent performance across a range

of quantum efficiencies. However, a notable degradation in performance occurs when the quantum

efficiency falls significantly below 0.2, which is a consequence of using a single photon source.

This deterioration suggests the presence of a critical threshold below which the signal-to-noise

ratio may decline to a level where distinguishing between the probability distributions for SPACS

and SPATS becomes challenging, leading to erroneous classification.

Next, we present a performance analysis shows performance analysis of the classifier network

within the VAE framework, demonstrating its accuracy across different bin sizes (Figure 5) and

observed mean photon numbers, n̄obs (Figure 6). The VAE model was trained using simulated data

generated for a theoretical mean photon number of n̄the = 1.9 and a fixed bin size of 200. Notably,

during the data generation step, we incorporated loss effects by considering varying quantum effi-

ciencies of 0.9, 0.8, and 0.6. By incorporating these different quantum efficiencies, we constructed

a diverse training dataset that encompassed a broad range of observed mean photon number val-

ues, ranging from 1.45 to 1.16. This deliberate variation aimed to enhance the ability of the model

to generalize well across different scenarios. Remarkably, our trained model exhibited exceptional

generalization capabilities, consistently achieving high classification performance across varying
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bin sizes and observed mean photon numbers. This robust performance was particularly notewor-

thy given the relatively limited size of our training dataset. The ability of model to maintain its

classification performance despite changes in bin size and observed mean photon numbers implies

its adaptability via transfer learning which is a crucial feature for practical implementation, as real-

world conditions often exhibit inherent variations. In Figure 7, we demonstrate the architecture’s

adaptability to new tasks. Here, we analyze four different types of photon sources: mix-SPAC

(a mixture of coherent and SPAC sources, where the Y-axis represents its mix ratio), mix-SPAT

(a mixture of thermal and SPAT sources, where the X-axis represents its mix ratio), Coherent,

and Thermal. As the mix ratio approaches 1, mix-SPAC becomes predominantly Coherent, and

mix-SPAT becomes predominantly Thermal, as indicated by Eqs. (3,4). This results in low clas-

sification accuracy, as expected. However, the architecture achieves over 90% for mix ratios less

than 0.8, demonstrating its robustness in the classification task.

V. CONCLUSIONS

The development of deep learning-based algorithms has demonstrated great potential in the field

of quantum optics. Here, a deep learning-based method was proposed and implemented for the

efficient classification of non-classical states of light, specifically SPACS and SPATS, which are

valuable for various applications such as high-bit-rate communication, and quantum state engi-

neering. The proposed method employed a semi-supervised learning approach using a VAE to

map photon statistics features to a lower-dimensional latent space. The VAE was trained over

multiple datasets with different average photon counts, resulting in a well-behaved latent space

that was robust and maintained classification accuracy even under conditions of poor detection

quality. The simulation experimental results showed that the VAE was successful in distinctly rep-

resenting the dataset in the latent space, and the classification algorithm performed well even with

very few observations through transfer learning approach. The proposed method has the potential

to significantly enhance the classification of quantum light sources [49–51], especially under con-

ditions of poor detection quality, which is an important step toward the development of practical

quantum communication, sensing, and computing technologies.
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[39] Jie Li, Simon Gröblacher, Shi-Yao Zhu, and GS Agarwal, “Generation and detection of non-gaussian

phonon-added coherent states in optomechanical systems,” Physical Review A 98, 011801 (2018).

[40] ET Burch, C Henelsmith, W Larson, and M Beck, “Quantum-state tomography of single-photon

entangled states,” Physical Review A 92, 032328 (2015).

[41] Marco Bellini, Hyukjoon Kwon, Nicola Biagi, Saverio Francesconi, Alessandro Zavatta, and

MS Kim, “Demonstrating quantum microscopic reversibility using coherent states of light,” Physi-

cal Review Letters 129, 170604 (2022).

17



[42] Serge Haroche and J-M Raimond, Exploring the quantum: atoms, cavities, and photons (Oxford

university press, 2006).

[43] Vittorio Giovannetti, Seth Lloyd, and Lorenzo Maccone, “Quantum-enhanced measurements: beating

the standard quantum limit,” Science 306, 1330–1336 (2004).

[44] Girish S. Agarwal, Quantum Optics (Cambridge University Press, 2012).
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Figure 1: Experimental setup illustrating the division of a single incoming light beam into four equal paths

using three beamsplitters. Each path directs light toward a dedicated click detector, registering the number

of photons detected for a single instance. This process is repeated for n trials, where n represents the bin

size, yielding a dataset of click counts. Analysis of this data produces a probability distribution showcasing

the likelihood of detecting a specific number of photons across all n samples.
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(a)

(b)

t-SNE

VAE

Figure 2: Distinct representation of quantum states of light in low-dimensional embedding space. The low-

dimensional embedding spaces for photon statistics data, showcase distinct representations of for SPATS

& SPACS across multiple average photon numbers. (a) The t-SNE model’s 3-component representation

illustrates a dense overlapping of data points clusters. (b) The 3D-latent space of the VAE model reveals

two distinct data clusters with good separation.
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Figure 3: Architecture and accuracy of introduced VAE. (a) Schematic representation of the VAE combined

with a classifier network. The VAE consists of three main components: an encoder, a decoder, and a

classifier. The encoder takes the input data, denoted as X which comprises probabilities Pn of having

n photons in observation. Here, X is defined as [P0, P1, P2, . . . , Pn], where n represents the number of

sensors, and generates a latent representation. The decoder takes this latent representation as input and

reconstructs the original data, resulting in X̂ . The classifier utilizes the latent representation Z obtained

from the bottleneck layer and predicts the class label for SPATS & SPACS. (b) Investigation of the impact

of bin size on the classification accuracy of the classifier in the VAE model. The classification accuracy is

assessed for varying numbers of binsizes, considering a simulated dataset with an average photon number

(n̄) = 1.3, without any loss effects.
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Figure 4: Quantum loss and dead time effects on classification accuracy. (a) Illustrates the relationship

between the observed average photon number (n̄obs) and the theoretical average photon number (n̄the) for

a fixed quantum efficiency of four sensors. In the simulations, an incoming beam was split into two equal

beams using a beam splitter, each having an equal probability of containing a photon. Subsequently, another

layer of beam splitters divided these two beams into four beams, each with an equal probability of containing

a photon. (b) Depicts the accuracy of the classifier in the VAE model as a function of quantum efficiency

for a n̄obs = 1.9. As the observed average photon number increases with higher quantum efficiency, the

classifier achieves improved accuracy.
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Figure 5: Generalization of VAE performance across bin sizes and average observed photon number. The

plot shows the relationship between the accuracy of the classifier in the VAE model and the number of

binsizes in the simulated experiment. The curves depict the performance at an average theoretical photon

number (n̄the) of 1.9, where different quantum efficiencies yield varying observed average photon numbers

(n̄obs). Each curve’s color represents the accuracy for different combinations of quantum efficiency and

n̄obs.
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n̄obs

Figure 6: The accuracy is directly dependent on n̄obs, as we are dealing with a single photon-added source.

When n̄ < 1, it becomes very difficult to distinguish, as it is mostly noise and the loss is too significant

to identify the source. As n̄obs increases, the classification accuracy saturates around 90%. (binsize = 200,

n̄the > 1 (single photon added source), different quantum efficiencies for different n̄obs)
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Figure 7: The plot of classification accuracy among all four classes: mixSPAC, mixSPAT, Coherent, and

Thermal for given values of r1 and r2. Here the x-axis represents mixSPAT (a mixture of Thermal and SPAT

with the probability of r1), and the y-axis represents mixSPAC (a mixture of Coherent and SPAC with the

probability of r2). The strength of the proposed architecture lies in its adaptability to new data. For this

experiment, the observed mean photon number (n̄) was fixed at 1.3, and the bin size was set to 200. We

observe that the model can adapt to new classes while maintaining similar performance for SPAT and SPAC

with n̄obs = 1.3 as shown in Figure 6.
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