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Recently, Hadfield has proposed a novel Quantum Alternating Operator Ansatz (QAOA+) to
tackle Constrained Combinatorial Optimization Problems (CCOPs), and it has wide applications.
However, the large requirement of multi-qubit controlled gates in QAOA+ limits its applications
in solving larger-scale CCOPs. To mitigate the resources overhead of QAOA+, we introduce an
approach termed Progressive Quantum Algorithm (PQA). In this paper, the concept and perfor-
mance of PQA are introduced focusing on the Maximal Independent Set (MIS) problem. PQA aims
to yield the solution of the target graph G with fewer resources by solving the MIS problem on a
desired derived subgraph that has the same MIS solution as G but has a much smaller graph size.
To construct such a desired subgraph, PQA gradually and regularly expands the graph size starting
from a well-designed initial subgraph. After each expansion, PQA solves the MIS problem on the
current subgraph using QAOA+ and estimates whether the current graph has the same MIS solution
as the target graph. PQA repeats the graph expansion and solving process until reaching the stop
condition. In our simulations, the performance of PQA is benchmarked on Erdős-Rényi (ER) and
regular graphs. The simulation results suggest that PQA showcases higher average approximation
ratio (AAR) and significant quantum resource savings compared with directly solves the original
problem using QAOA+ (DS-QAOA+) at the same level depth p. Remarkably, the AAR obtained
by PQA is 12.9305% (4.8645%) higher than DS-QAOA+ on ER (regular) graphs, and the average
number of multi-qubit gates (qubits) consumed by PQA is 1/3 (1/2) of that of DS-QAOA+. The
remarkable efficiency of PQA makes it possible to solve larger-scale CCOPs on the current quantum
devices.

I. INTRODUCTION

Quantum Approximate Optimization Algorithm
(QAOA) [1–5] is a class of hybrid quantum-classical
algorithms [6–13] that can be implemented on the
current Noisy Intermediate-Scale Quantum (NISQ)
devices [14–16] for some small-scale problems. Recently,
several researches revolving around QAOA have made
certain progress, such as the design of the parameter
initialization strategies [17–26] and quantum circuit
optimization [27–33]. In addition, the performance of
QAOA on solving specific Combinatorial Optimization
Problems (COPs) has also been investigated [34–40].

COPs have applications in various fileds, including
social network analysis, scheduling, and portfolio opti-
mization. The difficulty of solving COPs mainly stems
from the exponeatial growth in the number of possi-
ble solutions as the problem size increases. COPs in-
cludes Constrained Combinatorial Optimization Prob-
lems (CCOPs) and Unconstrained Combinatorial Opti-
mization Problems (UCOPs). Compared with UCOPs,
solving the CCOPs additionally involves dealing with
constraints and validating the feasibility of the output,
making it more challenging. Currently, an approach to
solving the CCOPs is leveraging Lagrange multiplier to
transform CCOP into UCOP [41, 42], where the value of
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the introduced penalty term λ is correctly set by many
additional hyper-parameter optimization steps [41]. By
this operation, the constraints are encoded into a clas-
sical objective function that can then be converted into
a quantum Hamiltonian whose ground state is the ex-
act solution to the problem. Although QAOA can ap-
proximately obtain the ground state by a parameterized
quantum circuit (PQC) [38], the Hilbert space includes
feasible solutions to the problem as well as terms that vio-
late constraints. Searching for the quasi-optimal solution
(i.e., nearly global optimal solution) within an exponen-
tial and non-convex space poses a formidable challenge
[18]. There is a risk of getting stuck in low-quality local
minima during the parameter optimization process [19],
obtaining output states that may violate one or more
constraints.

To eliminate the nuisance brought by penalty terms
in solving CCOPs, Hadfield et al.[28] introduced a novel
Quantum Alternating Operator Ansatz (QAOA+) to en-
code problem constraints into a mixing Hamiltonian HB .
By this innovation, QAOA+ constructs a subspace that
only has feasible quantum states and seeks the solution
from it [43]. Hadfield et al. argued that encoding con-
straints intoHB (instead of adding penalty terms into the
target Hamiltonian) not only limits the size of the search
subspace but also improves the average solution qual-
ity. So far, QAOA+ has been utilized to tackle many
CCOPs and achieves better performance than QAOA
[43–48]. However, the implementation of the p-level
QAOA+ ansatz tends to require many multi-qubit con-
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trolled quantum gates when solving some CCOPs, where
p is the level depth. Before the execution of QAOA+,
these multi-qubit controlled gates must be decomposed
into sets of gate operations natively supported by quan-
tum hardware [49]. This high expense hinders the de-
velopment of QAOA+ on NISQ devices. Searching for
heuristic strategies to reduce the consumption of multi-
qubit controlled gate in QAOA+, thus effectively utiliz-
ing the current limited quantum resources to solve larger-
scale CCOPs is a pressing research challenge.

To mitigate the large requirement of quantum re-
sources for QAOA+ ansatz, Saleem et al.[42] proposed
Dynamic Quantum Variational Ansatz (DQVA), an ap-
proach that increases the number of parameters to be
optimized in each level QAOA+ ansatz as done in multi-
angle QAOA (ma-QAOA) [5], but DQVA dynamically
turns on or off certain parameters to fully utilize the lim-
ited quantum resources during optimization. The per-
formance of DQVA is investigated on the maximum in-
dependent set (MIS) problem, and the results show the
performance of DQVA is improved when each of the par-
tial mixers is given an independent classical parameter.
However, the parameter search space exponentially in-
creases with the increase of parameters to be optimized,
which further aggravates the difficulty of finding quasi-
optimal parameters to a greater extent [18, 26]. Besides,
some heuristic strategies aim to reduce the quantum re-
sources by decreasing the size of the optimization prob-
lem step by step until the problem becomes trivial to
solve [41, 50]. Nevertheless, these strategies typically re-
quire abundant expectation function calculations before
each reduction of the optimization problem, significantly
increasing the additional overhead of the quantum com-
puters. Tomesh et al.[51] presented the Quantum Divide
and Conquer Algorithm (QDCA), a method for mapping
large COPs onto distributed quantum computers that
are achieved via quantum circuit cutting techniques [52].
This technique splits a large quantum circuit into multi-
ple subcircuits that can be independently executed, and
then their optimization results are “stitched together”
to reconstruct the output of the full circuit. However,
the overhead cost of the classical reconstruction step in-
creases exponentially as more cuts are made to the orig-
inal circuit.

In this paper, Progressive Quantum Algorithm
(PQA) is proposed to mitigate the costly quantum re-
source expense when executing the QAOA+ to solve cer-
tain CCOPs (whose exact solutions are part of the overall
problem). The idea and performance of PQA are intro-
duced by taking the MIS problem as an example. Dif-
ferent from directly solving the problem on the target
graph G like DQVA, PQA aims to iteratively construct
a derived subgraph Gq whose graph size is smaller than
the target graph but has the same solution as G. Nat-
urally, the solution on the target graph can be obtained
by solving MIS on the derived subgraph. For the tar-
get graph, there may exist multiple derived subgraphs

that have the same MIS solution as G but with various
graph sizes, and the smaller the graph size of the derived
graph Gq, the more resources can be saved. To reduce
the consumption of quantum resources as much as possi-
ble, the final derived subgraph Gq is constructed step by
step utilizing a well-designed selection rule. After each
expansion of graph size, PQA solves the MIS problem on
the subgraph using the p-level QAOA+ ansatz and esti-
mates whether the current subgraph has the same MIS
solution as the target graph by comparing the final ex-
pectation function values on various subgraphs. In our
settings, the circuit parameters are randomly initialized
when dealing with the MIS problem on the initial sub-
graph. Except for it, PQA opts to reuse the pre-trained
QAOA parameters corresponding to the previous sub-
graphs processed by QAOA+ when dealing with the MIS
problem on the remaining subgraphs. This operation is
referred to as parameter transfer [21, 53–55], a method
leverages the observed phenomenon of “ parameter con-
centration” [20, 24].

In our simulations, we benchmark the performance of
PQA on multiple Erdős-Rényi (ER) and k-regular graphs
with the number of nodes n = 14, where k = 2, 3, and
we also give a comparison with the method that directly
solves the MIS problem using QAOA+ (DS-QAOA+).
Out of all the graphs tested, the simulation results in-
dicate that PQA can achieve an average approximation
ratio 12.9305% (4.8645%) higher than DS-QAOA+ on
ER (k-regular) graphs at the same level depth. Fur-
thermore, PQA demonstrates superiority in terms of re-
source utilization while searching for the optimal solu-
tion, consuming on average half the number of qubits
compared with DS-QAOA+. Additionally, the average
circuit depth of PQA is about 1/3 (2/5) of that of DS-
QAOA+ on ER (regular) graphs at the same level depth.
More importantly, PQA achieves significant gate savings,
conserving approximately 60% (45%) quantum gates (in-
cluding single RX gate, single RZ gate, and multi-qubit
controlled RX gate) compared with DS-QAOA+ on ER
(regular) graphs. Particularly, the average number of
multi-qubit controlled RX gates consumed by PQA is
1/3 of that of DS-QAOA+. These findings underscore
the advantageous computational characteristics of PQA
over DS-QAOA+ across a range of graph instances. The
remarkable efficiency of PQA makes it possible to solve
a larger-scale CCOP on NISQ devices with limited quan-
tum resources today.

This paper is structured as follows: Section II serves as
the foundational segment, providing background knowl-
edge on the MIS problem, QAOA, and its extension,
QAOA+. Following this, in Section III, we delineate
the progressive quantum algorithm, emphasizing the con-
struction rules of the desired derived subgraph. Subse-
quently, in Section IV, we present a comprehensive set
of numerical simulation experiments aimed at showcas-
ing the quantum resource efficiency of PQA over DS-
QAOA+. Finally, in Section V, we offer a succinct con-
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clusion and discussion to encapsulate the key findings of
our study and the next research direction.

II. PRELIMINARIES

In this section, we introduce some preliminaries to help
readers understand our work better.

A. Review of MIS

MIS is defined in the graph G = (V,E), where V =
{0, ..., n− 1} is the set of vertices, E = {((u, v))} is the
set of edges, and the two vertices u and v on the same
edge (u, v) are adjacent. In this paper, we respectively
denote the number of vertices and edges as n and m.
The vertex subset Vs is referred to as an independent set
of the graph G if there are no adjacent vertices exist in
it. MIS is the vertex subset with the maximum number
of vertices among all independent sets. The number of
vertices in the MIS is called the independence number,
denoted as β(G). For a graph G, its solution of MIS is
not unique, but the independence number is determined.

For any target graph G, there exists at least one in-
duced subgraph Gq = (Vq, Eq) with the same MIS solu-
tion as G, where Vq ⊆ V and Eq ⊆ E. Nevertheless, the
MIS solution of the target graph may not be the solution
of its induced graph. As shown in FIG. 1, FIG 1(b) is
the induced graph of FIG 1(a), and they have the same
solution of MIS (i.e., {1, 2, 3}), but {1, 2, 4} is not the
MIS solution of FIG. 1(b) because the node 4 is not in
this induced graph. In addition, the independent vertex
subsets in Gq are feasible for G when Gq is the induced
graph of G. However, the independent set of G may not
be feasible for Gq.

0

1

2

3

4

(a)

0

1

2

3

(b)

FIG. 1. Examples of MIS. (a) A target graph G whose feasible
solutions are ∅, {0}, {1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {1, 4},
{2, 3}, {2, 4}, {1, 2, 3} and {1, 2, 4}. The solutions of MIS
are {1, 2, 3} and {1, 2, 4}, where the MIS of G is not unique,
but the independence number identically equals 3. (b) An
induced subgraph of G and its MIS is {1, 2, 3}. The feasible
solutions of Gq are ∅, {0}, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3},
{1, 2, 3}. We respectively denote the feasible space including
all feasible solutions of Gq and G as S(Gq) and S(G), where
S(Gq) ⊆ S(G).

In this paper, we denote xu = 1 if the vertex u is
in the vertex subset Vs, otherwise, xu = 0, where u =
0, 1, ..., n − 1. It is straightforward that every way of
vertex partition corresponds to a unique bit string x, and
there are 2n forms for x in total, where x = x0x1 . . . xn−1.
The goal for MIS is to maximize the objective function

C1(x) =

n−1∑
u=0

xu (1)

when the constraint
∑

(u,v)∈E xuxv = 0 is met. The

added problem constraint of MIS can be addressed by in-
troducing a Lagrange multiplier into the above objective
function [50], thus converting the constrained problem
to unconstrained problem whose corresponding classical
cost function is

maxC(x) =

n−1∑
u=0

xu − λ
∑

(u,v)∈E

xuxv, (2)

where the value of λ > 1 can impose penalties on those
terms that violate constraints [56], making the MIS so-
lution correspond to the maximal cost function value in-
stead of other feasible or infeasible bit strings. Here,
Cmax equals the independence number β(G).

B. Review of QAOA

Inspired by the quantum adiabatic evolution [57],
QAOA encodes the solution of the problem into the
ground state of the target Hamiltonian HC , and it aims
to start from the ground state of the initial Hamilto-
nian HB and gradually evolve to the ground state of HC

through p-level QAOA ansatz [1]. For one level QAOA
ansatz, it consists of two unitaries e−iγiHC and e−iβiHB

and two variational QAOA parameters γi and βi, where
i = 1, 2, · · · , p and p is the level depth. The initial Hamil-
tonian is conventionally chosen as HB = −

∑n
j=1 σ

x
j

whose ground state |s⟩ = |+⟩⊗n can be effective to pre-
pare, where σx

j refers that applying Pauli-X to the j-th
qubit. To encode the solution of MIS into the ground
state of HC , the cost function −C(x) is converted to the
target Hamiltonian

HC =

n−1∑
u=0

σz
u − I

2
+ λ

∑
(u,v)∈E

I − σz
u − σz

v + σz
uσ

z
v

4
(3)

by transforming each binary variable xu to a quantum

spin
I−σz

u

2 [1], where σz
u refers that applying Pauli-Z to

the u-th qubit.

The ground state ofHC can be approximately obtained
by alternately applying unitaries e−iγiHC and e−iβiHB on
the initial quantum state |s⟩. The output state of the
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parameterized quantum circuit is

|γp,βp⟩ = e−iβpHBe−iγpHC · · · e−iβ1HBe−iγ1HC |s⟩, (4)

where γp = (γ1, ..., γp) and βp = (β1, ..., βp) are 2p
variational QAOA parameters. The expectation value
F (γp,βp) of HC in this variational quantum state is de-
fined as

F (γp,βp) = −⟨γp,βp|HC |γp,βp⟩, (5)

which can be calculated by repeated measurements of the
output quantum state using the computational basis, and
our goal is to search for the global optimal parameters

(γopt
p ,βopt

p ) = arg max
(γp,βp)

F (γp,βp). (6)

The search for optimal parameters is typically done
by starting with some guesses of the initial parameters,
where the quantum computer computes the expectation
value of the output state and delivers the relevant in-
formation to the classical computer. These parameters
are optimized by the classical optimizer and then deliv-
ered to the quantum computer. The outer parameter
optimization is repeated until it meets the termination
condition (e.g., the maximal number of iterations or con-
vergence tolerance ε [26]). To quantify the quality of the
QAOA solution (i.e., measure the difference between the
output state of QAOA and the ground state of HC), we
introduce the approximation ratio (AR)

r =
F (γp,βp)

Fmax
, (7)

where Fmax is the negative of the ground state energy
of HC . Here, Fmax equals the independence number of
the graph which can be obtained by brute force search
for small graph instances. For large graphs, we can ex-
ecute multiple runs of greedy algorithm [58] and utilize
the maximal vertices number among the obtained inde-
pendent set to approximate Fmax. AR reflects how close
the solution provided by QAOA is to the true solution,
r ≤ 1, with the value of 1 is the true solution.

C. Review of QAOA+

The Lagrange multiplier method searches for the
ground state in a Hilbert space, encompassing a broader
set of quantum states that may not adhere to the in-
dependence constraint, potentially resulting in output
states that violate constraints [39, 41]. To address this
limitation, Hadfield et al. [28, 43] introduce a novel quan-
tum alternating operator denoted as QAOA+.

Different from adding the constraints into the target
Hamiltonian utilizing the penalty term, QAOA+ encodes
the constraints into the mixer Hamiltonian. By this oper-
ation, QAOA constructs a subspace that only comprises

𝑥𝑣1,𝑢

𝑥𝑣2,𝑢

…

𝑥𝑣𝑑 𝑢 ,𝑢

𝑥𝑢 𝑅𝑋(2𝛽𝑖)

𝑥𝑣1,𝑢

𝑥𝑣2,𝑢

…

𝑥𝑣𝑑 𝑢 ,𝑢

𝑥𝑢 𝑅𝑋(2𝛽𝑖)

|0⟩𝑢 𝑋 𝑋

adjacent vertices of 𝑢 

auxiliary qubit

FIG. 2. The quantum circuit of e−iβiBu can be implemented
by two multi-qubit controlled gates, a single-qubit controlled
RX gate, and an auxiliary qubit. The auxiliary qubit transfers
from |0⟩ to |1⟩ only when the quantum states of all adjacent
vertices are |0⟩, then a single qubit rotation RX operation is
executed on the u-th qubit. Otherwise, there is an Identify
operation applied to the u-th qubit when the auxiliary qubit
is always |0⟩. The right multi-qubit controlled gate operation
can reset the state of the auxiliary qubit from |1⟩ to |0⟩ when
there is a flip in the previous operation.

the single and the superposition of feasible states, and
aims to search for the optimal solution from it. At this
time, the corresponding target Hamiltonian

HC =

n−1∑
u=0

σz
u − I

2
(8)

is obtained by converting the xu in −C1(x) to a quantum

spin
I−σz

u

2 , encoding the MIS solution into the ground
state of HC . Similar to QAOA, QAOA+ approaches
the ground state of HC by alternately applying unitaries
e−iγiHC and e−iβiHB on the initial quantum state |s⟩.
However, the initial quantum state in QAOA+ must be a
single feasible state or the superposition of feasible states
to keep the feasible space. In addition, |s⟩may not be the
ground state of HB in QAOA+, which is also different
from the original QAOA.

The design of HB must keep (i.e., ensure the space
has no states violating the constraints) and explore the
feasible space (i.e., provide transitions between various
feasible states). For an independent vertex subset Vs,
deleting any vertices from Vs does not change its inde-
pendence. However, a new vertex va can be added into
Vs without destroying the independence of Vs only when
its all adjacent vertices are not in Vs, these above rules
can be described as

f(va) =

d(va)∑
j=1

xvj,a = 0, (9)

where vj,a and d(va) respectively represent the j-th ad-
jacent vertex of va and the number of adjacent vertices
of va. Here, the subscript j = 1, · · · , d(va), and the new
vertex va can not be added into Vs when f(va) > 0.
Mapping to a quantum circuit, for any vertex u, a Pauli-
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(1) Input the target graph 𝐺 to be solved (2) Build the PQC according to 𝐺 and execute optimization

(3) Measure the output quantum state to get an exact or 

approximate solution

Optimize the parameters

Meet termination condition?

YesNo

Classical Computer

…

…

…

𝑒
−
𝑖𝛾
𝑝
𝐻
𝐶

𝑒
−
𝑖𝛽

𝑝
𝐻
𝐵

𝑒
−
𝑖𝛾
1
𝐻
𝐶

Measure

𝑒
−
𝑖𝛽

1
𝐻
𝐵

Measure

Measure

|𝑠⟩

The optimized QAOA parameters (𝜸, 𝜷)

Quantum Computer

The output state

FIG. 3. A schematic of directly solving the MIS problem on the target graph using QAOA or QAOA+ ansatz, where the
choice of the initial quantum state |s⟩, the mixer Hamiltonian HB , and the target Hamiltonian HC are relevant to the choose
of ansatz.

X operation is applied on the u-th qubit if and only if all
the states of adjacent vertices of u are |0⟩ (i.e., f(u) = 0).
Otherwise, it is equivalent to performing a Pauli-I oper-
ation on the u-th qubit. For any vertices u ∈ V , the
mixer rules that conjointly implement the operations of
deleting and adding nodes from the independent vertex
subset can be described as

Bu =
∑

f(u)=0

|xv1,u · · ·xvd(u),u
⟩⟨xv1,u · · ·xvd(u),u

| ⊗ σx
u

+
∑

f(u)>0

|xv1,u · · ·xvd(u),u
⟩⟨xv1,u · · ·xvd(u),u

| ⊗ I.

(10)

The mixer Hamiltonian HB =
∑n−1

u=0 Bu, where the
state obtained by applying e−iβiBu on the single feasible
quantum state |xo⟩ is

e−iβiBu |xo⟩ =

{
cos 2βi|xo⟩ − i sin 2βi|x0 · · · x̄u · · ·xn−1⟩,
|xo⟩, f(u) > 0,

(11)
where the x̄u denotes the state of the node u is converted
from |0⟩ (|1⟩) to |1⟩ (|0⟩), implementing the operation
of adding or deleting vertices without changing the in-
dependence. The above Eq. 11 suggests that the mixer
operator can keep the feasible space and provide the tran-
sition among different feasible states (i.e., the operation
of adding and deleting nodes). The corresponding quan-
tum circuit of e−iβiBu is shown in FIG. 2, and Table I is
provided to more intuitively show the differences between
QAOA and QAOA+ when solving the MIS problem. In
addition, we also give a schematic to depict the process

of directly solving the MIS problem on the target graph
using the QAOA or QAOA+ ansatz in FIG. 3 to help
readers understand our subsequent work better.

III. PROGRESSIVE QUANTUM ALGORITHM

For a target graph G, its derived subgraph whose num-
ber of vertices is β(G) and the number of edges is zero is
the MIS solution of G, and it has the strongest sparsity
(i.e., the number of edges is much less than the number of
nodes) among all induced subgraphs. However, it is NP-
Hard to find such a derived subgraph. In this paper, PQA
retreats and aims to iteratively construct a sparse and
small-scale (i.e., the number of nodes is small) derived
subgraph that has the same MIS solution as the target
graph starting from an initial subgraph, and we refer to
this subgraph as “desired induced subgraph”. Naturally,
the solution of the target graph can be obtained with
fewer resources by solving the MIS problem on the de-
sired subgraph compared with directly solving. The fun-
damental steps of PQA are as follows: PQA starts with a
sparse and small-scale initial induced subgraph G0, and
the MIS problem on G0 is solved using p-level QAOA+
ansatz. Then, PQA gradually expands this subgraph us-
ing the well-designed rules. After each expansion, PQA
retrains the circuit using pre-trained parameters to solve
the MIS problem on the newly induced subgraph. Re-
peat the above expansion and solving procedures until
reaching the termination condition.

In the realization of e−iγiHB and e−iγiHC based on the
structure of Gq, fewer quantum gates and qubits are re-
quired as the number of nodes and edges of the desired
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TABLE I. The difference between QAOA and QAOA+ when solving the MIS problem

QAOA QAOA+

Manipulation of constraints Encode it into HC Encode it into HB

Initial state |s⟩ |s⟩ = |+⟩⊗n The single or superposition of feasible states

Mixer Hamiltonian HB HB = −
∑n−1

u=0 σ
x
u HB =

∑n−1
u=0 Bu

Target Hamiltonian HC HC =
∑n−1

u=0
σz
u−I
2 + λ

∑
(u,v)∈E

I−σz
u−σz

v+σz
uσ

z
v

4 HC =
∑n−1

u=0
σz
u−I
2

|s⟩ is the ground state of HB ? Yes No requirement

Hilbert space Including feasible and infeasible states Feasible states

graph Gq decrease. However, there may be multiple de-
rived subgraphs of different graph sizes that have the
same MIS as the target graph, further impacting the
number of quantum gates and qubits required in a para-
metric quantum circuit. Constructing a small-scale in-
duced subgraph with the same MIS solution as the target
graph is one of the key points of PQA. In the following,
the construction rules of the desired induced subgraph
and how to estimate whether the induced subgraph has
the same MIS solution as the target graph are introduced.

A. The construction rules of the subgraph

To construct such a sparse desired induced subgraph,
the subgraph is gradually expanded from a sparse and
small-sized initial subgraph, while the graph expansion
process prefers the inclusion of the points with the low-
est “closeness” to the current subgraph to maintain the
graph structure (especially, the sparsity of graph). The
closeness is measured by a classical objective function

C(vc) =
∑

vc∈Vc,vq∈Vq

E(vc, vq), (12)

where the vertex candidate set Vc = V − Vq and Vq is
the vertex set of the current induced subgraph Gq. If
the nodes vc and vq are adjacent (i.e., (vc, vq) ∈ E),
E(vc, vq) = 1. Otherwise, E(vc, vq) = 0. The value of
C(vc) measures the effect of the addition of vertex vc to
the current induced subgraph Gq on the sparsity of the
induced graph, and a small value of C(vc) indicates that
there is a slight change in the sparsity of the induced sub-
graph if the node vc is added to Gq. In our construction
rules, the vertices that have the least effect on sparsity
are preferred to be added to the currently derived sub-
graph to minimize the effect of the new node on sparsity.

The key points of the construction of the initial sub-
graph with n0 nodes are the choice of the first node and
the selection of the newly added nodes. The detailed
selection rules are as follows:

The choice of the first node. To construct a sparse

initial subgraph G0, the node with a minimal degree in
the target graph G is chosen as the first node of G0.
If there are l(> 1) nodes with the minimal degree, we
randomly choose one as the first node.
The extension of subgraph. The addition of new

nodes should have as little effect on the graph sparsity as
possible. We opt for the node with minC(vc) from the
candidate set as the next vertex to join the current sub-
graph. If there are l(> 1) nodes with minC(vc), we con-
duct the next round of calculation. We suppose the node
with minC(vc) is added to the current subgraph and re-
spectively calculate the next value of minC(vc), and we
can get l calculation results. The node that corresponds
to min(minC(vc)) is chosen as the next node. If there
are multiple nodes with min(minC(vc)), we randomly
choose one as the next node. If the newly added node
vnew is adjacent to the other nodes in the current sub-
graph, the corresponding edges should be supplemented
with the current subgraph. Then, repeat the process of
extension until we get a subgraph with n0 nodes.

In conclusion, the extension of the subgraph includes
the addition of new nodes and edges. The node with the
lowest correlation with the nodes in the current subgraph
is preferred to be added to ensure the sparsity of the
graph. To help readers understand the above rules, we
give an example in Appendix A.

B. Progressive quantum optimization

After constructing an initial induced subgraph G0,
PQA builds a parameterized quantum circuit using the
p-level QAOA+ ansatz to solve the MIS problem on G0,
where the parameters are randomly initialized. After
optimization, PQA continues to expand the graph size
(obeying the same selection rules as the extension of the
initial subgraph), and the corresponding p-level QAOA+
ansatz based on the new subgraph is constructed to
solve the MIS problem on it. The PQC reuses the op-
timized QAOA parameters from the previous subgraph
and re-optimizes these pre-trained parameters. This op-
eration is referred to as “parameter transfer” [53, 54],
a method leverages “parameter concentration” (i.e., for
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FIG. 4. A procedure schematic for PQA. The basic steps of PQA are as follows: PQA starts by solving the MIS problem on
the initially induced subgraph G0 using p-level QAOA+ ansatz, where the parameters are randomly initialized. Subsequently,
PQA gradually extends the graph size, and then the MIS problem on the current subgraph is solved by using the corresponding
p-level QAOA+ ansatz, where the PQC is retrained by reusing the pre-trained parameters. After optimization, PQA estimates
whether the current subgraph has the same MIS solution as the target graph by comparing the obtained function values on
various subgraphs. In particular, PQA introduces two early exit mechanisms to avoid the waste of quantum resources. The
first (second) mechanism is to judge the necessity of executing this optimization (the subsequent extension of the graph). When
PQA does not meet the first mechanism, the PQC outputs the quantum state on the subgraph Gi−1 (Gi represents the newly
constructed subgraph). The output state that corresponds to the maximal FGj ,p (j = 0, 1, ..., i) is given when PQA does not
meet the second mechanism. Except for the above two cases, the output quantum state is obtained on the subgraph Gi when
PQA satisfies the stop condition.

these graphs are with similar graph structure, the op-
timal parameters on a small-scale graph can still show
good performance when migrated to a larger-scale graph)
[20, 24]. After each optimization round, PQA can get a
relevant expectation function value. In our setting, PQA
is terminated if the obtained values satisfy ∆1 ≤ ξ and
∆2 ≤ ξ or obtaining the same size as the target graph in
the worst case, where

∆1 = |FGi+1,p − FGi,p|,
∆2 = |FGi,p − FGi−1,p|.

(13)

Here, ξ is the tolerance on function values and FGi,p

(FGi−1,p) represents the obtained function value when us-
ing p-level QAOA+ ansatz to solve the MIS problem on
the current (previous) subgraph Gi (Gi−1).

In this paragraph, we explain why ∆1 ≤ ξ and ∆2 ≤ ξ
are the termination conditions. Adding a new vertex to
the current sparse derived subgraph Gi may make the
corresponding maximal expectation values and the inde-

pendence number increase or unchanged (i.e., Fmax,Gi
≤

Fmax,Gi+1
and β(Gi) ≤ β(Gi+1)). When PQA starts

with a subgraph that has the same MIS solution as the
target graph, there will be no growth in the correspond-
ing maximal expected function values Fmax,Gi

as the
continuous escalation of the subgraph size (i.e., Fmax,Gi

reaches a steady state). Nevertheless, it is also possible
that the value of Fmax,Gi will continue to ascend with
the increase of the graph size after a brief period of stag-
nation when PQA starts with other initial subgraphs.
During the transient stationary phase, the addition of
new nodes does not yield added benefits (i.e., without
incrementing the maximal expectation function value),
and this situation is due to getting trapped in a “local
subgraph”, which is affected by the ill-fitting node se-
lection. For the latter case, the subsequent enlargement
of the graph might enhance returns, but it concurrently
requires more quantum resources to construct the cor-
responding quantum circuits. At this time, scaling the
graph size without regard to resources is not advisable,
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and PQA is required to cut loss in time. Motivated by
both cases, we prioritize the stable phase of change in the
expected function value during optimization, and PQA
is halted if the value of the expected function remains
relatively constant across three consecutive expansion it-
erations. At this juncture, we may have discovered a de-
rived subgraph with the same MIS solution as the target
graph, or we may have attained an approximate solution
by solving the MIS problem on the local subgraph.

The above idea about the stop condition in Eq. 13
is proposed based on the ideal situation that the max-
imum expected value Fmax,Gi

can be obtained on each
subgraph. However, the quality of the reused parame-
ters can affect the optimization result in each subgraph.
During the actual optimization, the expected function
value may oscillate back and forth with the increase in
graph size when the effect of parameter transfer is ill,
delaying in meeting the stop condition, such as shown in
Appendix B. In this situation, PQA may not satisfy the
termination condition and continue to execute optimiza-
tion until reaching the same scale as the target graph,
even though a subgraph with the same solution as the
target graph has been constructed, which is contrary to
the original intention of PQA. To reduce the consumption
of running costs in a run of PQA, on one hand, we try
to improve the quality of reused parameters by a greedy
operation as done in Ref. [23, 59] when solving the MIS
problem of G0. Detailedly, we can execute c rounds of
optimization when PQA solves the MIS problem on the
initial induced subgraph, then select one set of the opti-
mized parameters that correspond to the maximal func-
tion value in c sets of results. The preserved parameters
are reused to solve the MIS problem on the next sub-
graph. On the other hand, it is necessary to set up some
early exit mechanisms to end the low-cost optimization,
and this idea is implemented from the judge of the qual-
ity of the reused parameters and the optimization results
in each subgraph. After each graph extension, we first
determine whether this optimization round is executed
by judging the quality of the reused (initial) parameters.
When PQA starts with high-quality initial parameters,
PQA can converge to quasi-optima after a few iterations
(or even no optimization). Otherwise, it may require
abundant iterations to reach convergence or get stuck
in a low-quality local solution. Therefore, we terminate
PQA in advance and do not execute this round of op-
timization if the expected function value corresponding
to the initial parameter under this circuit is significantly
lower than that obtained by optimization on the above
subgraph. If the quality of the initial parameters meets
the rules we set, a new round of early exit judgments
will be carried out after the optimization. When the lat-
est expected function value is significantly lower than the
maximal function value obtained in the previous few sub-
graphs, indicating that the optimization has fallen into
a poor local solution. PQA will not carry out the sub-
sequent expansion of the graph scale and optimization,
and return the maximal function value in this run and

corresponding output state. Otherwise, PQA continues
to execute if it satisfies the above settings. All in all, to
reduce the resources required in a run of PQA, we in-
troduced two early exit mechanisms that determines the
necessity of executing the following optimization rounds
by the ‘flags’ (the quality of the initial parameters and
the optimization results). PQA cannot get the optimal
solution to the problem through an optimization run as
DS-QAOA+, and it simply aims to solve the problem
with as few quantum resources as possible. More detailed
procedures of PQA are shown in FIG. 4.

PQA is a hybrid quantum-classical algorithm, where
the concept of hybrid quantum-classical encompasses two
aspects. Firstly, when using the QAOA+ algorithm to
solve the MIS problem on a subgraph, the classical com-
puter handles parameter optimization while the quantum
computer computes the expected function value. This
constitutes an external parameter optimization loop,
achieving synergy between classical and quantum com-
putation. Secondly, in constructing the subgraph, the
classical computer constructs a new subgraph based on
the structural information of the target graph, while the
quantum computer executes the MIS problem-solving
on the subgraph and determines the classical computer
whether it needs to continue expanding the subgraph
based on the optimization results, which constitutes an-
other collaborative process. In summary, PQA leverages
the parallel computing capabilities of the quantum com-
puter to solve the MIS problem on each subgraph, while
sharing the a part of costs (such as obtaining target graph
information and parameter adjustment) with the clas-
sical computer, instead of undertaking all overheads of
resources by quantum or classical computers.

IV. NUMERICAL SIMULATIONS

In our work, the effects of graph construction rules and
the initial graph size n0 on the performance of PQA are
firstly investigated. Taking the graph shown in FIG. 5 as
an example, the detailed investigation results are intro-
duced as follows.

A. The effects of graph construction rules and n0

on the performance of PQA

On the given graph instance, we respectively conduct
100 × p runs of PQA following various graph construc-
tion rules, where n0 = 1, ξ = 0.1, and the quantum state
|s⟩ is initialized as |0⟩ at each solving process. Subse-
quently, we calculate the AR obtained by PQA at level
p = 1 when it follows different construction rules. No-
tably, the AR is the ratio between the expectation func-
tion value obtained by PQA on the final induced sub-
graph and Fmax,G, where Fmax,G denotes the maximal
expectation function value on the target graph, equiv-
alent to the independence number of the target graph.
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The AR is less than or equal to 1, with an exact ratio of
1, signifying that PQA has successfully achieved the MIS
solution of the target graph by solving the MIS problem
on the current subgraph.

Our simulation results show that PQA can get the ex-
act solution at p = 1 when it starts from an arbitrary
first node and randomly expands the subgraph during
the optimization. However, the AAR obtained by PQA
is the lowest in this situation, as shown in FIG. 6, PQA
can achieve a higher AAR when it expands the subgraph
by rules. Given these phenomena, we analyze in detail
the variation of the expected function value with the size
of the subgraph, and we find that the parameter transfer
will show poor performance when the addition of ran-
dom vertices causes a large change in the graph struc-
ture, resulting in early termination of the optimization
run. This situation is because the obvious changes in
the graph structure cause a large change in the function
landscape, at this time, the transferred parameters may
be low-quality parameters for the new landscape. Nev-
ertheless, our designed graph expansion rules maintain
the graph structure well while maintaining the sparsity
of the graph, making better use of the parameter transfer
strategy and exhibiting good performance. Additionally,
FIG. 7 provides the total number of iterations consumed
by PQA under various construction rules while achiev-
ing the exact solution. These findings indicate that PQA
requires fewer iterations to obtain the optimal solution
when following our graph construction rules, resulting
in a significant reduction of 95.486% of iterations com-
pared with random first node and expansion (i.e., ‘NN’).
In summary, the results presented in FIG. 6 and FIG. 7
collectively demonstrate the efficiency of our proposed
graph construction rules.
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FIG. 5. An ER random graph with n = 14, m = 55, and prob
= 0.4. The MIS solution of this graph obtained by 1000 runs
of the greedy algorithm is {0, 2, 8, 12} and {0, 2, 8, 13}. Thus,
the independence number and Fmax,G equal 4.

Furthermore, we also explore the impact of n0 on the
performance of PQA under various p. In our simula-
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FIG. 6. The effects of graph construction rules on the
AAR obtained by PQA, where ‘NN’ suggests PQA arbitrar-
ily chooses the first node and subsequent nodes without any
rules. ‘NY’ represents that the first node is randomly chosen,
while other newly added nodes obey our predetermined ex-
pansion rules.
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FIG. 7. The effects of graph construction rules on the total
consumption of iterations to get the exact MIS solution.

tions, we set the level depth from one to five, and ex-
ecute 100 × p runs of PQA at each level depth. The
resulting AR versus the level depth and n0 is depicted
in FIG. 8. These simulation results suggest that PQA
can get the exact MIS solution (i.e., OAR = 1) at p = 1
when it starts from initial subgraphs with n0 = 2, 4, 6.
Nevertheless, PQA requires more level depths to get the
exact solution when the size of the initial problem to be
solved is large. Concretely, the level depth consumed
by PQA with n0 = 14 (i.e., DS-QAOA+) is at least 5,
and the corresponding consumption of circuit depth and
quantum gates are 215 and 140 (including 70 multi-qubit
controlled RX gates and 70 RZ gates). While for PQA
with n0 = 2, 4, its expenditure of the circuit depth and
quantum gates are 15 and 12 when getting the quasi-
optima, respectively saving 93% and 91.4% of resources
compared with DS-QAOA+. More details of the require-
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FIG. 8. The AR obtained by PQA under various level depths p and n0, where n0 is the number of nodes of the initial induced
subgraph G0. Each solid dot in the curve reflects the AR obtained by PQA at level depth p when it starts from a subgraph with
n0. Specifically, the curve reflects the AR of DS-QAOA+ under various level depths when n0 = 14. (a) The obtained AAR of
PQA. The results show that PQA requires more level depths to get a larger AAR when n0 is too large. (b) The obtained OAR
of PQA. The results show that PQA can get the exact solution (i.e., OAR equals one) at p = 1 when it starts from an induced
subgraph with n0 = 2, 4, 6, 8. However, the level depths consumed by DS-QAOA+ is at least 5 to achieve the MIS solution.

TABLE II. The average consumption of PQA versus level depth and n0.

n0
p = 1 p = 2 p = 3 p = 4 p = 5

q d g q d g q d g q d g q d g

2 6 15 2,6,4 5 28 2,10,8 4 27 6,12,6 7 88 0,28,28 6 75 10,30,20

4 6 15 2,6,4 5 20 6,10,4 6 51 3,18,15 6 68 4,24,20 6 85 5,30,25

6 8 25 1,8,7 8 50 0,16,16 8 75 0,24,24 8 100 0,32,32 8 115 5,40,35

8 10 31 0,10,10 9 56 0,18,18 9 84 0,27,27 10 124 0,40,40 10 155 0,50,50

10 12 37 0,12,12 12 74 0,24,24 12 111 0,36,36 10 124 0,40,40 12 185 0,60,60

12 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 13 200 0,65,65

14 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

ments of quantum resources of PQA (with different n0)
at various p are given in Table II, where the average con-
sumption of qubits, the circuit depth, and the number
of quantum gates (RX, RZ, multi-qubit controlled RX)
in an optimization run of PQA are simply denoted as q,
d, and g. These results demonstrate an optimization run
of PQA tends to consume more resources when it starts
from a large-scale induced subgraph.

In addition, the total consumption of iterations and
optimization runs are also investigated when PQA initi-
ates from various n0 and gets the exact MIS solution, as
given in FIG. 9. These findings elucidate the increasing
demand for iterations and optimization runs to reach the
optimal solution as n0 exceeds a certain threshold. More-
over, our analysis reveals substantial efficiency gains with
PQA, with savings of at least 92% in iterations and 95%
in runs compared with DS-QAOA+ for attaining the MIS
solution. The total quantum resources are determined by
multiplying the average consumption per run by the total
number of runs necessary to achieve a quasi-optimal so-
lution. FIG. 10 provides a comprehensive overview of the

total consumption of quantum resources as PQA initial-
izes from various n0 values and achieves a quasi-optimal
solution. Notably, PQA achieves quasi-optimal solutions
while consuming only 3.867% of the quantum resources
required by DS-QAOA+. Underscoring its potential for
resource-efficient optimization, these efficiency gains are
particularly significant given the current limitations of
available quantum resources.

Our investigation emphasizes the sensitivity of PQA
to the choice of n0. There may be a potential decline
in its performance when PQA initializes with a large-
scale initial subgraph. To maintain robust performance
in subsequent simulations, we opt for n0 = 2. This deci-
sion is informed by our observation that smaller values of
n0 tend to yield more reliable results, ensuring the sta-
bility and effectiveness of PQA across varied scenarios.
Nevertheless, the choice of n0 remains a pivotal aspect
for future exploration, as it holds the potential to further
reduce the number optimization rounds in a run under
other initialization options, enhancing the efficiency of
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TABLE III. The average consumption of an optimization run of PQA and DS-QAOA+ on ER graphs.

Types No. Algorithm
p = 1 p = 2 p = 3 p = 4 p = 5

q d g q d g q d g q d g q d g

ER,prob = 0.4

G1
PQA 6 15 2,6,4 5 28 2,10,8 4 27 6,12,6 7 88 0,28,28 6 75 10,30,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G2
PQA 5 14 1,5,4 5 20 6,10,4 6 51 3,18,15 4 36 8,16,8 6 85 5,30,25

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G3
PQA 6 17 1,6,5 7 44 0,14,14 7 66 0,21,21 6 68 4,24,20 5 70 5,25,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G4
PQA 5 14 1,5,4 5 28 20,10,8 4 24 6,12,6 5 56 4,20,16 4 45 10,20,10

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G5
PQA 6 15 2,6,4 5 20 6,10,4 5 30 9,15,6 5 40 12,20,8 5 70 5,25,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

ER,prob = 0.5

G1
PQA 7 18 2,7,5 7 32 6,14,8 5 36 6,15,9 6 52 12,24,12 6 65 15,30,15

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G2
PQA 7 22 0,7,7 6 38 0,12,12 5 42 3,15,12 7 88 0,28,28 7 110 0,35,35

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G3
PQA 6 15 2,4,6 5 20 6,10,4 6 45 6,18,12 5 48 8,20,12 6 75 10,30,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G4
PQA 6 15 2,6,4 6 30 4,12,8 5 42 3,15,12 6 60 8,24,16 4 45 10,20,10

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G5
PQA 6 15 2,6,4 5 20 6,10,4 8 69 3,24,21 5 40 12,20,8 6 75 10,30,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

TABLE IV. The average consumption of an optimization run of PQA and DS-QAOA+ on regular graphs.

Types No. Algorithm
p = 1 p = 2 p = 3 p = 4 p = 5

q d g q d g q d g q d g q d g

2-regular graph

G1
PQA 9 22 3,9,6 8 34 8,16,8 9 66 9,27,18 9 80 16,36,20 8 85 20,40,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G2
PQA 8 15 5,8,3 8 34 8,16,8 8 51 12,24,12 8 60 20,32,12 8 85 20,40,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G3
PQA 8 17 4,8,4 8 34 8,16,8 8 51 12,24,12 8 68 16,32,16 9 110 15,45,30

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G4
PQA 8 15 5,8,3 10 54 4,20,16 9 66 9,27,18 8 68 16,32,16 9 110 15,45,30

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G5
PQA 8 17 4,8,4 8 34 8,16,8 8 51 12,24,12 8 68 16,32,16 8 85 20,40,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

3-regular graph

G1
PQA 7 14 4,7,3 5 20 6,10,4 7 48 9,21,12 6 44 16,24,8 7 80 15,35,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G2
PQA 7 16 3,7,4 7 32 6,14,8 7 48 9,21,12 7 64 12,28,16 7 80 15,35,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G3
PQA 6 15 2,6,4 8 34 8,16,8 7 36 15,21,6 7 48 20,28,8 9 110 15,45,30

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G4
PQA 8 19 3,8,5 8 38 6,16,10 7 48 9,21,12 7 64 12,28,16 7 80 15,35,20

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70

G5
PQA 8 21 2,8,6 7 32 6,14,8 6 33 12,18,16 7 64 12,28,16 8 105 10,40,30

DS-QAOA+ 14 43 0,14,14 14 86 0,28,28 14 129 0,42,42 14 172 0,56,56 14 215 0,70,70
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TABLE V. The total consumption of quantum resources when PQA and DS-QAOA+ obtain the quasi-optimal solution by
multiple optimization runs.

Types No.
DS-QAOA+ PQA

q d g q d g

ER,prob = 0.4

G1 1400 21500 0,7000,7000 10.908 27.27 3.636,10.908,7.272

G2 700 10750 0,3500,3500 29.09 81.452 5.818,29.09,23.272

G3 3921.568 168627.424 0,82913.512,82913.512 7.998 22.661 1.333,7.998,6.665

G4 25.452 78.174 0,25.452,25.452 5 14 1,5,4

G5 1400 43000 0,14000,14000 7.5 18.75 2.5,7.5,5

Mean 1489.404 48791.1196 0,21487.7928,21487.7928 12.0992 32.8266 2.8574,12.0992,9.2418

ER,prob = 0.5

G1 14285.712 438775.44 0,142857.12,142857.12 12.726 14.544 3.636,12.726,9.09

G2 14285.712 438775.44 0,142857.12,142857.12 10.003 31.438 0,10.003,10.003

G3 700 10750 0,3500,3500 7.5 18.75 2.5,5,7.5

G4 4778.158 146757.71 0,47781.58,47781.58 7.998 19.995 2.666,7.998,5.332

G5 1400 21500 0,7000,7000 10.908 27.27 3.636,10.908,7.272

Mean 7089.9164 211311.718 0,68799.164,68799.164 9.827 22.3994 2.4876,9.327,7.8394

2-regular

G1 14285.712 438775.44 0,142857.12,142857.12 90 220 30,90,60

G2 14285.712 438775.44 0,142857.12,142857.12 17.776 33.33 11.11,17.776,6.666

G3 23.338 358.405 0,116.69,116.69 8 17 4,8,4

G4 14285.712 438775.44 0,142857.12,142857.12 17.776 33.33 11.11,17.776,6.666

G5 21.56 331.1 0,107.8,107.8 8.88 18.87 4.44,8.88,4.44

Mean 8580.4068 263403.165 0,85759.17,85759.17 28.4864 64.506 12.132,28.4864,16.3544

3-regular

G1 14285.712 438775.44 0,142857.12,142857.12 28 56 16,28,12

G2 14285.712 438775.44 0,142857.12,142857.12 14 320 60,14,80

G3 46.662 143.319 0,46.662,46.662 10.002 25.005 3.334,10.002,6.668

G4 7179.494 220513.03 0,71794.94,71794.94 32 76 12,32,20

G5 14285.712 438775.44 0,142857.12,142857.12 22.856 59.997 5.714,22.8556,17.142

Mean 10016.6584 307396.5338 0,100082.5924,100082.5924 21.3716 107.4004 19.4096,21.37152,27.162

PQA across diverse problem instances.

B. The performance comparison between PQA and
DS-QAOA+

In our simulations, we randomly generate five graphs
for different ER graphs (with prob = 0.4, 0.5) and k-
regular graphs (k = 2, 3) with the number of nodes
n = 14. Subsequently, we benchmarked the performance
of PQA and DS-QAOA+ on these graphs. On each graph
instance, we independently execute 100 × p runs of DS-
QAOA+ and PQA at level depth p, where the tolerance
on function values ξ = 0.1 and the quantum state |s⟩ is
initialized as |0⟩ at each solving process. In each opti-
mization round to solve the MIS problem on subgraph,
the classical outer parameter optimization loop is ended
if the convergence tolerance [26] satisfies ε ≤ 0.001.

We plot the AR obtained by PQA and DS-QAOA+
on the given graphs. From our examples in FIG. 11, we
observe that PQA outperforms DS-QAOA+ with an av-
erage approximation ratio higher by 12.9305% (4.8645%)
on ER (k-regular) graphs at the same level depth. Re-
markably, PQA achieves the exact MIS solution at a shal-
low depth p = 1 for all tested graph instances, whereas
DS-QAOA+ at least requires 5×p level depths to achieve
a similar performance, as observed in 80% of the tested
graphs. Besides, the numerical simulation results in
FIG. 11 indicate that PQA achieves varying average ap-
proximation ratios at the same level depth when solving
MIS problems on different graphs. Apart from the in-
fluence of initial parameters, we speculate that this dis-
crepancy is also related to the graph structure. For cer-
tain graphs, the random selection of vertices during the
graph expansion process may lead PQA to easily fall into
“local subgraphs”, causing premature termination of the
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FIG. 9. The total consumption of iteration and optimization
runs when PQA starts from the initial subgraphs with n0 and
gets the exact MIS solution.

optimization process. We analyzed the numerical opti-
mization results of PQA when solving MIS problems on
ER graphs (with prob = 0.5) 4 and graph 5, and found
that in solving the MIS problem on graph 5, PQA some-
times terminates during the optimization due to falling
into local subgraphs (but similar situations occur to a
lesser extent in graph 4), resulting in an expected func-
tion value lower than Fmax,G. Similar situations also
occur in 2-regular graph 1, 3-regular graph 1, and graph
5. These cases further confirm our hypothesis.

Additionally, we provide Table III and Table IV to
compare the average quantum resources consumption of
PQA and DS-QAOA+ at the same level depth. Specif-
ically, PQA consumes, on average, half the number of
qubits compared with DS-QAOA+. Moreover, the av-
erage circuit depth of PQA is approximately 1/3 (2/5)
that of DS-QAOA+ on ER (regular) graphs. Notably,
PQA achieves significant gate savings, conserving ap-
proximately 60% (45%) of quantum gates (including sin-
gle RX gate, single RZ gate, and multi-qubit controlled
RX gate) compared with DS-QAOA+ on ER (regular)
graphs. Particularly noteworthy is that the average num-

ber of multi-qubit controlled RX gates consumed by PQA
is only 1/3 of that by DS-QAOA+. Incorporating with
FIG. 11, we observe that PQA can not only ob-
tain a higher average approximation ratio but also
consume far fewer quantum resources than DS-
QAOA+ under the same level depth. These find-
ings highlight the superior resource utilization capabili-
ties of PQA, enabling the solution of larger-scale CCOPs
on NISQ devices with limited quantum resources.

In the external parameter optimization loop, each it-
eration needs multiple calls of the quantum processing
units (QPUs) to calculate the expectation function value.
More iterations mean more requirements of the QPUs, re-
sulting in more consumption of the quantum resources.
To reflect the performance of PQA and DS-QAOA+ from
different aspects, we also calculate the total consump-
tion of iterations and optimization runs of PQA and DS-
QAOA+ when they achieve the quasi-optimal solution.
In our work, for those graph instances where DS-QAOA+
can not get the quasi-optimal solution at 5× p, we addi-
tionally set level depth from 5 to n and execute multiple
optimization runs at level depth p to search for a simi-
lar quasi-optimal solution to PQA. We compare the to-
tal optimization runs and iterations consumed by PQA
and DS-QAOA+ when they get the quasi-optima, and
more details are shown in FIG. 12. These results show
that PQA can get the quasi-optima while consuming
1.357% (1.188%) of the iterations (runs) required by DS-
QAOA+ on ER graphs with prob=0.4. On ER graphs
with prob=0.5, the iterations and runs of PQA are re-
spectively 2.1% and 3.02% of the consumption of DS-
QAOA+. On 2-regular graphs, the iterations and runs
of PQA are respectively 4.13% and 5.4% of the consump-
tion of DS-QAOA+. On 3-regular graphs, the iterations
and runs of PQA are respectively 9.09% and 9.1% of the
consumption of DS-QAOA+. These results significantly
show the efficiency of PQA compared with DS-QAOA+.
That is, PQA can get the quasi-optima in fewer
optimization runs and iterations compared with
DS-QAOA+, significantly reducing the running
costs.

In addition, we also calculate the total quantum re-
sources consumed by PQA and DS-QAOA+ when they
get the quasi-optima on a given graph instance by mul-
tiple optimization runs. Specifically, the total resources
consumed to find the quasi-optimal solution of the prob-
lem are equal to the product of the total number of runs
required to find the quasi-optima and the average re-
source consumption in each run, and more results are
shown in Table V. Meanwhile, the mean consumption of
PQA and DS-QAOA+ on given graph types is also calcu-
lated, showing that the total consumption of qubits and
multi-controlled RX gates consumed by PQA is only 1%
of that of DS-QAOA+ to get the quasi-optima. By mini-
mizing the quantum resources required while maintaining
high performance, PQA becomes increasingly promising
for practical implementation in scenarios where resource
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FIG. 10. The total consumption of quantum resources (qubits, circuit depth, and quantum gates) when PQA starts with n0

and gets the exact MIS solution.

availability is limited.

C. The comparison of the complexity of obtaining
quasi-optimal solution

The above numerical results demonstrate that PQA
consumes fewer quantum gates, qubits, and circuit depth,
additionally, it requires a smaller total number of it-
erations to achieve a quasi-optimal solution compared
with DS-QAOA+. However, it’s worth noting that PQA
entails a graph expansion process, which involves clas-
sical computations for selecting vertices to be newly
added—an aspect absent in DS-QAOA+. Despite the
brief duration needed to compute the information uti-
lized in the graph expansion process, we undertake a fair
assessment by considering the computational complexity
of graph extension. Consequently, this section presents
a comprehensive complexity analysis of both PQA and
DS-QAOA+.

For PQA, its complexity encompasses the consumption
of iterations within the parameter optimization loop as
well as the computation involved in the graph expansion
process. The external parameter optimization loop ne-
cessitates multiple QPU calls to compute the expectation
function value during each iteration, a process more in-
tricate than simply determining edge existence between
vertices vc and vq. Here, the complexity of each iter-
ation and each computational step is respectively con-
sidered as O(t1) and O(t2), and the former is greater
than the latter. The computational complexity of PQA
to obtain the quasi-optima on graph Gi is formulated as
CPQA,Gi

= RPQA×(ITRPQA×O(t1)+Cex×O(t2)), and
the computational complexity of DS-QAOA+ is formu-
lated as CDS,Gi

= RDS × ITRDS × O(t1). Here, RPQA

is the total optimization runs to find the quasi-optima
at the required level depth, and ITRPQA and Cex are
respectively the average consumption of iterations and
computation in each run of PQA.

For each graph instance, we independently compute
CPQA,Gi

and CDS,Gi
. In the detailed calculations, we

assume O(t1) and O(t2) to be both equal to O(1) for
simplicity, although this setup somewhat biases the ac-
tual complexity against PQA due to the increased com-
plexity of classical calculations. Utilizing this data, we
derive the average complexity of PQA (DS-QAOA+) on
given graph types. Further elaboration is provided in
FIG. 13. These results indicate that the complexity of
PQA in achieving quasi-optimal solutions is far less than
that required by DS-QAOA+, despite the elevated ac-
tual complexity of classical computation. Apart from
the above graphs with n = 14, we additionally analyze
the corresponding complexity of PQA and DS-QAOA+
on other ER graphs with varying n, and more detailed
information is provided in Appendix C.

D. The effect of graph structure on the
performance of PQA

In the above simulations, we observe that PQA shows
different performance on various graphs, in terms of the
average consumption of quantum resources and AAR.
To investigate the detailed effect of graph structure on
the performance of PQA, we randomly generate 20 ER
graphs (with prob = 0.5) for n = 8, 9, 10, 11, 12, 13, and
we execute 200 × p runs of PQA at each p when solv-
ing the MIS problem on each target graph, where we set
p = 1. We respectively collect the relevant average con-
sumption (including qubits, multi-controlled gates, and
the circuit depth) and AAR for each graph at level depth
p. In this paper, we describe the graph structure using n,
m, minimal degree, maximal degree, average degree, and
the graph density. We record the corresponding features
for each graph and visualize the effect of each feature on
the performance of PQA when p = 1 in FIG. 14.

In our data analysis, we utilized Pearson Correlation
Coefficient R (∈ [−1, 1]) to assess the strength of lin-
ear correlation between the given specific graph features
and resource consumption (or AAR) when p = 1. The
absolute value of the correlation coefficient indicates the
degree of linear correlation, and the two variables are



15

1 2 3 4 5
Level depth (p)

0.75

0.80

0.85

0.90

0.95

1.00
OA

R
G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(a)OAR, ER graphs with prob = 0.4

1 2 3 4 5
Level depth (p)

0.75

0.80

0.85

0.90

0.95

1.00

AA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(b)AAR, ER graphs with prob = 0.4

1 2 3 4 5
Level depth (p)

0.75

0.80

0.85

0.90

0.95

1.00

OA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(c)OAR, ER graphs with prob = 0.5

1 2 3 4 5
Level depth (p)

0.75

0.80

0.85

0.90

0.95

AA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(d)AAR, ER graphs with prob = 0.5

1 2 3 4 5
Level depth (p)

0.75

0.80

0.85

0.90

0.95

1.00

OA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(e)OAR, 2-regular graphs

1 2 3 4 5
Level depth (p)

0.75

0.80

0.85

0.90

0.95

1.00

AA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(f)AAR, 2-regular graphs

1 2 3 4 5
Level depth (p)

0.825

0.850

0.875

0.900

0.925

0.950

0.975

1.000

OA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(g)OAR, 3-regular graphs

1 2 3 4 5
Level depth (p)

0.80

0.85

0.90

0.95

1.00

AA
R

G1
G2
G3
G4
G5
G1
G2
G3
G4
G5

(h)AAR, 3-regular graphs

FIG. 11. The AR obtained by PQA and DS-QAOA+ at level depth p when solving the MIS problem on different graphs with
n = 14. In each subplot, the curve with dots (squares) corresponds to the AR of DS-QAOA+ (PQA). Each curve describes
that the AR varies the level depth on a given graph instance. Out of all the graphs tested, PQA can get the exact solution at
p = 1, and the AAR obtained by PQA is higher than DS-QAOA+ on certain graphs at the same level depth.
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FIG. 12. The required total iterations and optimization runs when PQA and DS-QAOA+ can get the quasi-optimal solution
at their respective required shallowest level depths.
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FIG. 13. The average complexity when PQA or DS-QAOA+
finds the quasi-optimal solution on given graph types with
n = 14 nodes.

independent of each other if the correlation coefficient is
close to 0. Our findings, as depicted in FIG. 14, highlight
that the graph density and n exhibits a stronger corre-
lation with the average consumption of qubits compared
with the other features. From our results in FIG. 14,
the efficient resource utilization of PQA may be more
notable in solving the MIS problem on the graphs with
strong connectivity. These investigations contribute to a
better understanding of how graph structure influences
PQA performance and resource utilization. By identify-
ing key correlations, we can inform the optimization of
PQA algorithms for enhanced efficiency and effectiveness
in solving CCOPs.

V. CONCLUSION AND OUTLOOK

In this paper, we propose a strategy aimed at dimin-
ishing the quantum resource consumption during the ap-
plication of QAOA+ to address the CCOPs, and we take
the MIS problem as an example to introduce the idea
of PQA and its performance. The central point of PQA
is to gradually construct a subgraph that has the same
MIS solution as the target graph but has a much smaller
graph size. Consequently, solving the MIS problem on
this constructed subgraph yields the MIS solution of the
target graph. Our simulation results demonstrate that
PQA outperforms DS-QAOA+, and the former quantum
resources to obtain exact solutions.

The current development of variational quantum al-
gorithms faces significant constraints, primarily due to
the limited availability of quantum resources on NISQ
devices. These limitations stem from factors such as
qubit coherence times and gate error rates, which col-
lectively hinder the scalability and efficiency of quantum
algorithms. In light of these challenges, our proposed
PQA strategy presents a promising avenue for overcom-
ing limitations and addressing larger-scale problems on
NISQ devices. By strategically constructing subgraphs
and the early stop mechanisms, PQA offers the potential

to achieve optimal solutions with reduced resource con-
sumption compared with conventional approaches such
as DS-QAOA+. Consequently, leveraging PQA on NISQ
devices holds the promise of enabling the solution of more
significant and complex optimization problems within the
current resource constraints.

In our analysis, we delve into the impact of n0 (the
number of vertices in the initial subgraph) on both the
final AR achieved by PQA and the associated consump-
tion of quantum resources. Our findings indicate a po-
tential performance decline for PQA when it starts with
a large-scale initial subgraph. For simplicity, PQA initi-
ates with a small-scale subgraph and increments a node
during each process of graph extension. However, this
incremental expansion approach may inadvertently in-
troduce unnecessary optimization rounds, leading to in-
creased iteration counts. To address this limitation and
streamline the optimization process, future research ef-
forts should focus on exploring more effective methods of
graph construction and the choice of the initial size n0

while ensuring PQA performance. One intuitive idea to
reduce the number of optimization rounds is adding mul-
tiple vertices during each expansion, but it is worth inves-
tigating how the performance of PQA changes when mul-
tiple vertices are added during each expansion. Another
promising avenue is the integration of machine learning
techniques, which could optimize the selection of n0 and
dynamically adjust the graph expansion strategy based
on real-time feedback. Such advancements hold signif-
icant potential for reducing iterations within the exter-
nal parameter optimization loop, thereby enhancing the
overall efficiency and scalability of PQA in tackling quan-
tum optimization problems.

The graph structure also has a significant effect on the
performance of PQA. It is also worth designing more re-
fined and efficient graph expansion rules for certain types
of graphs to further improve the performance of PQA.
While this paper focuses on the MIS problem as an il-
lustrative example, it is crucial to note that the concept
of PQA holds potential applicability to a broader spec-
trum of constrained combinatorial optimization prob-
lems. These may include minimum vertex coverage and
maximum weighted independent set, among others. In
extending the application of PQA to solve these diverse
optimization challenges, it becomes imperative to investi-
gate the optimal subgraph construction scale tailored to
each specific problem domain. Therefore, future research
endeavors should prioritize the systematic exploration of
optimal subgraph construction rules for different prob-
lem instances. Such investigations are expected to yield
valuable insights into fine-tuning the PQA approach for
enhanced performance and applicability across various
combinatorial optimization domains.
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FIG. 14. The effect of graph structure on the performance of PQA when p = 1. In each subplot, the slope of linear regression
depicts the strength of linear correlation R, roughly showing the relation between the feature and consumption (or AAR).
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Appendix A: The extension of the subgraph

In this section, we introduce the process of the graph
extension based on two various derived subgraphs. De-
note the current subgraph as Gi = (Vi, Ei). For the
first subgraph in FIG. A1, Vi = {0, 1, 2} and Ei =
{(0, 1), (0, 2)}. Thus, the candidate vertex set VC =
V − Vi = {3, 4}. Our task is to choose the node form VC

that has the lowest connection with the current subgraph
as the next vertex to be added to the subgraph Gi. If the
node 3 is added to Gi, the corresponding C(vc = 3) = 1.
Otherwise, the node 4 is added to Gi, and C(vc = 4) = 1.
Nodes 3 and 4 both has the lowest connection with the
current subgraph, and we conduct the next round of se-
lection. If the node 3 is added to Vi, the edge (0, 3)
should be added to Ei. At this time, VC = {4}, and
C(vc = 4) = 2. Similarly, we calculate C(vc = 3) = 2 if
VC = {3}. After two rounds of calculation, nodes 3 and
4 both satisfy our selection rule, and we can randomly
choose one into Vi. If the node 3 (4) is added to Vi, the
edge (0, 3) ((0, 4)) is added to Ei. The newly constructed
subgraph isGi+1 = {{0, 1, 2, 3} , {(0, 1), (0, 2), (0, 3)}} (or
Gi+1 = {{0, 1, 2, 4} , {(0, 1), (0, 2), (0, 4)}}).

While for the second subgraph in FIG. A1, Vi =
{0, 1, 3} and Ei = {(0, 1), (0, 3)}. The candidate ver-
tex set VC = {2, 4}, and we get C(vc = 2) = 1 and
C(vc = 4) = 2. We prefer to opt for the node with a min-
imal value of C(vc) from the candidate vertex set. Thus,
node 2 is the next node to be added to Vi. At this time,
the edge (0, 2) is added to Ei. The newly constructed
subgraph is Gi+1 = {{0, 1, 2, 3} , {(0, 1), (0, 2), (0, 3)}}.
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FIG. A1. The target graph and its induced subgraphs.

Appendix B: The changes of expectation function
values in an optimization run of PQA

In our simulations, we adopt PQA to solve the MIS
problem on an ER graph with n = 14, and we set the
level depth p = 4, 5. There are 20× p optimization runs
of PQA at each level depth. In this section, we give the
detailed changes of the expectation function value in each
optimization run of PQA. From the simulation results in
FIG. A2, we observe that the vibration of the expectation
function values may postpone the termination of PQA.
At this time, the final induced subgraph may achieve the
same graph size as the target graph when an optimization
run of PQA stops. In addition, the results demonstrate
that PQA also reaches the termination condition even
though the current subgraph has a smaller independence
number than the target graph, such as the steady phase
(the corresponding expectation function value is 3).
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FIG. A2. The changes of expectation function values in an
optimization run of PQA at level depth p, where n0 = 2 and
the maximal expectation function value is 4. In each subplot,
there are 20 × p runs of PQA, and each curve corresponds
to an optimization run of PQA, where the square on each
curve is the obtained function value after each optimization
round. The Y-axis represents the number of nodes in the
current induced subgraph, where the maximal value of the
Y-axsis reflects the maximal size of the final subgraph when
PQA terminates. These figures suggest more optimization
rounds are required in an optimization run when the expec-
tation function values obviously fluctuate back and forth (i.e.,
the values do not meet the stop condition).
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Appendix C: The complexity of PQA and
DS-QAOA+ on ER graphs with various n
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FIG. A3. The required shallowest level depth for DS-QAOA+
to obtain the quasi-optima on various ER graphs with differ-
ent vertex numbers.
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FIG. A4. The total number of optimization runs at the cor-
responding shallowest level depth for DS-QAOA+ to attain
the quasi-optima, where the red curve is fitted by these blue
dots (simulation results).

To investigate the complexity of PQA and DS-QAOA+
on other graphs with various n, we set n = 8, 9, 10, 11
and randomly generate 20 ER graphs with prob = 0.5
for each n. On each graph instance, we execute multiple
runs of PQA as well as DS-QAOA+ to find the optimal

or quasi-optimal solution of the problem. In the specific
solution of each graph, we set the level depth p from 1 to
n. When the level depth is less than or equal to 5, 100
optimization runs are executed under each level depth.
Otherwise, 2p optimization runs are executed. We inde-
pendently count the quasi-optima that can be obtained
by PQA and DS-QAOA+ in all optimization runs, and
the resource consumption in terms of the shallowest level
depth, the number of optimization runs, and the number
of iterations required to obtain the quasi-optimal solution
of the problem. The numerical results show that PQA
is able to obtain the quasi-optima at p = 1 on the ran-
domly given graph instances, while DS-QAOA+ requires
more level depths, such as shown in FIG. A3. More im-
portantly, PQA tends to require polynomial number of
optimization runs to obtain the quasi-optimal solution
of the problem at the shallowest level depth, whereas
DS-QAOA+ tends to require an exponential number of
optimization runs to obtain a similar performance (but
inferior to PQA), such as shown in FIG. A4. Based on
the statistically obtained data, we computed the average

complexity Cavg,PQA =
∑i=20

i=1 CPQA,Gi

20 needed to solve
the MIS problem on the n-vertex graph and obtain the
quasi-optimal solution of the problem, respectively, and
the specific results are shown in FIG. A5. For PQA, its
complexity of finding the quasi-optima is much less than
that of DS-QAOA+.
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FIG. A5. The average complexity when PQA or DS-QAOA+
finds the quasi-optimal solution on ER graphs with n nodes.
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