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All Sp notions of quantum expansion are equivalent

Francisco Escudero Gutiérrez∗ Garazi Muguruza†

Abstract

In a recent work Li, Qiao, Wigderson, Wigderson and Zhang introduced notions of quantum
expansion based on Sp norms and posed as an open question if they were all equivalent. We
give an affirmative answer to this question.

1 Introduction

In this note we consider the problem of showing that certain notions of quantum expansion are
equivalent. Quantum expansion is an analogue of the well-studied concept of graph expansion.
The latter has many equivalent versions that let it play an important role in many fields such as
geometry, group-theory, combinatorics and theoretical computer science (for a survey see [HLW06]).

Given a d-regular graph G = ([n], E), its edge expansion is given by

h(G) = min
W⊂[n],|W |≤n/2

|∂W |
d|W | ,

where |W | stands for the size of W and |∂W | is the number of edges that go from W to its comple-
ment. Let B = (B1, . . . , Bd) be permutation matrices that decompose the adjacency matrix A of G
as
∑

i∈[n]Bi
1. In particular, B is a bistochastic tuple, meaning that

∑

i∈[n]B
∗
i Bi =

∑

i∈[n]BiB
∗
i =

d · Id. Thus, it induces a quantum unital channel via

ΦB(X) =
1

d

∑

i∈[n]

BiXB∗
i .

A quantum channel is a linear operator from Mn(C) to Mn(C) that maps quantum states (positive
semidefinite matrices with trace 1) to quantum states. It is unital if it maps the identity to itself.
Note that if B is a permutation tuple, W a subset of [n] and PW the projector onto the space
spanned by the canonical basis vectors indicated by W , then 〈Id−PW ,ΦB(PW )〉 = |∂W |. Here
〈·, ·〉 stands for the inner product 〈M,N〉 = Tr[M∗N ]. Motivated by this, Hastings introduced the
quantum edge expansion of a bistochastic tuple B ∈ Mn(C)d, which is given by

hQ(B) = min
V <Cn,dimV≤n/2

〈Id−PV ,ΦB(PV )〉
ddimV

(1)
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1It follows from Hall’s theorem that this decomposition always exists.

1

http://arxiv.org/abs/2405.03517v1
feg@cwi.nl
g.muguruzalasa@uva.nl


where V < C
n means that V is a subspace of Cn and PV is the projector onto V [Has07]. Note

that if B is a permutation tuple determined by a graph G and we restricted the minimum in
Eq. (1) to subspaces spanned by vectors of the canonical basis we would recover the edge expansion
of G. This is just one of the notions of quantum expansion introduced in the last two decades,
which have found multiple applications in cryptography, learning theory and information theory
[Has07, BASTS08, HH08, ABW09, KLR19, FM20].

Another analogue of edge expansion in the quantum setting was recently introduced by Li,
Qiao, Wigderson, Wigderson and Zhang [LQW+22]. Given a bistochastic tuple B ∈ Mn(C)d, its
dimension edge expansion is defined via

hD(B) = min
V <Cn,dimV≤n/2

∑

i∈[n] rk(Bi|V ⊥,V )

ddimV
, (2)

where Bi|V ⊥,V = PV Bi(Id−PV ). Again, if B is a permutation tuple determined by a graph G and
we restricted the minimum in Eq. (2) to subspaces spanned by vectors of the canonical basis, we
would recover the edge expansion of G. Li et al. showed that d · hD ≥ hQ and they exhibited a
sequence Bm of bistochastic d-tuples such that inf hD(Bm) > 0, but inf hQ(Bm) = 0 [LQW+22,
Theorems 1.8 and 1.9]. To do that they considered a different expression of hQ(B) in terms of the
Schatten-2 norm2

hQ(B) = min
V <Cn,dimV≤n/2

∑

i∈[n]

∥
∥Bi|V ⊥,V

∥
∥2

S2

ddim V
︸ ︷︷ ︸

:=hS2
(B)

.

If one substitutes 2 in expression above by other p ∈ [1,∞) other natural notions of expansion,
namely

hSp(B) = min
V <Cn,dimV≤n/2

∑

i∈[n]

∥
∥Bi|V ⊥,V

∥
∥p

Sp

ddimV
.

These Sp notions of expansion behave in a similar way as the case of p = 2, as dp/2 · hD ≥ hSp

and the aforementioned sequence Bm of bistochastic d-tuples also satisfies inf hD(Bm) > 0, but
inf hSp(Bm) = 0. This led Li et. al to ask whether all the Sp notions of expansions are equivalent;
hSp and hSq are equivalent if for every sequence Bm of bistochastic tuples d-tuples inf hSp(Bm) > 0
if and only if inf hSq (Bm) > 0. We give an affirmative answer to this question.

Theorem 1. Let B ∈ Mn(C)d be a bistochastic tuple. Let p ≥ q ≥ 1. Then,

1. hSp(B) ≤ d
p−q

2 hSq (B),

2. hSp(B) ≥ [hSq (B)]
p

q ,

In particular, hSp and hSq are equivalent for every p, q ∈ [1,∞).

Li et al. pointed out that Theorem 1 could be a quantum analogue of the equivalence between
certain notions of graph expansion based on ℓp norms, a result by Matoušek [Mat97], who used this
equivalence to prove that the metric spaces defined by graph expanders are hard to embed into ℓp.
However, we believe the analogy between our result and the one of Matoušek to be more notational
than operational, so we suspect that Theorem 1 will not help to construct finite metric spaces hard
to embed into Sp. Nevertheless, we consider the latter an interesting open problem and propose a
route towards solving it. We discuss this in Section 3.

2For p ∈ [1,∞) the Schatten-p norm of a matrix is the ℓp norm of its singular values.
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2 All Sp notions of expansion are equivalent

Proof of Theorem 1.1: As Bi belongs to a d-stochastic tuple, it satisfies B∗
i Bi = d·Id−∑j 6=iB

∗
jBj �

d · Id, so all the singular values (si1, . . . , s
i
n) of Bi|V ⊥,V are at most

√
d. Hence,

∥
∥Bi|V ⊥,V

∥
∥p

Sp

d
p

2

=
∑

l∈[n]

(
sil√
d

)p

≤
∑

l∈[n]

(
sil√
d

)q

=

∥
∥Bi|V ⊥,V

∥
∥q

Sq

d
q

2

,

where in the inequality we have used that all sil/
√
d are at most 1 and that p ≥ q. From here, the

desired inequality follows immediately. �

Proof of Theorem 1.2: Let (si1, . . . , s
i
dimV ) be the singular values of Bi|V ⊥,V . Then by Hölder’s

inequality,

∥
∥Bi|V ⊥,V

∥
∥q

Sq
=

∑

l∈[dimV ]

|sil|q ≤




∑

l∈[dimV ]

|sil|p




q/p

dimV
1− q

p =
∥
∥Bi|V ⊥,V

∥
∥q

Sp
dimV

1− q

p . (3)

We conclude that for every subspace V < C
n, we have that

∑

i∈[d]

∥
∥Bi|V ⊥,V

∥
∥q

Sq

ddim V
≤
∑

i∈[d]

∥
∥Bi|V ⊥,V

∥
∥q

Sp

ddimV q/p
= d

q

p
−1
∑

i∈[d]

(∥
∥Bi|V ⊥,V

∥
∥p

Sp

ddimV

)q/p

≤




∑

i∈[d]

∥
∥Bi|V ⊥,V

∥
∥p

Sp

ddimV





q/p

,

where in the first inequality we used Eq. (3) and in the second Hölder’s inequality. From here, the
desired inequality follows immediately. �

3 How much distortion is needed to embed metric spaces into Sp?

3.1 Embeddings into ℓp spaces

A metric space (M,ρ) can be embedded into ℓp with distortion D if there is a map f : M → ℓp
such that

1

D
ρ(x, y) ≤ ‖f(x) − f(y)‖ℓp ≤ ρ(x, y), ∀x, y ∈ M. (4)

Finding the minimum distortion Dn,ℓp needed to embed any n-point metric space into ℓp was a long-
standing question. The case p = 1 was fully resolved by Bourgain (who proved the upper bound)
and Linial, London and Rabinovich (who showed the lower bound). Together they concluded that
Dℓ1 = Θ(log n) [Bou85, LLR95]. The key ingredient of the lower bound of Linial et al. is that for
a d-regular graph G it holds that

inf
f :G→ℓ1

1
|E|

∑

(i,j)∈E ‖f(i) − f(j)‖ℓ1
1
n2

∑

i,j∈[n] ‖f(i) − f(j)‖ℓ1
︸ ︷︷ ︸

:=hℓ1
(G)

≥ h(G). (5)

Matoušek realized that generalizing this result to other ℓp norms would allow one to prove similar
lower bounds. With that purpose he (implicitly) introduced notions of graph expansion based on
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other ℓp norms, namely

hℓp(G) := min
f :G→ℓp

(
1
|E|

∑

(i,j)∈E ‖f(i) − f(j)‖pℓp
1
n2

∑

i,j∈[n] ‖f(i) − f(j)‖pℓp

)1/p

.

Then, he showed that

hℓp(G) ≥ hℓ1(G)

4dp
, (6)

which, together with (5) and the existence of a sequence Gn of n-vertex d-regular graphs such that
inf h(Gn) = C > 0, implies that

inf hℓp(Gn) ≥ C

4dp
. (7)

From Eq. (7), Matoušek showed with an elegant argument that the metric spaces defined by these
graphs require distortion Dn = Ω(log(n)/p) to be embedded into ℓp. Indeed, consider the metric
spaces ([n], ρn), where ρn(i, j) is the length of the shortest path in Gn from i to j. Define

Rρn =

(
1
|E|

∑

(i,j)∈E ρn(i, j)p

1
n2

∑

i,j∈[n] ρn(i, j)p

)1/p

.

The numerator of Rρn is 1, while the denominator is Ω(logd n), because there are at most d1 + · · ·+
dlogd(n/4) ≤ 2dlogd(n/4) = n/2 pairs of vertices whose shortest-path distance is at most logd(n/4).
Hence, treating d as a constant, it follows that Rρn = O(1/ log(n)). Now let fn be embeddings of
([n], ρn) into ℓp with distortion Dn and define Rfn in an analogue way. As fn are embeddings with
distortion Dn it follows that Rfn = O(Dn/ log(n)) and Eq. (7) implies that Rfn = Ω(1/p). Putting
both bounds together yields Dn,ℓp = Ω(log(n)/p). Matoušek also proved the matching upper bound
by mimicking the argument of Bourgain, giving Dn,ℓp = Θ(log(n)/p).

3.2 What about Sp?

As pointed out by Li et al. [LQW+22], our Theorem 1 can be regarded as a quantum analogue of
Eq. (6) proved by Matoušek, in the sense that both prove relations between notions of expansion
based on similar norms. However, we believe that this resemblance is notational, rather than
operational, and so our Theorem 1 does not seem to help to construct metric spaces that are hard
to embed into Sp. To the best of our knowledge there is no literature about this problem, so we
pose it as an open question.

Question 2. Let p ∈ [1,∞). What is the minimum distortion Dn,Sp needed, as a function of n
and p, to embed any n-point metric space into Sp?

To answer this question it would suffice to show that the following family of notions of graph
expansion based on Sp norms for p ∈ [1,∞) are related in a certain way

h̃Sp(G) := min
f :G→Sp

(
1
|E|

∑

(i,j)∈E ‖f(i) − f(j)‖pSp

1
n2

∑

i,j∈[n] ‖f(i) − f(j)‖pSp

)1/p

.

Indeed, as S2 is isometric to ℓ2, we have that the there exists a sequence of n-vertex d-regular
graphs Gn such that inf h̃S2

(Gn) > 0. Hence, if one manages to show that for every d-regular graph
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G it holds that

h̃Sp(G) = Ωd

(

h̃S2
(G)

p

)

,

we would have that inf h̃Sp(Gn) = Ω(1/p), from which we could reproduce the argument of Ma-
toušek and prove that Dn,Sp = Ω(log(n)/p). The matching upper bound follows from the fact that
ℓp can be embedded isometrically into Sp.
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