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We investigate the precision of estimating the interaction strength between a two-level system
(TLS) and a single-photon pulse when the latter is subject to chirping. We consider linear, quadratic,
and sinusoidal temporal phases applied to Gaussian and exponential temporal profiles. At the
asymptotic time, when the TLS has fully decayed to its ground state, the fundamental precision
depends solely on the magnitude of its spectral amplitude. For quadratically phase-modulated
Gaussian pulses, this is entirely determined by the spectral bandwidth. We provide expressions for
evaluating the fundamental precision for general temporal profiles and phase modulations. Finally,
we show that experimentally feasible mode-resolved measurements are optimal, or close to it, for
chirped, pulsed single photon spectroscopy.

I. INTRODUCTION

Chirped pulses of laser light – that is those with time-
dependent frequency have a long history in optimal control
of quantum matter systems [1, 2] and their spectroscopy
[3, 4]. Presently, efforts are underway to investigate and
identify the potential advantages of using quantum states
of light in spectroscopy [5] with the aim of surpassing the
performance of pulses of classical states of light, namely
coherent states [6–8].

In a general sense, quantum light spectroscopy studies
the problem of extracting information about a quantum
matter system indirectly by measuring the quantum state
of the light pulse that has interacted with it. A meaningful
theoretical analysis of the performances of quantum pulses
of light for the task of estimating parameters of the matter
system requires looking at the problem with the lens of
quantum estimation theory [9, 10].

Experimentally, the ability to sculpt the spectral-
temporal waveform of quantum states of light is improv-
ing [11, 12]. Indeed, the control and manipulation of
quantum light pulses for quantum information process-
ing [13] is advancing more widely. These motivate the
exploration of the role of time-dependent phase or fre-
quency in pulsed quantum light spectroscopy.

In this paper, we investigate how a single-photon pulse
with a temporal profile of

ξ(t) = ξR(t)e
iϕ(t), ξR(t), ϕ(t) : R → R. (1)

performs in estimating Γ – the coupling constant of a two-
level system (TLS) with the photon. For this simplest
of matter systems, we explore the consequences of linear,
quadratic, and sinusoidal ϕ(t) on the fundamental and
attainable limits of the precision of estimating Γ. This
paper thus goes beyond Ref. [9] where only real-valued
pulses with ϕ(t) = 0 were studied.

Our main results are as follows:
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1. At the asymptotic time, the quantum Fisher in-
formation (QFI) for estimating Γ depends on the
probability distribution of the single-photon wave-
packet in the frequency domain and the central
frequency of the pulse. See Eqs. (25) and (29)–(32).

2. For a quadratic temporal phase modulation applied
to a real Gaussian pulse, the asymptotic QFI only
depends on the initial input wave-packet through
its frequency bandwidth (assuming the same central
frequency). See Sec. IVB. However, this does not
hold more generally.

3. For finite times, we provide a general expression for
the QFI which can be examined to determine the
benefits of ϕ(t) in estimating Γ. See Appendix A.

4. For phase-modulated pulses symmetric in frequency,
we analytically construct (temporal) mode-resolved
measurements that saturate the fundamental limits.
These are also near-optimal for other modulation
scenarios, e.g. linear phase modulation. See Sec.
VI A.

The paper is structured as follows. Sec. II presents
our theoretical framework, encompassing the model of
light-matter interaction and a summary of local quantum
estimation theory. Sec. III contains new expressions for
the QFI in the frequency domain, which are instrumental
for studying the impact of phase modulation. Sec. IV
provides a comprehensive analysis of the precision limits
associated with estimating Γ using temporally phase-
modulated single-photon pulses. We focus on scenarios
where the phase modulates a Gaussian real-valued pulse,
exploring the impact of linear, quadratic, and sinusoidal
phase modulations across various TLS-environment (T-E)
coupling values. Sec. V explores the effect of linear and
quadratic phase modulation applied on exponentially de-
caying real-valued single-photon pulses. Sec.VI presents
an investigation into optimal and near-optimal measure-
ments achieved through mode-resolved photon counting.
Sec. VII concludes with a concise summary and discussion.
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Figure 1. Illustration (not to scale) of a complex-valued pulse ξ(t) = ξR(t)e
iϕ(t) interacting with the TLS. Γ (Γ⊥) captures the

interaction strength with the pulse (environment). A phase modulator (PM) applies a modulation eiϕ(t) to a real pulse ξR(t).
For instance, ϕ(t) = Kt2 = kΓ2t2 which is a quadratic chirping is represented by the green curve. ρθ is given by Eq. (16).

II. THEORETICAL FRAMEWORK

A. TLS, Light and Environment Interaction

We consider a TLS, denoted by the T subsystem, fixed
in space and described by the free Hamiltonian,

HT = ℏω0|e⟩⟨e|, (2)

where the ground and excited states of the TLS are de-
noted by |g⟩ and |e⟩ respectively, with the ground state
energy set to zero, and ω0 the transition frequency.

The light is a traveling pulse of the quantized radiation
field, denoted by the P subsystem, described by a con-
tinuum of frequencies and has a well-defined direction of
propagation with the free field Hamiltonian [14]

HP = ℏ
∫ ∞

0

dω ω a†(ω)a(ω), (3)

where the bosonic operators are labeled by a continu-
ous frequency ω and satisfy the commutation relation
[a(ω), a†(ω′)] = δ(ω − ω′). The electric field operator,
corresponding to a well-defined direction of propagation,
is

E(t) = iℏϵA(ω̄)

∫ ∞

−∞

dω√
2π

a(ω)e−iωt, (4)

where ϵ represents the unit polarization vector. The func-
tion A(ω̄) is defined as

√
ω̄

2ϵ0cAℏ , where ω̄ denotes the
central frequency of the pulse, and A refers to the trans-
verse quantization area. The integral in Eq.(4) spans the
entire ω-axis, incorporating the slowly-varying envelope
approximation[15, 16] that is applicable to paraxial pulses
considered here.

A schematic depiction of the interaction between the
traveling pulse and the TLS is shown in Fig. 1. As the
matter system (TLS) is much smaller in scale than optical
wavelengths, we invoke the dipole approximation [17]
wherein the TLS-light interaction takes the form −µ ·E,
where µ is the transition dipole moment operator, and E
is the quantized electric field. In the picture generated by
the unitary transformation e−iH0t, where [10]

H0 = ℏω̄|e⟩⟨e|+
∫ ∞

0

dω ℏω a†(ω)a(ω), (5)

and using the slowly-varying envelope [18] and the rotat-
ing wave approximations, the TLS-pulse (TP) Hamilto-
nian is given by [18, 19]

HTP(t) = ℏ∆|e⟩⟨e| − iℏ
√
Γ
(
σ+a(t)− σ−a

†(t)
)
, (6)

where ∆ = ω0 − ω̄ and σ− = |g⟩⟨e| = σ†
+ is the TLS dipole

operator. In Eq. (6) we have introduced the so-called
“quantum white-noise” operators [18]),

a(t) =

∫ ∞

−∞

dω√
2π

a(ω)e−i(ω−ω̄)t, (7)

satisfying [a(t), a†(t′)] = δ(t− t′) as well as the coupling
constant Γ = (µeg · ϵ)2A(ω̄)2 which is proportional to the
square of the dipole moment.

In addition to the continuum of bosonic modes a(ω)
that describe the pulse degrees of freedom, the TLS in
free space interacts with an infinitude of other modes of
the electromagnetic field, capturing all the other spatial
and polarization degrees of freedom beyond those of the
pulse. Description of the infinitely large electromagnetic
environment is drastically simplified by the fact that it
is inaccessible to experiments, and can be considered
in terms of its effects on the reduced dynamics. We
account for this by introducing a coupling to an additional
continuum of bosonic modes b(ω) with a free Hamiltonian
of HE = ℏ

∫∞
0
dω ω b†(ω)b(ω), leading to the final form

for the TLS-pulse-environment (TPE) Hamiltonian

HTPE(t) = ℏ∆|e⟩⟨e|−iℏ
(√

Γa(t)σ+ +
√

Γ⊥b(t)σ+ − h.c.
)
,

(8)
where the additional set of white noise operators b(t) satis-
fying [b(t), b†(t′)] = δ(t− t′) represent an electromagnetic
“environment” (E) subsystem coupled to the TLS. The
coupling strength with this environment is denoted by
Γ⊥. This representation is analogous to a more realistic
model where the environment is composed of a discrete
set of infinitely many families of white noise operators,
accounting for all degrees of the electromagnetic field
beyond those described by a(ω) [9, Appendix A].

The Hamiltonian in Eq. (8) can describe various light-
matter-environment coupling geometries, simply by as-
signing different relative magnitudes for the quantities
Γ⊥ and Γ. The relative magnitudes can be manipulated
depending on different experimental setups [20–22]. In
the following, we refer to the choice Γ⊥ = 0 as perfect
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TLS-pulse (T-P) coupling, while Γ⊥ = 5Γ as strong T-E
coupling, with the idea of capturing roughly a free space
geometry. We treat T, P, and E as distinct subsystems,
with P being the only one that can be experimentally
measured, while the light emitted into the environment
E is irreversibly lost.

B. Unitary evolution of the TLS, pulse and
environment

We focus on a single-photon pulse

|1ξ⟩ =
∫ ∞

−∞
dτ ξ(τ)a†(τ)

∣∣0P〉, (9)

where ξ(τ) is a complex function of time. Assuming that
the TLS starts in the ground state |g⟩ and the environ-
ment in vacuum

∣∣0E〉, the joint TPE quantum state after
evolution under the Hamiltonian in Eq. (8) is [9]∣∣ΨTPE

〉
= ψe|e⟩

∣∣0P〉∣∣0E〉+ |g⟩
(
|ψ̃P

g ⟩
∣∣0E〉+ ∣∣0P〉|ψ̃E

g ⟩
)
,

(10)
where ψe is the excitation amplitude of the TLS, and

|ψ̃P
g (t)⟩ =

∫ ∞

−∞
dτψ̃P

g (t, τ)a
†(τ)

∣∣0P〉, (11)∣∣∣ψ̃E
g (t)

〉
=

∫ ∞

−∞
dτψ̃E

g (t, τ)b
†(τ)

∣∣0E〉, (12)

represent unnormalized single-photon states in the pulse
and environment modes, respectively. More explicitly, [18,
23]

ψe(t) = −
√
Γ

∫ t

t0

dt′ e−((Γ+Γ⊥)/2+i∆)(t−t′)ξ(t′), (13)

|ψ̃P
g (t)⟩ =

∫ ∞

t0

dτ
(
ξ(τ) +

√
ΓΘ(t− τ)ψe(τ)

)
a†(τ)

∣∣0P〉,
(14)

|ψ̃E
g (t)⟩ =

√
Γ⊥

∫ t

t0

dτ ψe(τ)b
†(τ)

∣∣0E〉, (15)

where Θ(x) is the Heaviside step function. These show
that the matter-dependent distortion of the scattered
pulse depends on ψe(t), which is the convolution of two
functions – pulse shape ξ(t), and the matter characteristic
function

√
Γexp[−((Γ + Γ⊥)/2 + i∆)t]Θ(t)).

To obtain the P subsystem, we trace out both the T
and E subsystems. This leads to an incoherent mixture
of the vacuum and a modified single-photon wave-packet

ρθ = pθ|0⟩⟨0|+ (1− pθ)|ψθ⟩⟨ψθ|, (16)

where θ denotes the parameter of interest, pθ and normal-
ized single-photon state are respectively,

pθ = |ψe|2 + ⟨ψ̃E
g |ψ̃E

g ⟩, |ψθ⟩ = |ψ̃P
g ⟩/
√
⟨ψ̃P

g |ψ̃P
g ⟩, (17)

such that ⟨ψθ|ψθ⟩ = 1.

C. Quantum light spectroscopy as estimation

Spectroscopy of a quantum system with pulsed quan-
tum states of light involves probing it through traveling
field states that convey information regarding the matter
parameters to the output modes of the light. Mathemati-
cally, this corresponds to estimating the parameter θ from
the detectable quantum state of the light ρθ.

The parametric classical statistical model obtained
by performing the positive operator valued measure-
ments (POVM) {Mi : Mi > 0,

∑
iMi = IP} on the

output state ρθ is given by the Born rule {p(i|θ) =
Tr[ ρθMi ] | θ ∈ R} where Θ ⊆ R is the parameter space.
Statistical inference then involves constructing estimators
θ̂ = θ(X1, X2, . . . , Xn), where {Xi} are random variables
corresponding to each of n observed values, independent
and identically distributed. For any unbiased estimator or
more generally, in the limit of a large number n of experi-
ment repetitions, the estimation error is lower bounded
by the Cramér-Rao bound (CRB) [24, 25],

V (θ|{Mi}) ≥
1

n C(θ|{Mi})
(18)

where V (θ|{Mi}) = Eθ[(θ̂ − θ)]2 is the mean square er-
ror (MSE) of the estimator (Eθ denotes expectation with
respect to X1, X2, . . . , Xn ∼ p(i, θ)), and C(θ|{Mi}) is
the classical Fisher information (CFI), defined as

C(θ|{Mi}) = Varθ

[
∂

∂θ
log p(i|θ)

]
= −Eθ

[
∂

∂θ
log p(i|θ)

]2
.

(19)
The parametric model, and therefore the optimal esti-

mators themselves, depend on the quantum measurement
characterized by the POVM {Mi}.

Minimizing the estimator MSE over all possible quan-
tum measurements yields a new, more fundamental bound
for the precision of estimating the parameter θ, given the
quantum parametric model {ρθ | θ ∈ Θ}

V (θ|{Mi}) ≥
1

nC(θ|{Mi})
≥ 1

nQ(θ; ρθ)
, (20)

known as the quantum Crámer-Rao bound (QCRB) [26–
28]. Q(θ; ρθ) is the QFI

Q(θ; ρθ) = Tr ( ρθ L
2
θ ) ≥ C(θ|{Mi}). (21)

defined via the self-adjoint symmetric logarithmic deriva-
tive (SLD) operators, which satisfy the Lyapunov equation

Lθ ρθ + ρθ Lθ = 2
∂ρθ
∂θ

. (22)

In this paper, we restrict ourselves to single-parameter
estimation, for which the corresponding QCRB is nec-
essarily saturated by the projective measurement corre-
sponding to eigenvectors of the SLD operator Lθ [28]. For
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rank-deficient models however, this is only a necessary
condition and eigenvectors of the SLD operator are only
one of many QCRB-saturating POVMs [29].

Finally, we introduce two expressions for the QFI that
will be employed in later sections. For a general mixed
state with spectral decomposition ρθ =

∑
n
pn|ψn⟩⟨ψn|,

the QFI is [30, 31]

Q

(
θ;
∑
n

pn |ψn⟩⟨ψn|

)
=
∑
n

(∂θpn)
2

pn
(23)

+
∑
n

4pn ⟨∂θψn|∂θψn⟩ −
∑
m,n

8pmpn
pm + pn

|⟨∂θψm|ψn⟩|2.

Thus, for pure states ρθ = |ψθ⟩⟨ψθ|, the QFI is

Q(|ψθ⟩) = 4
(
⟨∂θψθ|∂θψθ⟩ − |⟨ψθ|∂θψθ⟩|2

)
. (24)

As our H0 in Eq. (5) does not explicitly depend on
the matter parameters that we seek to estimate, the QFI
obtained from the quantum state in the interaction picture
matches that from the Schrödinger.

1. Single-photon QFI: classical and quantum contributions

From Eq. (23), the QFI of ρθ in Eq. (16) is the sum of
CFI of the two-outcome probability distribution {pθ, 1−
pθ} and the QFI of the modified pure single-photon state
|ψθ⟩, rescaled by the corresponding probability [9, 30]

Q(ρθ) =
(∂θpθ)

2

pθ(1− pθ)
+ (1− pθ)Q(|ψθ⟩) (25)

≡ C(pθ) + Q̃(|ψθ⟩),

which can be interpreted as classical and quantum contri-
butions respectively [9, Sec. III.A.2].

The QFI is a dimensional quantity when the parameter
possesses physical dimensions. To facilitate comparisons
across various parameter values, our emphasis will be
on the dimensionless QFI, denoted as θ2Q(ρθ), which
signifies the inverse of estimation precision relative to the
true parameter value.

III. CHIRPED PULSES

We now present new results on the role of a temporal
phase on the fundamental and attainable precision of
estimating the parameter Γ for a single-photon pulse
of the form in Eq. (1). An immediate consequence is
the presence of the term ⟨ψθ|∂θψθ⟩ in Eq. (24) which is
nonzero1 for ϕ(t) ̸= 0. While this may naively suggest a

1 It is zero for ϕ(t) = 0 and for complex-valued pulses that are
symmetric in the frequency domain. See Appendix B.

reduction of the QFI, it is not necessarily so as the first
term also changes for ϕ(t) ̸= 0. See Sec. V for an instance
and Sec. VI for its effect on the CFI.

General expressions for evaluating the two contributions
in Eq. (25) for θ ≡ Γ at finite times are provided in
Appendix A. The time domain expressions therein seem
more amenable for finite-time calculations. Frequency
domain expressions, however, seem more amenable for
calculations of the quantities at asymptotic time. They
are presented next.

At the asymptotic time t ≫ 1/max(Γ,Γ⊥), the TLS
decays to the ground state and becomes disentangled from
the light. However, for Γ⊥ > 0, the state of the light is
not pure, since the photon of the pulse is partly lost to
the environment.

We first express the unnormalized single-photon states
in the P and E modes (Eqs. (14) and (15)) in the frequency
domain. Using the convolution theorem, these become∣∣∣ψ̃P

g (∞)
〉
=

∫ ∞

−∞
dωξ̃(ω)

(
1−

√
Γf(ω)

)
a†(ω)

∣∣0P 〉, (26)

∣∣∣ψ̃E
g (∞)

〉
= −

√
Γ⊥

∫ ∞

−∞
dωξ̃(ω)f(ω)b†(ω)

∣∣0E〉, (27)

where

f(ω) =

√
Γ

(Γ + Γ⊥)/2− i(ω −∆)
, (28)

is the frequency domain characteristic function of the
TLS. See Appendix C for finite-time expressions in the
frequency domain.

The asymptotic expressions of pθ and its derivative in
Eq. (25) for θ ≡ Γ are

pΓ(∞) = Γ⊥

∫ ∞

−∞
dω
∣∣∣ξ̃(ω)f(ω)∣∣∣2 (29)

and

∂ΓpΓ(∞) = Γ⊥

∫ ∞

−∞
dω
∣∣∣ξ̃(ω)∣∣∣2∂Γ|f(ω)|2 (30)

respectively. The two terms of the quantum contribution
in Eq. (24), in the frequency domain are〈

∂Γψ̃
P
g (∞)

∣∣∣∂Γψ̃P
g (∞)

〉
= (31)

1

4Γ

∫ ∞

−∞
dω
∣∣∣ξ̃(ω)∣∣∣2|f(ω) + 2Γ∂Γf(ω)|2,

and〈
ψ̃P
g (∞)

∣∣∣∂Γψ̃P
g (∞)

〉
(32)

=− 1

2
√
Γ

∫ ∞

−∞
dω
∣∣∣ξ̃(ω)∣∣∣2(1−√

Γf∗(ω)
)
(f(ω) + 2Γ∂Γf(ω))

respectively.
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Figure 2. (a) A real Gaussian pulse along with its quadratic and sinusoidal phase-modulated counterparts using parameters
Ω = 1, and k = 0.1. (b) The frequency domain bandwidths of each pulse featured in (a) against their respective time durations
using parameters Ω = 1, k = 1. The area where the three lines are closely clustered is depicted in the upper inset. The second
(bottom) inset illustrates the changes in bandwidth for various values of k. (c) A real exponentially decaying pulse along with
its quadratic phase-modulated counterpart using parameter k = 1.

Eqs. (29-32) show that both the classical and quan-
tum contributions to the asymptotic QFI depend only on∣∣∣ξ̃(ω)∣∣∣2 of the incident single-photon pulse. These expres-
sions can be used to shape pulses for “optimal quantum
light spectroscopy” – in line with optimal quantum con-
trol. The exploration of optimal pulse shape using this
expression will be discussed in another publication [32].
This also shows that the spectral phase that precedes the
temporal phase in several experiments [11–13, 33–38] has
no impact except via a different ξR(t).

We focus here on a few instances of pulse shapes ξR(t)
to highlight the potential and rich behaviour of chirping
in quantum-light spectroscopy. Our choices, such as a
Gaussian temporal profile and quadratic and sinusoidal
temporal phase, are motivated by recent experimental
efforts [11, 13, 38]. Fig. 2a depicts the frequency do-
main pulse shapes of a real Gaussian pulse, as well as its
counterparts with quadratic and sinusoidal phase modu-
lations (for k = 0.1 and Ω = 1). In Fig. 2b, we illustrate
the manipulation of frequency domain bandwidth (σω)
through quadratic and sinusoidal time phase modulations
(for k = 1 and Ω = 1). The quadratic phase modula-
tion has a much more pronounced effect on bandwidth
alteration compared to the sinusoidal phase. Note that,
due to the significantly greater impact of quadratic phase
modulation on pulse bandwidth compared to sinusoidal
modulation, we have chosen k = 0.1 in Fig. 2a to en-
sure that all pulse shapes are clearly visible within the
same plot. Conversely, in Fig. 2b, we have opted for
k = 1, which is the parameter employed in the results for
quadratically phased pulses in Fig. 4. The values selected
for k = 1 and Ω = 1 in this paper are considerably smaller
compared to the typical values used in experimental stud-
ies [11–13, 33–38]. They suggest the potential direction
of future experimental efforts to realize the benefits of
chirping in single-photon spectroscopy.

Fig. 2c displays the frequency domain pulse shapes of
a real exponentially decaying pulse compared to those
of a quadratically phase-modulated pulse, illustrating a
significant alteration in the frequency domain pulse profile.

We delve into its effects on QFI in Sec. V.

IV. REAL GAUSSIAN PULSE

We first consider a real Gaussian temporal profile

ξR(t) =
1

(2πT 2)1/4
e−t2/4T 2

, (33)

where T is the pulse duration and focus on linear,
quadratic, and sinusoidal temporal phases that modu-
late this real pulse.

A. Linear Temporal Phase

A linear phase in the time domain is given by2 [13]

ϕ(t) = αt. (34)

This is equivalent to introducing a nonzero detuning and
can be identified with the ∆ in the frequency domain
matter characteristic function f(ω) in Eq. (28).

In Fig. 3, we present the classical contribution C(pθ)
to the total QFI Q(ρθ), obtained numerically using Eqs.
(29) and (30) in conjunction with Eq. (25). The plot
depicts the classical contribution as a function of pulse
durations of the incoming pulse for different detunings ∆.
We have chosen Γ⊥ = Γ to highlight a particular value
for which the modulated pulses retain more information
than the real one.

Exploring various Γ⊥ values reveals that in the fluores-
cence detection limit of max(Γ,Γ⊥)t ≫ 1, and for T-E
coupling strength values within the range 0 < Γ⊥ ≲ 3Γ/2,
the classical contribution of the total QFI is higher when

2 Experimentally, a linear temporal phase across a pulse can be
achieved using a “time prism”
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Figure 3. Classical contributions to the total QFI for a Gaus-
sian pulse subjected to linear phase modulation, compared to
those of a real pulse, Γ⊥ = Γ.

a linearly phased pulse is applied to a real Gaussian pro-
file. While this also holds for an exponentially decaying
pulse from Eq. (E1), we do not present the plots here
for brevity. In this limit of T-E coupling strength, the
quantum contribution of a linearly phased pulse is always
reduced with respect to a real pulse, for both Gaussian
and exponentially decaying profiles.

For larger values of the T-E coupling strength (Γ⊥ ≳
3Γ/2), the effect of linear phase is evident as a reduction
in the quantum and classical contributions of the total
QFI compared to those related to a real pulse (see Figs.
5a and 5b).

In Fig. 4, we display the classical and quantum con-
tributions of the total QFI as a function of the detection
time t for the Gaussian pulse when it is subjected to linear
phase modulation (purple lines). Except for an increase
in the quantum contribution of the linearly phased pulse
for Γ⊥ = 0 (in Fig. 4b), this phase always decreases
the obtained information for both Γ⊥ = 5Γ and Γ⊥ = 0,
compared to the real pulse.

In the scenario of perfect T-P coupling, employing a
perfectly resonant wave-packet yields a greater amount
of information asymptotically, and adding a linear phase
consistently decreases the QFI. However, in the finite-
time regime, this does not hold (see Fig. 4b). This is
evident from Fig. 4b, where we observe that the quantum
contribution Γ2Q̃(|ψΓ⟩) for the linearly phase-modulated
pulse grows significantly faster as a function of the de-
tection time t than that of the real pulse. This implies
that for small and intermediate detection time regimes,
the linearly phase-modulated pulse may be used as a
more sensitive probe for Γ-estimation. It is evident that
Γ2Q̃(|ψθ⟩) + Γ2C(pθ) (the sum of dimensionless values
in Figs. 4a and 4b) is greater for the linear phase pulse
compared to the real pulse.

B. Quadratic and Sinusoidal Temporal Phases

We next consider a quadratic phase in the time domain

ϕ(t) = kΓ2t2, (35)

where k is a real, dimensionless chirping strength. For
a real Gaussian pulse of Eq. (33), with frequency band-
width σω = 1/(2ΓT ), the corresponding phase modulated
pulse in the frequency domain is still Gaussian and has a
bandwidth given by σ′

ω =
√
1 + 16k2Γ4T 4σω. The role of

quadratic temporal phase modulation in the estimation of
time and frequency shifts in generalized Hong-Ou-Mandel
interferometry was studied in Ref. [39].

A sinusoidal phase in the time domain

ϕ(t) = sin(ΩΓt), (36)

where Ω is a dimensionless modulation strength, not only
modifies the bandwidth σω but also introduces sidebands,
altering the pulse shape in the frequency domain.

1. Finite time

The finite-time classical and quantum contributions to
the total QFI are depicted in Fig 4. The real temporal
pulse provides more classical contribution for both cou-
pling strengths of Γ⊥ = 0 and Γ⊥ = 5Γ. Conversely, a
quadratically phased pulse provides more quantum con-
tribution than a real pulse.

For the quadratically phased pulse in the absence of
T-E coupling (Γ⊥ = 0), oscillations are observed in the
excitation probability (not shown here), as well as in
the classical and quantum contributions of the total QFI
(Figs. 4a and 4b respectively). These oscillations are
absent in the presence of relatively strong coupling to
the environment, i.e., Γ⊥ = 5Γ (Figs. 4c and 4d). It is
important to note that all these behaviors depend on the
value of ΓT . For instance, in the case of ΓT = 2 and
Γ⊥ = 0 (not shown here), the quadratically phased pulse
preserves more information (in the quantum contribution
of Γ2Q(|ψΓ⟩)) up to a specific time, after which the situa-
tion is reversed. Therefore, in the finite-time regime, there
is no general rule as to whether a quadratically phased
Gaussian pulse is beneficial for Γ-estimation. One needs
to examine each case using the expressions provided in
Appendix A for each contribution of the finite-time QFI.
This holds for both sinusoidal and linear phases as well.

For the quadratic temporal phase, the real temporal
pulse provides a higher classical contribution and a lower
quantum contribution compared to a sinusoidally modu-
lated pulse. See Figs 4. However, both these contributions
(classical and quantum contributions) exceed those com-
pared to the quadratic one. In both zero and large cou-
pling to the environment (i.e., both Γ⊥ = 0 and Γ⊥ = 5Γ),
the classical contribution of the sinusoidal phase is lower
than that of the real pulse (Figs. 4a, 4c). The quantum
contribution is higher than that of a real pulse in the
case of Γ⊥ = 0 (Fig. 4b), and in Γ⊥ = 5Γ (Fig. 4d), it
surpasses that of the real pulse at certain times, although
the quadratic phase is doing better than both real and
sinusoidal phase at this time.

It is worth noting that a linearly phased pulse retains
the highest amount of information in the quantum contri-
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Figure 4. Dimensionless finite-time classical ((a), (c)) and quantum contributions ((b), (d)) to the total QFI for a Gaussian
pulse subjected to linear, quadratic, and sinusoidal phase modulations. Parameter values set to ∆ = Γ, k = 1, Ω = 1, ΓT = 8.
Γ⊥ = 0 in (a),(b) and Γ⊥ = 5Γ in (c),(d). The shaded purple region represents the modulus squared of the temporal amplitude
as a visual aid; it is not drawn to scale on the vertical axis.

bution (see Fig. 4b) at the beginning of the TLS-pulse
interaction for Γ⊥ = 0. We emphasize once again that
these results are presented for ΓT = 8, and different pulse
durations may exhibit different behaviors.

2. t≫ 1/max(Γ,Γ⊥)

Analytical expressions for the classical and quantum
contributions to the FI of a quadratically phase-modulated
Gaussian pulse, as described by Eqns. (33) and (35), at
asymptotically long times t≫ 1/max(Γ,Γ⊥) is presented
in Appendix D. As Eqns. (D1) and (D2) show, the sole
pulse characteristic they depend on is its bandwidth. As
in the classical case, quadratic phase modulation thus
provides a valuable technique for manipulating the band-
width of a pulse for quantum light spectroscopy.

Given the cumbersome expressions in Appendix D, we
plot the classical contributions in Fig. 5a for the illustra-
tive value of Γ⊥ = 5Γ. As k decreases, these contributions
increase. Unsurprisingly, the contribution for k = 0 must
match that of the unmodulated real pulse. As Eq. (D1)
also shows, the classical (and quantum) contributions
depend on the ratio γ = Γ⊥/Γ. Indeed, for γ = 1, the
chirped pulse provides more classical information than
the unchirped, real pulse.

The quantum contribution, depicted in Fig. 5b for
different k values and Γ⊥ = 5Γ, exhibits richer behaviour.
As the bottom inset of Fig. 2b displays, for k > 0 the
same value of σω corresponds to two different ΓT . This
leads to the two peaks in the solid curves in Fig. (5b)
indicated by the dotted line to specify the ΓT values. This
also applies to the classical contribution, which manifests
as equal values twice along each solid curve in Fig. 5a, as
indicated by the dotted line.

As it is evident, the relative performance of a quadrat-
ically phase-modulated – in terms of its classical and
quantum contributions to the total QFI depends on γ and
ΓT . This also applies to a sinusoidally phase-modulated,
as we discuss next.

The effects of sinusoidal phase modulation on the real
Gaussian pulse are illustrated in Figs. 5a and 5b in the

presence of environmental loss with Γ⊥ = 5Γ. As it is
shown in Fig. 2a, the pulse shape

∣∣∣ξ̃(ω)∣∣∣, and not only
its width is altered in comparison to the real pulse when
sinusoidal phase modulation is applied. Consequently, we
do not expect to obtain identical results using the real
pulse with the same frequency domain bandwidth σω.

For Γ⊥ = 5Γ, an increase in Ω reduces the classical
contributions of the phased pulse. However, the quantum
contribution, which arises from distortions in the pulse
wave-packet, exhibits various behaviors with changes in
Ω. The behaviour of both classical and quantum contri-
butions cannot be solely explained by alterations in the
frequency domain bandwidth.

From Fig. 2b (the red curve), it is apparent that the
bandwidth remains constant at ΓT ≳ 2 for Ω = 1, yet
Γ2Q̃(|ψΓ⟩) of Ω = 1 (Fig. 5b dashed green curve) does not
contain the same amount of information for ΓT ≳ 1. The
dashed lines in 5a and 5b seem pretty flat after ΓT ≳ 2.

To clarify this point, we illustrate the asymptotic QFI
in the case of Γ⊥ = 0 in Fig. 5c. It is important to
note that in the asymptotic time when Γ⊥ = 0, the
classical contribution is zero, as both terms of pθ in Eq.
(17) become zero. One can observe from Fig. 5c that,
for Ω = 1 at ΓT ≳ 1, the QFI exhibits various values,
even though the frequency bandwidth (shown in Fig. 2b)
remains constant. Fig. 5c illustrates the changes in the
quantum contribution resulting from alterations in the Ω
values.

V. EXPONENTIALLY DECAYING PULSE

In this section, we examine an exponentially decaying
pulse as the real profile of the pulse, given by

ξR(t) = 1/
√
Te−t/2TΘ(t), (37)

and apply both linear and quadratic phase modulations
to it. In contrast to the real Gaussian pulse, in the
case of an exponentially decaying real pulse, applying
quadratic phase modulation does not just affect the fre-
quency bandwidth; it drastically changes the frequency
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Figure 5. Asymptotic (a) classical and (b) quantum contributions to the total QFI for a Gaussian pulse subjected to linear
(dash-dotted line), quadratic (solid lines), and sinusoidal (dashed lines) phase modulations separately for Γ⊥ = 5Γ. (c) The total
QFI for a Gaussian pulse subjected to sinusoidal phase modulation for Γ⊥ = 0. The real pulse corresponds to ∆ = 0, k = 0 and
Ω = 0.
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Figure 6. (a),(c) Asymptotic quantum contribution and (b) asymptotic classical contribution to the total QFI for the
exponentially decaying pulse, compared to those associated with the linearly and quadratically phase-modulated pulses. The
parameter settings include Γ⊥ = 0 in (a) ,Γ⊥ = 5Γ in (b),(c). We set k = 1 for the quadratic phase and ∆ = Γ for the linear
phase.

shape of the pulse. As shown in Fig. 2c, the pulse shape
in the frequency domain lacks symmetry, necessitating
consideration of the second term of Eq. (24) to calcu-
late the quantum contribution of the QFI. Adding both
linear and quadratic phases results in various changes in
both classical and quantum contributions, which will be
discussed in the following subsections.

A. Linear Temporal Phase

In Fig. 6, we display the asymptotic classical and quan-
tum contributions of the total QFI (Appendix E, Eqs. E1
and E2 respectively) using the linearly phased exponen-
tially decaying pulse for both zero and relatively strong
coupling to the environment (Γ⊥ = 5Γ). This figure also
shows the asymptotic classical and quantum contributions
of both quadratically phased and real pulses. For van-
ishing T-E coupling i.e. Γ⊥ = 0, a linearly phased pulse
retains less information compared to a real-valued pulse,
although it retains more information than a quadratically
phased pulse (see Fig. 6a). When there is non-zero cou-
pling to the environment within the range 0 < Γ⊥ ≲ 3Γ/2,
the classical contribution of the linearly phased pulse sur-
passes that of a real pulse (not depicted here). However, if
Γ⊥ = 5Γ, the classical contribution (depicted in Fig. 6b)

shows that a linear phase retains less information com-
pared to a real pulse but more than a quadratically phased
pulse. In terms of the quantum contribution (refer to Fig.
6c), a linearly phased pulse retains less information than
both real and quadratically phased pulses. The described
behaviors of classical and quantum contributions remain
consistent within the ranges Γ⊥ ≳ 3Γ/2.

The finite-time classical and quantum contributions
of the total QFI are depicted in Fig. 7 at a fixed pulse
duration. At this specific pulse duration (ΓT = 4), when
Γ⊥ = 0, a linearly phased pulse exhibits oscillatory be-
havior in its classical contribution at the beginning of the
TLS-light interaction. Apart from these oscillations, the
amount of information obtained from a linearly phased
pulse is consistently less than that from a real pulse but
more than that from a quadratically phased pulse. This
observation holds for the classical contribution at Γ⊥ = 5Γ
as well. For the corresponding quantum contribution, af-
ter a certain duration of the interaction, the information
obtained from the linearly phased pulse is less than that
from both the real and the quadratically phased pulses.

Note that these behaviors are also dependent on the
duration of the initial pulse, captured by the parameter by
ΓT . For instance, an increase in the quantum contribution
of the linearly phased pulse compared to the real pulse
is observable in the exponentially decaying pulse when
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ΓT = 8 and Γ⊥ = 0, whereas this increase is not evident
at ΓT = 4.

B. Quadratic Temporal Phase

The change in the frequency domain pulse shape re-
sulting from quadratic time phase modulation applied to
an exponentially decaying pulse is illustrated in Fig. 2c.
Quadratic phase modulation does not just alter the fre-
quency domain bandwidth, as observed with a Gaussian
real pulse. Instead, it drastically modifies the frequency
domain pulse shape. We first explore the effect of this
change in the asymptotic time QFI represented in Fig.
6. For Γ⊥ = 0, as depicted in Fig. 6a, quadratic phase
modulation consistently decreases the obtained informa-
tion. Interestingly, this decrease is observed in the clas-
sical contribution for Γ⊥ = 5Γ as well (seen in Fig. 6b).
Conversely, the quantum contribution implies that the
quadratically phase-modulated wave-packet retains more
information when ΓT ≥ 0.8 for strong coupling of the
TLS to the environment, represented by Γ⊥ = 5Γ (visible
in Fig. 6c).

The finite time classical and quantum contributions of
the total QFI are depicted in Fig. 7 for two distinct cou-
pling strengths to the environment: Γ⊥ = 0 and Γ⊥ = 5Γ.
The oscillations observed for Γ⊥ = 0 in the probability
of the TLS excitation (not shown here), the classical and
quantum contributions using the quadratically phased
pulse in Figs. 7a, 7b are absent in the case of strong
coupling to the environment indicated by Γ⊥ = 5Γ (Fig.
7c, 7d). In both values of T-E coupling, the quadratically
phased pulse retains the lowest information in classical
contribution compared to the linearly phased and real
pulses. This observation holds for the quantum contribu-
tion of Γ⊥ = 0 as well (seen in Fig. 7b). Significantly, the
benefits of quadratic phase modulation become apparent
in the quantum contribution, in the scenario with strong
coupling to the environment, Γ⊥ = 5Γ. This outcome is
depicted in Fig. 7d in comparison to the cases of linearly
phased and real pulses. Similar to the Gaussian pulse,
after a certain duration of the TLS-pulse interaction, the
quadratically phased pulse retains more information than
both the real and linearly phased pulses.

VI. OPTIMAL AND NEAR-OPTIMAL
MEASUREMENTS

Having obtained the fundamental limits of estimat-
ing the inverse lifetime Γ of a single TLS, we now seek
the limits that can be attained using feasible detection
strategies. For single-parameter estimation, at least one
optimal POVM whose CFI attains the QFI exists, but it
may depend on the true value of the parameter. Thus,
the QCRB is practically achieved by measuring multiple
copies of the state and employing a two-step adaptive
procedure, i.e. devoting a sublinear portion of the experi-

ment repetitions to compute a rough estimator and then
applying the optimal measurement corresponding to the
estimated value [40].

Optimal detection for the outgoing P state in Eq. (16)
comprises two distinct parts [9]: photon loss measure-
ment, effected by POVM element Π0 =

∣∣0P〉〈0P∣∣ that
corresponds to the vacuum component, as well as POVM
elements that act on the single-photon component Π1,s =∫
dτdτ ′ Π1,s(τ, τ

′)a†(τ)
∣∣0P〉〈0P∣∣a(τ ′). The corresponding

probabilities can be evaluated as p0 = Tr[ρθΠ0] = pθ, and
p1,s = Tr[ρθΠ1,s] = (1− pθ)⟨ψθ|Π1,s|ψθ⟩. Using the chain
rule for Fisher information, the associated CFI is then

C(θ|{p0, p1,s}) = C(θ|{pθ, 1− pθ}) + (1− pθ)C(θ|{p1|s}),
(38)

where p1|s = ⟨ψθ|Π1,s|ψθ⟩ is the conditional probability of
outcome s in the one-photon component |ψθ⟩. Therefore,
the classical contribution to the QFI in Eq. (25) can
always be saturated using the POVM element Π0 that
perfectly distinguishes the vacuum component of ρθ from
the single-photon component.

The quantum contribution must coincide with the CFI
associated with the optimal basis corresponding to the
conditional one-photon state |ψθ⟩. In the following, we
will discuss optimal estimation techniques corresponding
to the conditional state |ψθ⟩, with the understanding that
QFI corresponding to the full state ρθ can be attained by
supplementing the optimal POVM elements for |ψθ⟩ with
the loss operator Π0.

A particular optimal measurement for pure state mod-
els is any POVM that includes a projector onto the pure
state itself [9]; however, it was recently pointed out that
there are some subtleties in the implementation of the
two-step adaptive procedure [41]. More generally, the
choice of a QCRB-saturating measurement for pure state
models is not unique, and there is an infinite number of
optimal POVMs. Between these, a certain 2-outcome
POVM was shown to be least susceptible to small, but
arbitrary, measurement noise, as quantified by the re-
cently introduced Fisher information measurement noise
susceptibility [29].

In the following, we will focus on more realistic strate-
gies, based on projection on orthonormal temporal modes,
as a more realistic measurement strategy. We will also
specialize our discussion to the specific choice of θ = Γ for
clarity of description, although the formulation is equally
applicable to other Hamiltonian parameters.

A. ⟨ψΓ|∂ΓψΓ⟩ = 0

The probabilities of detecting the outgoing single pho-
ton state |ψΓ⟩ in the discrete basis modes {|aj⟩ =

a†j
∣∣0P〉} (for a fuller description, see Appendix F), and

their Γ-derivatives, are

pj = |⟨aj |ψΓ⟩|2 =

{
1

1−pΓ
(1− C0)

2, j = 0
1

1−pΓ
(Cj)

2, j ∈ N .
(39)
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Figure 7. (a),(c) Finite-time classical contribution and (b),(d) finite time quantum contribution to the total QFI for the
exponentially decaying pulse, compared to those associated with the linearly and quadratically phase-modulated pulses. The
parameter settings include ΓT = 4, Γ⊥ = 0 in (a),(b) ,Γ⊥ = 5Γ in (c),(d). We set k = 1 for the quadratic phase and ∆ = Γ for
the linear phase.

∂pj
∂Γ

=


−2(1− C0)D

Γ
0 /(1− pΓ) +

pΓ

1−pΓ
p0, j = 0

2Cg
jD

Γ
j /(1− pΓ) +

pΓ

1−pΓ
pj , j ∈ N .

(40)

Then the Γ-CFI associated with the mode-resolved photon
counting measurement is

C({pj})
∣∣
⟨ψΓ|∂ΓψΓ⟩=0

=
∑
j

1

pj

(
∂pj
∂Γ

)2∣∣∣∣
⟨ψΓ|∂ΓψΓ⟩=0

=
4

1− pΓ

∑
j

(DΓ
j )

2 − (∂ΓpΓ)
2

(1− pΓ)2
= Q(ρθ)

∣∣∣∣
⟨ψΓ|∂ΓψΓ⟩=0

,

(41)

where we have utilised the fact that
Im
[
(1− C∗

0 )D0 −
∑

j C
∗
jDj

]
= 0 for ⟨ψΓ|∂ΓψΓ⟩ = 0.

What we have demonstrated here is then quite general:
Γ-estimation for an outgoing pulses that satisfy the condi-
tion ⟨ψΓ|∂ΓψΓ⟩ = 0 is optimal in the fixed complete basis
M = {|a0⟩⟨a0|, |a1⟩⟨a1|, . . . }. In Appendix B, we show
that all incoming traveling pulses with symmetrical spec-
tral distribution |ξ̃(ω)|2 respect this condition, meaning
all modulated pulses in Fig. 2a are optimally measured
in the fixed basis M , in a single, non-adaptive step. In
contrast, quadratically modulated exponentially decay-
ing pulses (see Fig. 2c) violate this condition owing to
the asymmetry of their spectral shape, and the outgoing
pulses are suboptimal in the fixed basis M .

This result is reminiscent of the use of spatial mode de-
multiplexing (SPADE) measurements [42–45] that can be
used to exceed the Rayleigh limit for spatially separated
incoherent sources, and are directly comparable to the
temporal analogue of the same problem [46] where the
optimality of the pulse-envelope basis for exponentially
decaying pulses has already been demonstrated for dis-
crimination of the spontaneous emission lifetimes of two
TLSs.

Mode-resolved photon counting can be achieved us-
ing quantum pulse gating (QPG) techniques [47–51]
for ultrafast pulses. With the right toolbox of gat-
ing pulses, the optimal measurement for Γ-estimation
is accessible, in principle. In practice, the number of

mode projectors that can be implemented in an ac-
tual experiment is limited. The QPG measurement
along the mode basis set by the incoming pulse enve-
lope is more accurately represented using the POVM
MJ = {|a0⟩⟨a0|, . . . , |aJ⟩⟨aJ |,1P−|a0⟩⟨a0|−. . . |aJ⟩⟨aJ |},
where J is a number set by practical considerations.

Finally, we mention the 2-outcome POVM with ele-
ments M± = {|ϕ+⟩⟨ϕ+|, |ϕ−⟩⟨ϕ−|}, where

|ϕ±⟩ = (1± i)

[(
1− C0

2
∓ DΓ

0

Q(Γ; |ψΓ⟩⟨ψΓ|)1/2

)
|a0⟩

−
∑
j>0

(
Cj

2
±

DΓ
j

Q(Γ; |ψΓ⟩⟨ψΓ|)1/2

)
|aj⟩

]
, (42)

is the least susceptible to small measurement noise, in the
sense of Ref. [29]. However, the projectors in Eq. (42) are
composed using modal amplitudes Cj and derivatives DΓ

j

that depends on the true value of Γ, which then necessi-
tates the two-step adaptive estimation scheme previously
outlined, as well as a more complicated pulse gating setup
where the pump pulse must be shaped to match the pro-
jectors |ϕ±⟩. In contrast, mode-resolved photon counting
MJ represents a simpler (if potentially more noise-prone)
measurement strategy.

B. ⟨ψΓ|∂ΓψΓ⟩ ̸= 0

For ⟨ψθ|∂θψθ⟩ ≠ 0 (see, for example, quadratically
modulated pulses in Fig. 2c), the fixed basis M is no
longer optimal as the corresponding Γ-SLD LΓ is no longer
diagonal in the basis M .

In general, the corresponding optimal basis can be
extracted by diagonalizing LΓ, whose eigenvectors, and
hence the optimal projectors, will depend on the value
of the parameter Γ itself. Just as for M± above, this
corresponds to a more complicated measurement setup
that requires a two-step adaptive estimation.
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C. Results

Fig. 8 shows the predicted convergence (following
Eq. (41)) of the CFI corresponding to measurement basis
MJ for unmodulated Gaussian pulses (in blue), when
MJ is composed of Hermite-Gauss (HG) mode-resolved
measurements. We also plot, on the same figure, the opti-
mality ratio C({pk})/Q(ρθ) for quadratically (green) and
sinusoidally-modulated (red) incoming pulses, measured
in the HG basis. While the HG basis is no longer optimal
for either of the modulated pulses, the HG-mode-resolved
CFI-to-QFI ratio is almost equal to unity for quadratic
modulations for large enough mode number, owing to the
fact the quadratically modulated pulses are still Gaussian.
The sub-optimality is more obvious for a sinusoidally
modulated pulse, where the CFI-to-QFI ratio is saturated
to about 0.06. Although it is possible to construct the
complete set of L2 functions corresponding to quadratic
and sinusoidal modulations of the incoming pulse, we see
that the much more practicable HG basis still fetches a
small but relatively significant proportion of the possible
information about the Γ parameter.
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Figure 8. Ratio of cumulative mode-resolved photon counting
Fisher information in Hermite-Gauss modes C({pj}), with
Γ-QFI Q(ρθ), for incoming unmodulated (blue), linearly
modulated (purple), quadratically-modulated (green), and
sinusoidally modulated (red) single-photon Fock state pulses
with Gaussian envelope. Parameter values set to ΓT = 2.5,
Γ⊥ = 5Γ, k = 1,Ω = 1.

Fig. 8 also demonstrates the sub-optimality of mea-
surements in the fixed MJ , for the exemplary case of
linear temporal modulation (in purple) on real Gaussian
pulses (discussed in Sec. IVA) where, although mode-
resolved measurements in the MJ basis are seen to achieve
almost all of the QFI, the CFI-to-QFI ratio does not con-
verge to unity. We also note in Fig. 8 that the origin of
the sub-optimality of linearly modulated pulses is distinct
from the sub-optimality associated with sinusoidally mod-
ulated pulses, both measured in the HG-mode-resolved

basis – the former is sub-optimal because there is no fixed
optimal basis corresponding to the pulse shape, owing
to ⟨ψΓ|∂ΓψΓ⟩ ̸= 0, whereas the latter is sub-optimal ow-
ing to the specific choice of measuring in the HG basis,
which is only optimal for real pulses. An optimal fixed
measurement basis for sinusoidally modulated pulses may
be constructed, although they are expected to be a much
less practical choice than the HG basis [47–51].

Finally, we remark on the curious fact that the ra-
tio C({pk})/Q(ρθ) achieved using MJ increases as the
strength of detuning |∆| increases (not shown in the
figure), meaning that even for incoming pulses with asym-
metric spectral profiles, there may be scenarios in which
the fixed basis MJ (that would require significantly fewer
resources than any measurement in parameter-dependent
bases) are very close to optimal.

VII. CONCLUSIONS

Temporal phase modulation introduces a rich variety
of possibilities in single-photon pulse spectroscopy for es-
timating the coupling strength of TLS-photon interaction.
These are examined for different coupling geometries, rep-
resented by different values of the parameter Γ⊥ relative
to Γ, and also for distinct spectroscopies associated with
different detection times. For the class of Gaussian real
pulses with quadratic phase modulation, in the long-time
limit, the information obtained from both photon count-
ing and wave-packet distortion depends on the incident
pulse only through the spectral bandwidth. This does not
hold for general temporal phase and magnitude profiles.
When the TLS is partially excited, the diversity is more
pronounced even for Gaussian pulses and an analysis
motivated by experimental scenarios is advisable.
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Appendix A: Single-photon QFI for complex-valued wave-packets: Time domain

Finite-time QFI expression for ξ(t) ∈ C with regard to the normalized single-photon state is

Q(|ρΓ⟩) =
(∂ΓpΓ)

2

pΓ(1− pΓ)
+ (1− pΓ)4

(
⟨∂ΓψΓ|∂ΓψΓ⟩ − |⟨∂ΓψΓ|ψΓ⟩|2

)
, (A1)

where we have the normalized state

|ψΓ⟩ =

∣∣∣ψ̃P
g (t)

〉
√〈

ψ̃P
g (t)|ψ̃P

g (t)
〉 , ⟨ψΓ|ψΓ⟩ = 1. (A2)

We can rewrite the QFI in terms of the unnormalized state of∣∣∣ψ̃Γ

〉
=
√

1− pΓ|ψΓ⟩ ,
〈
ψ̃Γ|ψ̃Γ

〉
= 1− pΓ, (A3)

and we obtain

Q(|ρΓ⟩) =
(∂ΓpΓ)

2

pΓ(1− pΓ)
+ 4
〈
∂Γψ̃Γ|∂Γψ̃Γ

〉
− 4

(1− pΓ)

∣∣∣〈∂Γψ̃Γ|ψ̃Γ

〉∣∣∣2 ≡ C(pΓ) + Q̃(|ψΓ⟩). (A4)

The terms presented in A4 can be explicitly evaluated as follows:

〈
∂Γψ̃Γ|∂Γψ̃Γ

〉
=

∫ t

−∞
dτ

[(∫ τ

−∞
dt′e−

Γ+Γ⊥
2 (τ−t′)ξ∗(t′)

)(∫ τ

−∞
dt′e−

Γ+Γ⊥
2 (τ−t′)ξ(t′)

)
(A5)

− 2ΓRe

[(∫ τ

−∞
dt′e−

Γ+Γ⊥
2 (τ−t′)ξ∗(t′)

)(∫ τ

−∞
dt′
τ − t′

2
e−

Γ+Γ⊥
2 (τ−t′)ξ(t′)

)]
+ Γ2

(∫ τ

−∞
dt′
τ − t′

2
e−

Γ+Γ⊥
2 (τ−t′)ξ∗(t′)

)(∫ τ

−∞
dt′
τ − t′

2
e−

Γ+Γ⊥
2 (t−t′)ξ(t′)

)]
,

〈
∂Γψ̃Γ|ψ̃Γ

〉
=

∫ t

−∞
dτ

[(
ξ(τ)− Γ

(∫ τ

−∞
dt′e−

Γ+Γ⊥
2 (τ−t′)ξ(t′)

))
(A6)(∫ τ

−∞
dt′
(
Γτ − Γt′

2
− 1

)
e−

Γ+Γ⊥
2 (τ−t′)ξ∗(t′)

)]
,

pΓ = |ψe(t)|2 +
〈
ψ̃E
g (t)|ψ̃E

g (t)
〉
, (A7)

∂ΓpΓ = ψ∗
e∂Γψe + ψe∂Γψ

∗
e +

〈
∂Γψ̃

E
g (t)|ψ̃E

g (t)
〉
+
〈
ψ̃E
g (t)|∂Γψ̃E

g (t)
〉
, (A8)

∂ΓpΓ = ψ∗
e(t)∂Γψe(t) + ψe(t)∂Γψ

∗
e(t) + Γ⊥
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−∞
dτ ψe(τ)∂Γψ
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dτ ψ∗

e(τ)∂Γψe(τ), (A9)

∂ΓpΓ(t) = −
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Γ+Γ⊥
2 (τ−t′)ξ∗(t′)

))
.



14

Appendix B: Input Pulse Shapes for which ⟨ψΓ|∂ΓψΓ⟩ = 0

The general class of input functions ξ̃(ω) for which the overlap ⟨ψθ|∂ΓψΓ⟩ = 0, related to the second part of the
QFI for the outgoing modified single-photon wavepacket in Eq. (24), can be obtained explicitly for TLS estimation.
Starting with the general form of the normalized, modified single-photon wavepacket, |ψΓ⟩ = 1√

1−pΓ

∣∣∣ψ̃Γ

〉
, we obtain

the parametric derivative as

|∂ΓψΓ⟩ =
1√

1− pΓ

∣∣∣∂Γψ̃Γ

〉
+

∂ΓpΓ
2(1− pΓ)3/2

∣∣∣ψ̃Γ

〉
(B1)

The overlap is then

⟨ψΓ|∂ΓψΓ⟩ =
1

1− pΓ
⟨ψ̃Γ|∂Γψ̃Γ⟩+

∂ΓpΓ
2(1− pΓ)

(B2)

From Eq. (32), we have explicitly for Γ-estimation for TLS:

⟨ψ̃Γ|∂Γψ̃Γ⟩ =
∫
dω|ξ̃(ω)|2

Γ⊥

2

 Γ2−Γ2
⊥

4 − ω2(
(Γ+Γ)2)

4 + ω2
)2 + iω

Γ2+Γ2
⊥

4 + ω2(
(Γ+Γ)2)

4 + ω2
)2

 (B3)

For |ξ̃(ω)|2 = |ξ̃(−ω)|2, the overlap ⟨ψ̃Γ|∂Γψ̃Γ⟩ in Eq. (B3) is then necessarily real, implying then that ⟨ψΓ|∂ΓψΓ⟩ ∈ R.
However, derivating the normalization condition ⟨ψΓ|ψΓ⟩ = 1 with respect to Γ, we see that Re⟨ψΓ|∂ΓψΓ⟩ = 0, thus
showing that for all incoming pulses whose magnitudes are symmetric in the frequency domain, ⟨ψΓ|∂ΓψΓ⟩ = 0.

This family then includes pulses with real amplitudes in the time domain (whose frequency domain amplitude then
obey ξ̃(ω) = ξ̃∗(−ω), but also certain classes of temporally modulated pulses considered in this paper – both quadratic
and sinusoidal modulations (see Fig. 2a) preserve the symmetry of the |ξ̃(ω)|2, meaning that the overlap for these
modulations vanishes.

On the other hand, for the exponential pulse that has been quadratically modulated (see Fig. 2c), we see that the
resulting spectral distribution is no longer symmetric in ω, implying that ⟨ψΓ|∂ΓψΓ⟩ ≠ 0. Finally, we also note that a
linear detuning would cause a shift as ω → ω −∆ in the integrand of Eq. (B3). This implies that for the general class
of detuned, linearly shifted pulses, we have ⟨ψΓ|∂ΓψΓ⟩ ≠ 0.

Appendix C: TLS-pulse-environment states for complex-valued wave-packets: Frequency domain

The excitation amplitude of the TLS, unnormalized single-photon states in the pulse and environment modes, can
be expressed as:

ψe(t) = − 1√
2π

∫ ∞

−∞
dωe−iωtξ̃(ω)f(ω), (C1)

∣∣ψP
g (t)

〉
=

∫ ∞

−∞
dωψP

g (t, ω)a
†(ω)

∣∣0P 〉, (C2)

∣∣ψE
g (t)

〉
=

∫ ∞

−∞
dωψE

g (t, ω)b
†(ω)

∣∣0E〉, (C3)

where,

ψP
g (t, ω) = ξ̃(ω)− 1

2

√
Γξ̃(ω)f(ω) +

i
√
Γ

2π

∫ ∞

−∞
dω′ξ̃(ω′)f(ω′)

ei(ω−ω′)t

ω − ω′ , (C4)

ψE
g (t, ω) = −

√
Γ⊥

2
ξ̃(ω)f(ω) +

i
√
Γ⊥

2π

∫ ∞

−∞
dω′ξ̃(ω′)f(ω′)

ei(ω−ω′)t

ω − ω′ . (C5)
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If t→ ∞, then we have,

ψe(∞) = 0, (C6)

ψP
g (∞, ω) = ξ̃(ω)−

√
Γξ̃(ω)f(ω), (C7)

ψE
g (∞, ω) = −

√
Γ⊥ξ̃(ω)f(ω). (C8)

Appendix D: Analytical expressions of the asymptotic QFI for a Gaussian pulse and its quadratically phased
counterpart

CFI for a real Gaussian pulse, denoted by CR, can be determined using Eqs. (25), (29), and (30). It can be expressed
as:

Γ2CR(ρΓ) = −
γe

− (γ+1)2

8σ2
ω

(√
2πe

(γ+1)2

8σ2
ω

(
4γσ2

ω + (γ + 1)2
)
erfc

(
γ+1

2
√
2σω

)
− 4(γ + 1)σω

)2

16
√
2π(γ + 1)2σ4

ωerfc
(

γ+1

2
√
2σω

)(√
2πγe

(γ+1)2

8σ2
ω erfc

(
γ+1

2
√
2σω

)
− (γ + 1)σω

) , (D1)

where γ = Γ⊥/Γ and σω = (1/(2ΓT )).
The quantum contribution for a real Gaussian pulse denoted as Q̃R, is determined using Eqs. (24), (31), and (32).

It can be expressed as follows:

Γ2Q̃R(|ψΓ⟩) =
1

16(γ + 1)3σ5
ω

(
−
γ2
(√

2πe
(γ+1)2

8σ2
ω

(
4γσ2

ω + (γ + 1)2
)
erfc

(
γ+1

2
√
2σω

)
− 4(γ + 1)σω

)2

γσω −
√
2πγe

(γ+1)2

8σ2
ω erfc

(
γ+1

2
√
2σω

)
+ σω

(D2)

+ 8σ2
ω

(√
2πe

(γ+1)2

8σ2
ω

(
4(2γ(γ + 1) + 1)σ2

ω + (2γ + 1)(γ + 1)2
)
erfc

(
γ + 1

2
√
2σω

)
− 4(γ + 1)(2γ + 1)σω

))
.

Also, the probability of a single photon surviving, denoted as pΓ, for a real Gaussian pulse can be expressed as:

pΓ =

√
2πγe

(γ+1)2

8σ2
ω erfc

(
γ+1

2
√
2σω

)
(γ + 1)σω

. (D3)

One can obtain the analytical expressions for the quadratically phase-modulated Gaussian pulse by substituting σω
with σ′

ω =
√
1 + 16k2Γ4T 4σω.

Appendix E: Analytical expressions of the asymptotic QFI for the linearly phased decaying exponential pulse

CFI for the linearly phased decaying exponential pulse, using Eqs. (25),(29), and (30), can be expressed as:

Γ2CR(ρΓ) =
γΓT

(
32∆2T 2

(
γ + (γ + 1)2T

)
+ 8
(
γ +

(
γ2 − 1

)
ΓT
)
(γΓT + ΓT + 1)2

)2
16(γ + 1)3(γΓT + ΓT + 1)(4∆2T 2 + (γΓT + ΓT + 1)2)

3
(
1− 4γΓT (γΓT+ΓT+1)

(γ+1)(4∆2T 2+(γΓT+ΓT+1)2)

) , (E1)

The quantum contribution for the linearly phased decaying exponential pulse, using Eqs. (24),(31), and (32), can be
expressed as:

Γ2Q̃R(|ψΓ⟩) =8ΓT

(
2γ3 + 4γ2 + 3γ + (γ + 1)Γ2T 2

(
2γ4 + 2γ3 + γ2

(
8∆2/Γ2 + 3

)
+ 8γ∆2/Γ2 + 4∆2/Γ2 + 1

)
(E2)

+
(
4γ4 + 8γ3 + 8γ2 + 4γ + 2

)
ΓT + 1

)/(
(γ + 1)3

(
4∆2T 2 + (γΓT + ΓT + 1)2

)
(
γ + (γ + 1)Γ2T 2

(
γ2 − 2γ + 4∆2/Γ2 + 1

)
+ 2
(
γ2 + 1

)
ΓT + 1

))
.
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Appendix F: Modal Decomposition

An alternative form for Q(|ψθ⟩) can be obtained by transforming to a set of discrete basis functions, which we
will refer to as the modal picture henceforth. Inserting a complete set of basis modes in the frequency domain∑

n g
∗
n(ω)gn(ω

′) = δ(ω − ω′) into the definition of the white noise operators in Eq. (7), we get

a(t) =
∑
n

g∗n(t)an, (F1)

where

an =

∫
dω gn(ω) a(ω) , [am, a

†
n] = δmn (F2)

is the n-mode annihilation operator, and gn(t) is the Fourier transformed discrete basis function,

g∗n(t) =
1√
2π

∫
dωe−iωtg∗n(ω). (F3)

Although the choice of the complete basis is arbitrary, the algebra is much simplified if we pick a basis of which
the incoming mode envelope function ξ(t) is a member. This is possible, as one can always construct a complete,
orthogonal basis starting from the envelope function using the Gram-Schmidt procedure for square-integrable functions
on L2(R). The incoming state is then simply assumed to be the state created by the zeroth-mode creation operator,

|1⟩ξ = a†0|0⟩, a
†
0 =

∫
dω g∗0(ω) a

†(ω) =

∫
dω ξ̃(ω) a†(ω). (F4)

The outgoing post-selected one-photon state in terms of this modal decomposition is then given by

|ψθ⟩ =
1√

1− pθ

(1− C0) a
†
0 −

∑
j>0

Cj a
†
j

∣∣0P〉 (F5)

where, in terms of the mode components,

Cj = Γ

∫ t

t0

dt1

∫ t1

t0

dt2 exp

[
−
(
Γ + Γ⊥

2
− i∆

)
(t1 − t2)

]
gj(t1)g

∗
0(t2) (F6)

are modal amplitudes in the scattered state, obtained using the commutation relation for the modal operators in
Eq. (F2). Abbreviating the θ-derivatives as Dθ

j = ∂θCj , the quantum contribution to the QFI of the outgoing state in
the modal decomposition can also be obtained

(1− pθ)Q(|ψθ⟩) = 4
∑
j

|Dθ
j |2 −

4

1− pθ
Im

(1− C∗
0 )D

θ
0 −

∑
j>0

C∗
jD

θ
j

2

− (∂θpθ)
2

1− pθ
(F7)

The outgoing QFI is then

Q(ρθ) = 4
∑
j

|Dθ
j |2 −

4

1− pθ
Im

(1− C∗
0 )D

θ
0 −

∑
j>0

C∗
jD

θ
j

2

+
(∂θpθ)

2

pθ
. (F8)
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