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Starting from a compact but general molecular Hamiltonian expressed in the bases of adiabatic electronic states and position states of nuclei, we make careful consideration of nonadiabatic derivative coupling (NDC) terms between adiabatic states. It is clarified that the conventional use of NDC terms evaluated for an adiabatic electronic state in the textbook expression for the Fermi's golden rule (FGR) rate implicitly invokes an additional approximation that ignores non-orthogonality of adiabatic states at different geometries. Thus, we derive a well-defined FGR rate expression based on a quasi-adiabatic approximation that explicitly uses the adiabatic states and NDC terms evaluated at the minimum potential energy state of the initial adiabatic states. We then clarify conditions and approximations leading to the modeling of all the nuclear degrees of freedom as a set of harmonic oscillators, and then derive a closed form FGR rate expression while accounting for the non-Condon effects due to momenta in NDC terms explicitly. The resulting rate expression includes terms due to quadratic contribution of NDC terms and also their couplings to Franck-Condon modes. Model calculations for the case where nuclear vibrations consist of both a sharp high frequency mode and a broad Ohmic bath spectral density illustrate new features and implications of the rate expression.

## I. INTRODUCTION

Advances in electronic structure calculation and quantum dynamics methods over past decades have made it possible to conduct first principles dynamics calculation for many molecular systems. ${ }^{[10}$ As yet, there remain significant challenges for accurate quantum dynamics calculations of excited electronic states in general. One crucial issue that has to be addressed carefully in this regard is the fact that most quantum dynamics methods and rate theories have been developed under the assumption that diabatic electronic states with constant or simple forms of electronic couplings between them can be identified. On the other hand, in reality, quantum chemistry methods in general first seek for the calculation of adiabatic electronic states for fixed nuclei, although there are new alternative approaches being developed. Thus, dynamics methods and rate theories starting from adiabatic states as little assumptions as possible have practical importance, especially considering the lack of perfect and reliable transformation between adiabatic and diabatic states. To this end, how to handle and calculate effects of nonadiabatic derivative coupling (NDC) terms between adiabatic states remains a significant issue.

While consideration in an adiabatic basis does not pose a problem for conducting nuclear quantum dynamics within a single electronic state, extension of such approach for electron-nuclear dynamics involving multiple adiabatic states remains challenging, for which various approximate methods $\mathbb{1}^{11-811]-22}$ have been developed.

[^0]Two important issues that have to be dealt with are nonorthogonality of different adiabatic electronic states for different values of nuclear coordinates and the complicated nature of couplings between them. These issues are also important for accurate modeling of excitons formed in groups of molecules. Historically, Frenkel-type exciton-bath mode ${ }^{[23-25}$ has been used successfully for describing many experimental data. However, the diabatic states used to define local site excitation states in these models are not always clearly defined ${ }^{[26]}$ In addition, to what extent and in what way NDC terms contribute to the properties of excitons in many systems remains an open issue.

In this work, we carefully consider NDC terms between adiabatic electronic states and derive a Fermi's golden rule (FGR) rate expression for transition due to those terms in simple cases. Such theories were developed decades ago, ${ }^{[27][28]}$ but gained renewed interest recently thanks to computational advances that allow direct evaluation of rate expressions. In particular, theories by Lin and coworkers $\frac{28}{28}$ which were generalized further by Shuai and coworkers $5^{29} \sqrt{31]}$ and also by others ${ }^{[32}$ have been implemented successfully for various molecular systems. However, due to the subtlety of adiabatic electronic states, which form a complete orthonormal basis only for a set of fixed nuclear coordinates but are not orthogonal between those of different values of nuclear coordinates, such FGR rate expressions inevitably are based on additional assumptions. This issue is clarified here starting from a general formal expression ${ }^{33}$ for molecular Hamiltonian in the adiabatic basis. We then provide closed form FGR rate expressions within a quasiadiabatic approximation.

## II. GENERAL FORMALISM

## A. Molecular Hamiltonian and nonadiabatic terms in the basis of adiabatic states

Consider a molecular Hamiltonian with $N_{e}$ electrons and $N_{u}$ nuclei. For now, let us assume ${ }^{34}$ that there are no other degrees of freedom involved. The corresponding Hamiltonian in atomic units can be expressed as ${ }^{35}$

$$
\begin{equation*}
\hat{H}=\hat{H}_{e n}+\hat{H}_{n u} \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \hat{H}_{e n}=\sum_{\mu=1}^{N_{e}} \frac{\hat{\mathbf{p}}_{\mu}^{2}}{2}-\sum_{\mu=1}^{N_{e}} \sum_{c=1}^{N_{u}} \frac{Z_{c} e^{2}}{\left|\hat{\mathbf{r}}_{\mu}-\hat{\mathbf{R}}_{c}\right|^{2}}+\frac{1}{2} \sum_{\mu=1}^{N_{e}} \sum_{\nu \neq \mu} \frac{1}{\left|\hat{\mathbf{r}}_{\mu}-\hat{\mathbf{r}}_{\nu}\right|}, \\
& \hat{H}_{n u}=\sum_{c=1}^{N_{u}} \frac{\hat{\mathbf{P}}_{c}}{2 M_{c}}+\frac{1}{2} \sum_{c=1}^{N_{u}} \sum_{c^{\prime} \neq c} \frac{Z_{c} Z_{c^{\prime}}}{\left|\hat{\mathbf{R}}_{c}-\hat{\mathbf{R}}_{c^{\prime}}\right|} .
\end{aligned}
$$

In the above expressions, $\hat{\mathbf{p}}_{\mu}$ and $\hat{\mathbf{r}}_{\mu}$ are momentum and position operators of an electron labeled with $\mu$, and $\hat{\mathbf{P}}_{c}$, $\hat{\mathbf{R}}_{c}, M_{c}$, and $Z_{c}$ are momentum operator, position operator, mass, and charge of a nucleus labeled with $c$.

Let us consider the adiabatic electronic Hamiltonian $\hat{H}_{e n}(\mathbf{R})$, which is the same as Eq. (2) except that the nuclear position operator vector $\hat{\mathbf{R}} \equiv\left(\hat{\mathbf{R}}_{1}, \cdots, \hat{\mathbf{R}}_{N_{u}}\right)^{T}$ in Eq. (2) is replaced with corresponding vector parameter: $\mathbf{R} \equiv\left(\mathbf{R}_{1}, \cdots, \mathbf{R}_{N_{u}}\right)^{T}$. Then, one can define the following adiabatic electronic states and eigenvalues:

$$
\begin{equation*}
\hat{H}_{e n}(\mathbf{R})\left|\psi_{e, j}(\mathbf{R})\right\rangle=E_{e, j}(\mathbf{R})\left|\psi_{e, j}(\mathbf{R})\right\rangle, \tag{4}
\end{equation*}
$$

where $j$ collectively denotes the set of all quantum numbers that are necessary to completely specify the adiabatic electronic states. Thus, the following completeness relation holds in the electronic space:

$$
\begin{equation*}
\hat{1}_{e, \mathbf{R}}=\sum_{j}\left|\psi_{e, j}(\mathbf{R})\right\rangle\left\langle\psi_{e, j}(\mathbf{R})\right| . \tag{5}
\end{equation*}
$$

In the above expression, the subscript $\mathbf{R}$ denotes that the resolution is with respect to adiabatic electronic states defined at $\mathbf{R}$. This subscript is used to make it clear that each component of the resolution is dependent on $\mathbf{R}$ even though in principle the electronic identity operator itself is independent of nuclear coordinates. In practice, due to the approximations made for the adiabatic electronic states and the truncation of the summation, the expansion is not complete. Thus, such approximate summation for Eq. (5) ends up being dependent upon $\mathbf{R}$.

It is possible ${ }^{33}$ to decompose the molecular Hamiltonian $\hat{H}$ into adiabatic and nonadiabatic components employing Eq. (5). The resulting expression for the Hamiltonian is as follows ${ }^{[36]}$

$$
\begin{equation*}
\hat{H}=\hat{H}_{a d}+\frac{1}{2} \sum_{\alpha=1}^{3 N_{u}}\left(\hat{P}_{\alpha} \hat{F}_{\alpha}+\hat{F}_{\alpha} \hat{P}_{\alpha}\right)+\hat{S} \tag{6}
\end{equation*}
$$

where $\alpha$ denotes each one dimensional Cartesian component and $\hat{H}_{a d}$ is the adiabatic approximation for the molecular Hamiltonian given by

$$
\begin{array}{r}
\hat{H}_{a d}=\int d \mathbf{R} \sum_{k}|\mathbf{R}\rangle\left|\psi_{e, k}(\mathbf{R})\right\rangle\left\{-\sum_{\alpha=1}^{3 N_{u}} \frac{\hbar^{2}}{2 M_{\alpha}} \frac{\partial^{2}}{\partial R_{\alpha}^{2}}\right. \\
\left.+U_{k}(\mathbf{R})\right\}\left\langle\psi_{e, k}(\mathbf{R})\right|\langle\mathbf{R}| \tag{7}
\end{array}
$$

with

$$
\begin{equation*}
U_{k}(\mathbf{R})=E_{e, k}(\mathbf{R})+\frac{1}{2} \sum_{c=1}^{N_{u}} \sum_{c^{\prime} \neq c} \frac{Z_{c} Z_{c^{\prime}}}{\left|\mathbf{R}_{c}-\mathbf{R}_{c^{\prime}}\right|} \tag{8}
\end{equation*}
$$

$$
(2)^{\text {coupling term }}
$$

$(3)^{\hat{F}_{\alpha}}=\int d \mathbf{R} \sum_{k} \sum_{k^{\prime}}|\mathbf{R}\rangle\left|\psi_{e, k}(\mathbf{R})\right\rangle F_{\alpha, k k^{\prime}}(\mathbf{R})\left\langle\psi_{e, k^{\prime}}(\mathbf{R})\right|\langle\mathbf{R}|$,
where

$$
\begin{equation*}
F_{\alpha, k k^{\prime}}(\mathbf{R})=\frac{\hbar}{i M_{\alpha}}\left\langle\psi_{e, k}(\mathbf{R})\right|\left(\frac{\partial}{\partial R_{\alpha}}\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle\right) \tag{10}
\end{equation*}
$$

Note that $\hat{P}_{\alpha} \hat{F}_{\alpha}$ in Eq. (6) contains part of the conventional second derivative nonadiabatic coupling term. The last term in Eq. (6) represents the remaining second derivative coupling term,

$$
\begin{equation*}
\hat{S}=\int d \mathbf{R} \sum_{k} \sum_{k^{\prime}}|\mathbf{R}\rangle\left|\psi_{e, k}(\mathbf{R})\right\rangle S_{k k^{\prime}}(\mathbf{R})\left\langle\psi_{e, k^{\prime}}(\mathbf{R})\right|\langle\mathbf{R}|, \tag{11}
\end{equation*}
$$

where each component involves products of first derivative terms of state ${ }^{33}$ as follows:

$$
\begin{equation*}
S_{k k^{\prime}}(\mathbf{R})=\frac{1}{2} \sum_{\alpha=1}^{3 N_{u}} \sum_{k^{\prime \prime}} M_{\alpha} F_{\alpha, k k^{\prime \prime}}(\mathbf{R}) F_{\alpha, k^{\prime \prime} k^{\prime}}(\mathbf{R}) \tag{12}
\end{equation*}
$$

Thus, Eq. (6) with above clarification shows that all NDC terms can be determined once full information on functional form of Eq. (10) is known.

## B. Derivative coupling terms

From the condition that $\left\langle\psi_{e, k}(\mathbf{R}) \mid \psi_{e, k^{\prime}}(\mathbf{R})\right\rangle=\delta_{k k^{\prime}}$, it is easy to show ${ }^{33}$ that

$$
\begin{equation*}
F_{\alpha, k k^{\prime}}(\mathbf{R})=F_{\alpha, k^{\prime} k}^{*}(\mathbf{R}) \tag{13}
\end{equation*}
$$

Thus, $\hat{F}_{\alpha}$ defined by Eq. (9) is Hermitian. This also means that the diagonal component $F_{\alpha, k k}(\mathbf{R})$ is always real. Thus, if all the electronic eigenfunctions $\left\langle\mathbf{r} \mid \psi_{e, j}(\mathbf{R})\right\rangle$ can be expressed as real-valued functions, $F_{\alpha, k k}(\mathbf{R})$ defined as Eq. (10) is always zero. On the other hand, in the presence of magnetic fields or for other cases where
the adiabatic electronic eigenstate need to be complex valued, it does not have to be zero.

For the case where $k \neq k^{\prime}$ and for nondegenerate $E_{e, k}(\mathbf{R})$ and $E_{e, k^{\prime}}(\mathbf{R})$, the HellmannFeynman theorem ${ }^{37 / 38}$ can be used to obtain an alternative expression for $F_{\alpha, k k^{\prime}}(\mathbf{R})$, which is obtained by taking the derivative of the following identity:

$$
\begin{equation*}
\left\langle\psi_{e, k}(\mathbf{R})\right| \hat{H}_{e}(\mathbf{R})\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle=E_{e, k}(\mathbf{R}) \delta_{k k^{\prime}} \tag{14}
\end{equation*}
$$

Thus, taking derivative of the above identity with respect to $R_{\alpha}$, we obtain

$$
\begin{align*}
& \left(\frac{\partial}{\partial R_{\alpha}}\left\langle\psi_{e, k}(\mathbf{R})\right|\right) \hat{H}_{e}(\mathbf{R})\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle \\
& +\left\langle\psi_{e, k}(\mathbf{R})\right|\left(\frac{\partial \hat{H}_{e}(\mathbf{R})}{\partial R_{\alpha}}\right)\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle \\
& +\left\langle\psi_{e, k}(\mathbf{R})\right| \hat{H}_{e}(\mathbf{R})\left(\frac{\partial}{\partial R_{\alpha}}\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle\right) \\
& =\frac{i M_{\alpha}}{\hbar} F_{\alpha, k k^{\prime}}(\mathbf{R})\left(E_{e, k}(\mathbf{R})-E_{e, k^{\prime}}(\mathbf{R})\right) \\
& \left.+\left\langle\psi_{e, k}(\mathbf{R})\right| \frac{\partial \hat{H}_{e}(\mathbf{R})}{\partial R_{\alpha}}\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle=\frac{\partial E_{e, k}(\mathbf{R})}{\partial R_{\alpha}} \delta_{k k^{\prime}}\right\rangle \tag{15}
\end{align*}
$$

where the fact that $F_{\alpha, k^{\prime} k}^{*}(\mathbf{R})=F_{\alpha, k k^{\prime}}(\mathbf{R})$ has been used in the second equality. Since we assumed that $k \neq k^{\prime}$, the righthand side of the above equation is zero. Thus, given that $E_{e, k^{\prime}}(\mathbf{R}) \neq E_{e, k}(\mathbf{R})$, Eq. (15) results in the following expression:

$$
\begin{equation*}
F_{\alpha, k k^{\prime}}(\mathbf{R})=\frac{i \hbar}{M_{\alpha}} \frac{\left\langle\psi_{e, k}(\mathbf{R})\right|\left(\partial \hat{H}_{e}(\mathbf{R}) / \partial R_{\alpha}\right)\left|\psi_{e, k^{\prime}}(\mathbf{R})\right\rangle}{E_{e, k}(\mathbf{R})-E_{e, k^{\prime}}(\mathbf{R})} \tag{16}
\end{equation*}
$$

The above Hellmann-Feynman expression makes it easy to evaluate off-diagonal derivative coupling between nondegenerate states. Note that the above expression also clarifies that the derivative coupling diverges between two degenerate states unless the numerator also vanishes. Such case of divergence is known as conical intersection, for which a wealth of both theoretical and computational studies are available now. However, in the present work, we only consider cases where $F_{\alpha, k k^{\prime}}(\mathbf{R})$ remains finite and relatively small. These cases become important for nonradiative decay of near infrared and short wavelength infrared dye molecules that demonstrate energy gap law behavior and for dynamics in the excited state manifold in regions far from conical intersections.

## III. FERMI'S GOLDEN RULE RATE EXPRESSION

## A. Hamiltonian in the subspace of two adiabatic electronic states

Let us first consider the simplest case where a molecule is isolated in gas phase, and the nonadiabatic transition occurs due to derivative couplings that involve molecular
vibrations. In addition, let us assume that there are two major adiabatic electronic states of our interest, ${ }^{39}$ which are well separated from other adiabatic electronic states. Denoting them as 1 and 2, the adiabatic Hamiltonians for these states can be expressed as

$$
\begin{align*}
& \hat{H}_{a d, k}=\int d \mathbf{R}|\mathbf{R}\rangle\left|\psi_{e, k}(\mathbf{R})\right\rangle\left\{-\sum_{\alpha=1}^{3 N_{u}} \frac{\hbar^{2}}{2 M_{\alpha}} \frac{\partial^{2}}{\partial R_{\alpha}^{2}}\right. \\
&\left.+U_{k}(\mathbf{R})\right\}\left\langle\psi_{e, k}(\mathbf{R})\right|\langle\mathbf{R}|, k=1,2 \tag{17}
\end{align*}
$$

We also assume that real valued eigenfunctions for $\left\langle\mathbf{r} \mid \psi_{e, k}(\mathbf{R})\right\rangle$ can be identified. This is true for transitions between singlet states in the absence of magnetic field. Thus, $F_{\alpha, 11}(\mathbf{R})=F_{\alpha, 22}(\mathbf{R})=0$ and $S_{12}(\mathbf{R})=$ $S_{21}(\mathbf{R})=0$. As a result, the second derivative coupling terms contribute only to diagonal adiabatic terms, and we can define the zeroth order Hamiltonian as

$$
\begin{equation*}
\hat{H}_{0}=\hat{H}_{0,1}+\hat{H}_{0,2} \tag{18}
\end{equation*}
$$

where, for $\mathrm{k}=1,2$,

$$
\begin{align*}
\hat{H}_{0, k}= & \hat{H}_{a d, k} \\
& +\int d \mathbf{R}|\mathbf{R}\rangle\left|\psi_{e, k}(\mathbf{R})\right\rangle S_{k k}(\mathbf{R})\left\langle\psi_{e, k}(\mathbf{R})\right|\langle\mathbf{R}| \\
= & \int d \mathbf{R}|\mathbf{R}\rangle\left|\psi_{e, k}(\mathbf{R})\right\rangle\left\{-\sum_{\alpha} \frac{\hbar^{2}}{2 M_{\alpha}} \frac{\partial^{2}}{\partial R_{\alpha}^{2}}\right. \\
& \left.+U_{k}(\mathbf{R})+S_{k k}(\mathbf{R})\right\}\left\langle\psi_{e, k}(\mathbf{R})\right|\langle\mathbf{R}| . \tag{19}
\end{align*}
$$

On the other hand, the first derivative coupling terms are off-diagonal with respect to adiabatic states and constitute the coupling Hamiltonian as follows:

$$
\begin{equation*}
\hat{H}_{c}=\frac{1}{2} \sum_{\alpha=1}^{3 N_{u}}\left(\hat{P}_{\alpha} \hat{F}_{\alpha}+\hat{F}_{\alpha} \hat{P}_{\alpha}\right) \tag{20}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{F}_{\alpha}=\int & d \mathbf{R}|\mathbf{R}\rangle\left(F_{\alpha, 12}(\mathbf{R})\left|\psi_{e, 1}(\mathbf{R})\right\rangle\left\langle\psi_{e, 2}(\mathbf{R})\right|\right. \\
& \left.+F_{\alpha, 21}(\mathbf{R})\left|\psi_{e, 2}(\mathbf{R})\right\rangle\left\langle\psi_{e, 1}(\mathbf{R})\right|\right)\langle\mathbf{R}| \tag{21}
\end{align*}
$$

Combining Eqs. (19) and (20), we obtain the following expression for the effective total molecular Hamiltonian:

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{c} \tag{22}
\end{equation*}
$$

We assume that the molecule is initially in thermal equilibrium in the adiabatic state 1 . Thus, the initial density operator at time $t=0$ is given by

$$
\begin{equation*}
\hat{\rho}(0)=\frac{e^{-\beta \hat{H}_{0,1}}}{\operatorname{Tr}\left\{e^{-\beta \hat{H}_{0,1}}\right\}} \tag{23}
\end{equation*}
$$

Then, within the approximation of effective two electronic state Hamiltonian coupled by nonadiabatic coupling given by Eq. (20), the density operator at time $t$ is

$$
\begin{equation*}
\hat{\rho}(t)=e^{-i \hat{H} t / \hbar} \hat{\rho}(0) e^{i \hat{H} t / \hbar} \tag{24}
\end{equation*}
$$

With the above expression for the density operator and the Hamiltonian given by Eq. (22), it seems straightforward to apply FGR employing $\hat{H}_{c}$ as a perturbation term. However, it is important to note that the form of the zeroth order Hamiltonian, Eq. (19), is not amenable for straightforward application of FGR. This is due to parametric dependence of the adiabatic electronic states, which breaks orthogonality condition for different adiabatic states for different nuclear coordinates. In other words, even for $k \neq k^{\prime},\left\langle\psi_{k}(\mathbf{R}) \mid \psi_{k^{\prime}}\left(\mathbf{R}^{\prime}\right)\right\rangle \neq 0$ for $\mathbf{R} \neq \mathbf{R}^{\prime}$, as long as they have the same spin symmetry. On the other hand, the textbook derivation of FGR relies on orthogonality of all the basis states with respect which the initial and final states are constructed. In this sense, the FGR rate expression ${ }^{[27 / 28}$ for the nonadiabatic transition amounts to using additional approximation.

## B. Fermi's golden rule rate expression within a quasi-adiabatic approximation

We here consider application of FGR for a simple and generic approximation for both $\hat{H}_{c}$ and $\hat{H}_{0}$. Namely, we use crude adiabatic states determined at the local minimum of the initial states while retaining all the nonadiabatic coupling terms that are also evaluated at those points. We refer this approximation as a quasi-adiabatic approximation. More detailed description is provided below.

## 1. General expression for an isolated molecule

For straightforward application of FGR, it is convenient to define a complete electronic basis that is independent of nuclear degrees of freedom. As such electronic states, let us choose the adiabatic electronic states determined at the minimum energy nuclear coordinates of the $E_{e, 1}(\mathbf{R})$, denoted as $\mathbf{R}_{1}^{g}$. Thus, we define

$$
\begin{equation*}
\left|\psi_{e, k}\right\rangle=\left|\psi_{e, k}\left(\mathbf{R}_{1}^{g}\right)\right\rangle, k=1,2 \tag{25}
\end{equation*}
$$

We also assume that these states serve as good approximations for adiabatic electronic states $\left|\psi_{k, e}\left(\mathbf{R}_{1}\right)\right\rangle$ near the vicinity of $\mathbf{R}_{1}^{g}$. Similarly, it is assumed that the derivative coupling terms at $\mathbf{R}_{1}^{g}$ also serve as a good approximation for those terms evaluated at nearby nuclear coordinates. Thus, the diagonal terms of the Hamilto-
nian in Eq. (22) are approximated as ${ }^{33}$

$$
\begin{align*}
\hat{H}_{0} & \approx\left\{\sum_{\alpha=1}^{3 N_{u}} \frac{\hat{P}_{\alpha}^{2}}{2 M_{\alpha}}+U_{1}(\hat{\mathbf{R}})+S_{11}\left(\mathbf{R}_{1}^{g}\right)\right\}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 1}\right| \\
& +\left\{\sum_{\alpha=1}^{3 N_{u}} \frac{\hat{P}_{\alpha}^{2}}{2 M_{\alpha}}+U_{2}(\hat{\mathbf{R}})+S_{22}\left(\mathbf{R}_{1}^{g}\right)\right\}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 2}\right| \tag{26}
\end{align*}
$$

and the coupling term in Eq. (22) is approximated as

$$
\begin{align*}
\hat{H}_{c} \approx \sum_{\alpha=1}^{3 N_{u}} \hat{P}_{\alpha}( & F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right| \\
& \left.+F_{\alpha, 12}^{*}\left(\mathbf{R}_{1}^{g}\right)\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 1}\right|\right) \tag{27}
\end{align*}
$$

where $F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)$ is defined by Eq. (16) evaluated at $\mathbf{R}_{1}^{g}$ for $k=1$ and $k^{\prime}=2$. In the above equation, the fact that $F_{\alpha, 21}\left(\mathbf{R}_{1}^{g}\right)$ is the complex conjugate of $F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)$ has also been used, and $\hat{P}_{\alpha}$ commutes with the electronic states approximated within the crude adiabatic approximation.

We assume that the nuclear coordinate $\mathbf{R}$ is defined in the Eckart frame ${ }^{40-43}$ with respect to $\mathbf{R}_{1}^{g}$. In principle, this can be identified as follows. First, $\mathbf{R}^{\prime}$ and the minimum energy structure for state $1, \mathbf{R}^{\prime g}$, can be defined in any center-of-mass coordinate frame with respect to which the molecule is static. Then, applying a pseudo-rotation matrix that satisfies the second Eckart condition ${ }^{41]}$ with respect to $\mathbf{R}_{1}^{\prime g}$, a new coordinate frame can be identified. The nuclear coordinate vectors in this rotated frame are labeled as $\mathbf{R}$ and $\mathbf{R}_{1}^{g}$. It is known that identifying the pseudo-rotation matrix satisfying the Eckart condition is nontrivial, but there are wellestablished practical procedures ${ }^{[41-43}$

In the Eckart frame as described above, let us introduce mass weighted coordinates $\tilde{R}_{\alpha}=\sqrt{M_{\alpha}} R_{\alpha}$ and the corresponding canonical momentum, $\tilde{P}_{\alpha}=P_{\alpha} / \sqrt{M_{\alpha}}$. Then, Eq. (26) can be expressed as

$$
\begin{align*}
\hat{H}_{0} & \approx\left\{\sum_{\alpha} \frac{\hat{\tilde{P}}_{\alpha}^{2}}{2}+U_{1}(\hat{\mathbf{R}})+S_{11}\left(\tilde{\mathbf{R}}_{1}^{g}\right)\right\}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 1}\right| \\
& +\left\{\sum_{\alpha} \frac{\hat{\tilde{P}}_{\alpha}^{2}}{2}+U_{2}(\hat{\mathbf{R}})+S_{22}\left(\tilde{\mathbf{R}}_{1}^{g}\right)\right\}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 2}\right| \tag{28}
\end{align*}
$$

Similarly, $F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)$ in Eq. (27) can be expressed as

$$
\begin{equation*}
F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)=\frac{i \hbar}{\sqrt{M_{\alpha}}} \frac{\left.\left\langle\psi_{e, 1}\right|\left(\partial \hat{H}_{e}(\mathbf{R}) / \partial \tilde{R}_{\alpha}\right)\right|_{\tilde{\mathbf{R}}=\tilde{\mathbf{R}}_{1}^{g}}\left|\psi_{e, 2}\right\rangle}{E_{e, 1}\left(\mathbf{R}_{1}^{g}\right)-E_{e, 2}\left(\mathbf{R}_{1}^{g}\right)} \tag{29}
\end{equation*}
$$

The potential energies in Eq. (28) are assumed to be completely general. For the case they are well approximated by quadratic functions, further simplification of Eq. (28) is possible given that subtle assumptions concerning Eckart frame are well justified. Appendix A details these issues and outlines the derivation of multimode harmonic oscillator approximation for the nuclear degrees
of freedom for each electronic state. The resulting expressions can be combined into the following expressions for the zeroth order Hamiltonian:

$$
\begin{align*}
\hat{H}_{0} & \approx\left\{E_{1}^{0}+\hat{H}_{b, 1}\right\}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 1}\right| \\
& +\left\{E_{2}^{0}+\hat{H}_{b, 2}\right\}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 2}\right| \tag{30}
\end{align*}
$$

where $E_{k}^{0}=U_{k}\left(\mathbf{R}_{k}^{g}\right)+S_{k k}\left(\mathbf{R}_{k}^{g}\right)$ and

$$
\begin{equation*}
\hat{H}_{b, k}=\sum_{j=1}^{N_{v, k}}\left(\frac{1}{2} \hat{p}_{k, j}^{2}+\frac{\omega_{k, j}^{2}}{2} \hat{q}_{k, j}^{2}\right) \tag{31}
\end{equation*}
$$

For the case where $N_{v, 1}=N_{v, 2}=N_{v}, q_{1, j}$ and $q_{2, j}$ can be related by the Duschinsky rotation matrix $\mathbf{J}$ and a displacement vector $\mathbf{K}$ as follows:

$$
\begin{equation*}
q_{2, j}=\sum_{k=1}^{N_{v}} D_{j k} q_{1, k}+K_{j} \tag{32}
\end{equation*}
$$

Let us assume that the coupling Hamiltonian $\hat{H}_{c}$ is independent of translation or rotation in the body fixed frame corresponding to the minimum energy structure for the electronic state 1 , which is consistent with neglecting the translation-rotation part of the nuclear Hamiltonian in Eq. (A2). Then, $\hat{H}_{c}$ can be expressed only in terms of those involving normal modes for the state 1 . This transformation is detailed in Appendix B, and the resulting expression is as follows:

$$
\begin{align*}
\hat{H}_{c}= & \sum_{\alpha} \sum_{j=1}^{N_{v, 1}} \sum_{j^{\prime}=1}^{N_{v, 1}} L_{1, j \alpha} L_{1, j^{\prime} \alpha} \hat{p}_{1, j} \\
& \times\left\{\tilde{F}_{j^{\prime}, 12}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right|+\tilde{F}_{j^{\prime}, 21}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 1}\right|\right\} \\
= & \sum_{j=1}^{N_{v, 1}} \hat{p}_{1, j}\left\{\tilde{F}_{j, 12}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right|+\tilde{F}_{j, 12}^{*}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 1}\right|\right\} \tag{33}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{F}_{j, 12}=i \hbar \frac{\left\langle\psi_{e, 1}\right|\left(\partial \hat{H}_{e}(\mathbf{R}) /\left.\partial q_{1, j}\right|_{\mathbf{R}=\mathbf{R}_{1}^{g}}\right)\left|\psi_{e, 2}\right\rangle}{E_{e, 1}\left(\mathbf{R}_{1}^{g}\right)-E_{e, 2}\left(\mathbf{R}_{1}^{g}\right)} \tag{34}
\end{equation*}
$$

In the second equality of Eq. (33), the fact that $\sum_{\alpha} L_{1, j \alpha} L_{1, j^{\prime} \alpha}=\delta_{j j^{\prime}}$ has been used.

For the Hamiltonian terms $\hat{H}_{0}$ and $\hat{H}_{c}$ given by Eqs. (30) and (33) respectively and for the following initial density operator:

$$
\begin{equation*}
\hat{\rho}_{1}=\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 1}\right| \hat{\rho}_{b, 1} \tag{35}
\end{equation*}
$$

with $\hat{\rho}_{b, 1}=e^{-\beta \hat{H}_{b, 1}} / \operatorname{Tr}\left\{e^{-\beta \hat{H}_{b, 1}}\right\}$, it is now straightforward to apply $\mathrm{FGR}^{44}$ and obtain the following rate expression:

$$
\begin{equation*}
k_{F G R}=\frac{2}{\hbar^{2}} \operatorname{Re} \sum_{j, j^{\prime}} \tilde{F}_{j, 12}^{*} \tilde{F}_{j^{\prime}, 12} \int_{0}^{\infty} d t e^{i\left(E_{2}^{0}-E_{1}^{0}\right) t / \hbar} \mathcal{C}_{j j^{\prime}}(t) \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{j j^{\prime}}(t)=\operatorname{Tr}_{b}\left\{e^{i t \hat{H}_{b, 2} / \hbar} \hat{p}_{1, j} e^{-i t \hat{H}_{b, 1} / \hbar} \hat{\rho}_{b, 1} \hat{p}_{1, j^{\prime}}\right\} \tag{37}
\end{equation*}
$$

## 2. Molecules in liquid or solid environments

For molecules in liquid or solid environments, translation, rotational, and vibrational modes of molecules are in general coupled to those of environmental degrees of freedom. On the other hand, since the total number of degrees of freedom for the system plus environment is virtually infinite, we can ignore its translation and rotational motion. Thus, all degrees of freedom can be viewed as vibrational. Let us denote the position vector for the environmental degrees of freedom collectively as $\mathbf{X}$. Then, following a procedure similar to obtaining Eq. (26), one can obtain the following expressions for the zeroth order Hamiltonian term:

$$
\begin{align*}
\hat{H}_{0} \approx & \left\{\sum_{\alpha=1}^{3 N_{u}} \frac{\hat{P}_{\alpha}^{2}}{2 M_{\alpha}}+\sum_{\xi} \frac{\hat{P}_{\xi}^{2}}{2 m_{\xi}}\right. \\
& \left.+U_{1}(\hat{\mathbf{R}}, \hat{\mathbf{X}})+S_{11}\left(\mathbf{R}_{1}^{g}, \mathbf{X}_{1}^{g}\right)\right\}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 1}\right| \\
& +\left\{\sum_{\alpha=1}^{3 N_{u}} \frac{\hat{P}_{\alpha}^{2}}{2 M_{\alpha}}+\sum_{\xi} \frac{\hat{P}_{\xi}^{2}}{2 m_{\xi}}\right. \\
& \left.+U_{2}(\hat{\mathbf{R}}, \hat{\mathbf{X}})+S_{22}\left(\mathbf{R}_{1}^{g}, \mathbf{X}_{1}^{g}\right)\right\}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 2}\right|, \tag{38}
\end{align*}
$$

where $\hat{P}_{\xi}$ is the momentum conjugate to the $\xi$ component of $\mathbf{X}$ and $m_{\xi}$ is its mass. On the other hand, the coupling Hamiltonian term in Eq. (22) can still be assumed to depend only on the molecular vibrational degrees of freedom directly as follows:

$$
\begin{align*}
\hat{H}_{c} \approx \sum_{\alpha=1}^{3 N_{u}} \hat{P}_{\alpha}( & F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}, \mathbf{X}_{1}^{g}\right)\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right| \\
& \left.+F_{\alpha, 12}^{*}\left(\mathbf{R}_{1}^{g}, \mathbf{X}_{1}^{g}\right)\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 1}\right|\right) \tag{39}
\end{align*}
$$

Given that quadratic approximations for $U_{k}(\hat{\mathbf{R}}, \hat{\mathbf{X}})$ are valid, one can expand the potential energy up to the second order of displacements around $\mathbf{R}_{k}^{g}$ and $\mathbf{X}_{k}^{g}$, and determine normal modes in the extended space of molecular and environmental degrees of freedom. In this case, the apparent form of the $\hat{H}_{0}$ and $\hat{H}_{c}$ will be the same as Eqs. (30) and (33), except that each normal mode in this case is a linear combination of molecular and environmental degrees of freedom.

## 3. Closed-form expression for linearly coupled harmonic oscillator bath

Let us consider the simplest case of displaced harmonic oscillator model, for which $\omega_{j, 2}=\omega_{j, 1}, \hat{q}_{j, 2}=\hat{q}_{j, 1}+d_{j}$, and $\hat{p}_{j, 2}=\hat{p}_{j, 1}$. Without losing generality, we can drop
the subscript 1 for the $\hat{H}_{b, 1}$ and $\hat{\rho}_{b, 1}$ and replace $\hat{H}_{b, 2}$ with $\hat{H}_{b}+\hat{B}+\sum_{j} \omega_{j}^{2} d_{j}^{2} / 2$. Thus, $\hat{H}_{0}$ in this can be expressed as

$$
\begin{align*}
\hat{H}_{0} & \approx\left\{E_{1}+\hat{H}_{b}\right\}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 1}\right| \\
& +\left\{E_{2}+\hat{H}_{b}+\hat{B}\right\}\left|\psi_{e, 2}\right\rangle\left\langle\psi_{e, 2}\right|, \tag{40}
\end{align*}
$$

where $E_{1}=E_{1}^{0}, E_{2}=E_{2}^{0}+\sum_{j} \omega_{j}^{2} d_{j}^{2} / 2$, and

$$
\begin{align*}
& \hat{H}_{b}=\sum_{j} \hat{H}_{b j}=\sum_{j} \hbar \omega_{j}\left(\hat{b}_{j}^{\dagger} \hat{b}_{j}+\frac{1}{2}\right),  \tag{41}\\
& \hat{B}=\sum_{j} \hat{B}_{j}=\sum_{j} \hbar \omega_{j} g_{j}\left(\hat{b}_{j}+\hat{b}_{j}^{\dagger}\right) \tag{42}
\end{align*}
$$

In the above expressions, $\hat{b}_{j}$ and $\hat{b}_{j}^{\dagger}$ are usual lowering and raising operators defined as

$$
\begin{align*}
& \hat{b}_{j}=\sqrt{\frac{\omega_{j}}{2 \hbar}} \hat{x}_{j}+\frac{i}{\sqrt{2 \hbar \omega_{j}}} \hat{p}_{j},  \tag{43}\\
& \hat{b}_{j}^{\dagger}=\sqrt{\frac{\omega_{j}}{2 \hbar}} \hat{x}_{j}-\frac{i}{\sqrt{2 \hbar \omega_{j}}} \hat{p}_{j}, \tag{44}
\end{align*}
$$

and $g_{j}=\sqrt{2 /\left(\hbar \omega_{j}\right)}\left(d_{j} / \omega_{j}\right)$. Then, the rate expression, Eq. (36), for the present case can be expressed as

$$
\begin{equation*}
k_{F G R}=\frac{2}{\hbar^{2}} \operatorname{Re} \sum_{j, j^{\prime}} \tilde{F}_{j, 12}^{*} \tilde{F}_{j^{\prime}, 12} \int_{0}^{\infty} d t e^{i\left(E_{2}-E_{1}\right) t / \hbar} \mathcal{C}_{j j^{\prime}}(t) \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{j j^{\prime}}(t)=\operatorname{Tr}_{b}\left\{e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} \hat{p}_{j} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b} \hat{p}_{j^{\prime}}\right\} . \tag{46}
\end{equation*}
$$

For the case where $j \neq j^{\prime}$, the above bath correlation function can be calculated as follows:

$$
\begin{align*}
\mathcal{C}_{j j^{\prime}}(t)= & \operatorname{Tr}_{b j}\left\{e^{i t\left(\hat{H}_{b j}+\hat{B}_{j}\right) / \hbar} \hat{p}_{j} e^{-i t \hat{H}_{b j} / \hbar} \hat{\rho}_{b j}\right\} \\
& \times \operatorname{Tr}_{b j^{\prime}}\left\{e^{i t\left(\hat{H}_{b j^{\prime}}+\hat{B}_{j^{\prime}}\right) / \hbar} e^{-i t \hat{H}_{b j^{\prime}} / \hbar} \hat{\rho}_{b j^{\prime}} \hat{p}_{j^{\prime}}\right\} \\
& \times \prod_{j^{\prime \prime} \neq j, j^{\prime}} \operatorname{Tr}_{b j^{\prime \prime}}\left\{e^{i t\left(\hat{H}_{b j^{\prime \prime}}+\hat{B}_{j^{\prime \prime}}\right) / \hbar} e^{-i t \hat{H}_{b j^{\prime \prime}} / \hbar} \hat{\rho}_{b j^{\prime \prime}}\right\} \\
= & \frac{\hbar \sqrt{\omega_{j} \omega_{j^{\prime}}}}{2 g_{j} g_{j^{\prime}}} \mathcal{K}_{j}(t) \mathcal{K}_{j^{\prime}}(t) e^{-\mathcal{K}(t)-i \lambda t / \hbar}, \tag{47}
\end{align*}
$$

where Eqs. (C8), (C14), or (C19) in Appendix C have been used for each relevant vibrational mode, and the bath correlation functions are defined as

$$
\begin{align*}
\mathcal{K}_{j}(t) & =g_{j}^{2}\left(\operatorname{coth}\left(\frac{\beta \hbar \omega_{j}}{2}\right)\left(1-\cos \left(\omega_{j} t\right)\right)-i \sin \left(\omega_{j} t\right)\right)  \tag{48}\\
\mathcal{K}(t) & =\sum_{j} \mathcal{K}_{j}(t) \tag{49}
\end{align*}
$$

For the case where $j=j^{\prime}$, Eq. (46) can be shown to be

$$
\begin{align*}
\mathcal{C}_{j j}(t)= & \operatorname{Tr}_{b j}\left\{e^{i t\left(\hat{H}_{b j}+\hat{B}_{j}\right) / \hbar} \hat{p}_{j} e^{-i t \hat{H}_{b j} / \hbar} \hat{\rho}_{b j} \hat{p}_{j}\right\} \\
& \times \prod_{j^{\prime} \neq j} \operatorname{Tr}_{b j^{\prime}}\left\{e^{i t\left(\hat{H}_{b j^{\prime}}+\hat{B}_{j^{\prime}}\right) / \hbar} e^{-i t \hat{H}_{b j^{\prime}} / \hbar} \hat{\rho}_{b j^{\prime}}\right\} \\
= & \frac{\hbar \omega_{j}}{2}\left\{\frac{\mathcal{K}_{j}(t)^{2}}{g_{j}^{2}}\right. \\
& \left.+\left(\operatorname{coth}\left(\frac{\beta \hbar \omega_{j}}{2}\right) \cos \left(\omega_{j} t\right)+i \sin \left(\omega_{j} t\right)\right)\right\} \\
& \times e^{-\mathcal{K}(t)-i \lambda t / \hbar} \tag{50}
\end{align*}
$$

where Eq. (C8) or (C25) has been used.
Employing the above expressions in Eq. (36), the FGR rate can now be expressed as

$$
\begin{align*}
k_{F G R}= & \frac{1}{\hbar^{2}} \int_{-\infty}^{\infty} d t e^{i\left(E_{2}-E_{1}-\lambda\right) t / \hbar-\mathcal{K}(t)} \\
& \times\left\{F(t) F^{*}(-t)+D(t)\right\} \\
= & \frac{1}{\hbar^{2}} \int_{-\infty}^{\infty} d t e^{i\left(E_{1}-E_{2}+\lambda\right) t / \hbar-\mathcal{K}^{*}(t)} \\
& \times\left\{F^{*}(-t) F(t)+D(t)\right\}, \tag{51}
\end{align*}
$$

where

$$
\begin{gather*}
F(t)=\sum_{j}\left(\frac{\hbar \omega_{j}}{2}\right)^{1 / 2} \tilde{F}_{j, 12} g_{j}\left(\operatorname{coth}\left(\frac{\beta \hbar \omega_{j}}{2}\right)\left(1-\cos \left(\omega_{j} t\right)\right)\right. \\
\left.-i \sin \left(\omega_{j} t\right)\right) \tag{52}
\end{gather*}
$$

$F^{*}(t)$ is complex conjugate of $F(t)$, and
$\left.D(t)=\sum_{j} \frac{\hbar \omega_{j}}{2}\left|\tilde{F}_{j, 12}\right|^{2}\left(\operatorname{coth}\left(\frac{\beta \hbar \omega_{j}}{2}\right) \cos \left(\omega_{j} t\right)\right)+i \sin \left(\omega_{j} t\right)\right)$.
Note that the second line in Eq. (51) is obtained by either taking complex conjugate of the integrand or replacing $t$ with $-t$ of the first expression. Thus, $\mathcal{K}^{*}(t)=\mathcal{K}(-t)$. We provide this expression since this expression corresponds to more conventional one and will be used for the numerical calculation.

Defining the following two spectral densities,

$$
\begin{align*}
& \mathcal{J}(\omega)=\pi \hbar \sum_{j} \omega_{j}^{2} \delta\left(\omega-\omega_{j}\right) g_{j}^{2},  \tag{54}\\
& \mathcal{J}_{D}(\omega)=\pi \sum_{j} \frac{\omega_{j}}{2} \delta\left(\omega-\omega_{j}\right)\left|\tilde{F}_{j, 12}\right|^{2} \tag{55}
\end{align*}
$$

which are both in the units of energy, the correlation
functions, $\mathcal{K}(t)$ and $D(t)$, can be expressed as

$$
\begin{align*}
& \mathcal{K}(t)= \frac{1}{\pi \hbar} \int_{0}^{\infty} d \omega \frac{\mathcal{J}(\omega)}{\omega^{2}}\left(\operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right)(1-\cos (\omega t))\right. \\
& \equiv\quad-i \sin (\omega t)) \\
& D(t)= \frac{\mathcal{K}_{R}(t)-i \mathcal{K}_{I}(t)}{\pi} \int_{0}^{\infty} d \omega \mathcal{J}_{D}(\omega)\left(\operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right) \cos (\omega t)\right.  \tag{56}\\
&\quad \quad+i \sin (\omega t)) \\
&= D_{R}(t)+i D_{I}(t)
\end{align*}
$$

Note that $\tilde{F}_{j, 12}$ is purely imaginary if all the adiabatic electronic wave functions in Eq. (34) are real valued. Thus, assuming this, let us also introduce the following spectral density:

$$
\begin{equation*}
\mathcal{J}_{F}(\omega)=-i \pi \sum_{j}\left(\frac{\hbar \omega_{j}}{2}\right)^{1 / 2} \omega_{j} \delta\left(\omega-\omega_{j}\right) \tilde{F}_{j, 12} g_{j} \tag{58}
\end{equation*}
$$

which can be assumed to be real-valued and is in the units of energy. Then,

$$
\begin{align*}
F(t) \equiv & \frac{i}{\pi} \int_{0}^{\infty} d \omega \frac{\mathcal{J}_{F}(\omega)}{\omega}\left(\operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right)(1-\cos (\omega t))\right. \\
\equiv & -i \sin (\omega t)) \\
\equiv & F_{I}(t)+F_{R}(t) \tag{59}
\end{align*}
$$

The spectral density $\mathcal{J}_{F}(\omega)$ represents the sum of couplings between displacements and derivative couplings and are not necessarily positive unlike $\mathcal{J}(\omega)$ and $\mathcal{J}_{D}(\omega)$. However, it is still bounded in its magnitude as follows:

$$
\begin{equation*}
\left|\mathcal{J}_{F}(\omega)\right| \leq \frac{1}{2}\left(\mathcal{J}(\omega)+\mathcal{J}_{D}(\omega)\right) \tag{60}
\end{equation*}
$$

## IV. MODEL CALCULATIONS

We here consider models of spectral densities given by sums of Ohmic and a single high frequency mode as follows:

$$
\begin{align*}
\mathcal{J}(\omega) & =\pi \lambda_{l} \frac{\omega}{\omega_{c}} e^{-\omega / \omega_{c}}+\pi \lambda_{h} \omega_{h} \delta\left(\omega-\omega_{h}\right)  \tag{61}\\
\mathcal{J}_{D}(\omega) & =\pi D_{l} \frac{\omega}{\omega_{c}} e^{-\omega / \omega_{c}}+\pi D_{h} \omega_{h} \delta\left(\omega-\omega_{h}\right),  \tag{62}\\
\mathcal{J}_{F}(\omega) & =\pi F_{l} \frac{\omega}{\omega_{c}} e^{-\omega / \omega_{c}}+\pi F_{h} \omega_{h} \delta\left(\omega-\omega_{h}\right) \tag{63}
\end{align*}
$$

In above model spectral densities, $\lambda_{l}$ and $\lambda_{h}$ are components of reorganization energies due to the low frequency Ohmic part and the isolated high frequency parts. $D_{l}$ and $D_{h}$ represent squared magnitudes of NDC terms, whereas $F_{l}$ and $F_{h}$ correspond to sums of couplings between NDC and Franck-Condon terms for each mode. These four parameters are all defined in the units of energy. Alternatively, these can be expressed in terms of dimensionless

TABLE I. Relationship between parameters defining bath spectral densities.

| $\lambda_{l}$ | $\lambda_{h}$ | $D_{l}$ | $D_{h}$ | $F_{l}$ | $F_{h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta \hbar \omega_{c}$ | $s_{h} \hbar \omega_{h}$ | $\eta_{D} \hbar \omega_{c}$ | $s_{D} \hbar \omega_{h}$ | $\eta_{F} \hbar \omega_{c}$ | $s_{F} \hbar \omega_{h}$ |

parameters, $\eta, s_{h}, \eta_{D}, s_{D}, \eta_{F}$, and $s_{F}$, as indicated in Table [I]

As a sufficient condition for meeting the criterion of Eq. (60), we assume that $\left|F_{l}\right| \leq D_{l} / 2$ and $\left|F_{h}\right| \leq D_{h} / 2$. For the spectral density of Eq. (61), the real and imaginary parts of $\mathcal{K}(t)$, as defined through the last line of Eq. (56), can be expressed as

$$
\begin{align*}
\mathcal{K}_{R}(t)= & \frac{1}{\pi \hbar} \int_{0}^{\infty} d \omega \frac{\mathcal{J}(\omega)}{\omega^{2}} \operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right)(1-\cos (\omega t)) \\
\approx & \frac{\lambda_{l}}{\hbar \omega_{c}}\left\{\frac{1}{2} \ln \left(1+\tau_{0}^{2}\right)+\ln \left(1+\tau_{1}^{2}\right)+\ln \left(1+\tau_{2}^{2}\right)\right. \\
& \left.\frac{2(1+5 \theta / 2)}{\theta} \int_{0}^{\tau_{5 / 2}} d \tau^{\prime} \tan ^{-1}\left(\tau^{\prime}\right)\right\} \\
& +\frac{\lambda_{h}}{\hbar \omega_{h}} \operatorname{coth}\left(\frac{\beta \hbar \omega_{h}}{2}\right)\left(1-\cos \left(\omega_{h} t\right)\right),  \tag{64}\\
\mathcal{K}_{I}(t)= & \frac{1}{\pi \hbar} \int_{0}^{\infty} d \omega \frac{\mathcal{J}(\omega)}{\omega^{2}} \sin (\omega t) \\
= & \frac{\lambda_{l}}{\hbar \omega_{c}} \tan ^{-1}\left(\tau_{0}\right)+\frac{\lambda_{h}}{\hbar \omega_{h}} \sin \left(\omega_{h} t\right), \tag{65}
\end{align*}
$$

where $\theta=\beta \hbar \omega_{c}$ and $\tau_{n}=\omega_{c} t /(1+n \theta)$. The second equality in Eq. (64) is based on an approximation for $\operatorname{coth}(\beta \hbar \omega / 2)$. On the other hand, the real and imaginary parts of $D(t)$, which are defined by the last line of Eq. (57), are expressed as

$$
\begin{align*}
D_{R}(t)= & \frac{\hbar}{\pi} \int_{0}^{\infty} d \omega \mathcal{J}_{D}(\omega) \operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right) \cos (\omega t) \\
\approx & \hbar \omega_{c} D_{l}\left\{\frac{1-\tau_{0}^{2}}{\left(1+\tau_{0}^{2}\right)^{2}}+\frac{2}{(1+\theta)^{2}} \frac{1-\tau_{1}^{2}}{\left(1+\tau_{1}^{2}\right)^{2}}\right. \\
& +\frac{2}{(1+2 \theta)^{2}} \frac{1-\tau_{2}^{2}}{\left(1+\tau_{2}^{2}\right)^{2}} \\
& \left.+\frac{2}{\theta(1+5 \theta / 2)} \frac{1}{\left(1+\tau_{5 / 2}^{2}\right)}\right\} \\
& +\hbar \omega_{h} D_{h} \operatorname{coth}\left(\frac{\beta \hbar \omega_{h}}{2}\right) \cos \left(\omega_{h} t\right)  \tag{66}\\
D_{I}(t)= & \frac{\hbar}{\pi} \int_{0}^{\infty} \begin{array}{l}
d \mathcal{J}_{D}(\omega) \sin (\omega t) \\
= \\
\hbar \omega_{c} D_{l} \frac{2 \tau_{0}}{\left(1+\tau_{0}^{2}\right)^{2}}+\hbar \omega_{h} D_{h} \sin \left(\omega_{h} t\right)
\end{array}
\end{align*}
$$

Finally, the real and imaginary parts of $F(t)$, which are defined by the last line of Eq. (59), have the following

TABLE II. Table of some of model parameters for spectral densities.

| Case | $k_{B} T /\left(\hbar \omega_{c}\right)$ | $\eta$ | $\eta_{D}$ | $\omega_{h} / \omega_{c}$ | $s_{h}$ | $s_{D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1 | 2 | 1 |  | 0 | 0 |
| II | 1 | 1 | 1 | 5 | 0.2 | 0.2 |
| III | 0.5 | 1 | 1 |  | 0 | 0 |
| IV | 0.5 | 1 | 0.5 | 2.5 | 0.2 | 0.2 |

expressions:

$$
\begin{align*}
F_{R}(t)= & F_{l} \frac{\tau_{0}}{\left(1+\tau_{0}^{2}\right)}+F_{h} \sin \left(\omega_{h} t\right)  \tag{68}\\
F_{I}(t) \approx & F_{l}\left(\frac{\tau_{0}^{2}}{\left(1+\tau_{0}^{2}\right)}+\frac{2}{(1+\theta)} \frac{\tau_{1}^{2}}{\left(1+\tau_{1}^{2}\right)}\right. \\
& \left.+\frac{2}{(1+2 \theta)} \frac{\tau_{2}^{2}}{\left(1+\tau_{2}^{2}\right)}+\frac{1}{\theta} \ln \left(1+\tau_{5 / 2}^{2}\right)\right) \\
& +F_{h} \operatorname{coth}\left(\frac{\beta \hbar \omega_{h}}{2}\right)\left(1-\cos \left(\omega_{h} t\right)\right) \tag{69}
\end{align*}
$$

For numerical calculations, we have considered four cases as listed in Table II.

Figure 1 shows results for Case I of Table II for which there is no high frequency component of the spectral densities (thus $\lambda=\lambda_{l}$ ) and the temperature is high enough for the bath to be viewed as being almost classical. Rates calculated by Eq. (51) for $\eta_{F}=0$ and 1 are shown. As a reference, rate calculated according to the following Condon approximation is also shown.

$$
\begin{equation*}
k_{\text {Con. }}=\frac{1}{\hbar^{2}} D_{R}(0) \int_{-\infty}^{\infty} d t e^{i\left(E_{1}-E_{2}+\lambda\right) t / \hbar-\mathcal{K}^{*}(t)} \tag{70}
\end{equation*}
$$

which employs the NDC terms at $t=0$ for the calculation of an effective coupling. This choice of reference rate remains the same for the figures that follow. When compared to this approximation, it is clear that the contribution of $\mathcal{J}_{D}(\omega)$ enhances the rate preferentially for larger values of $E_{1}-E_{2}$. The resulting shape of the rate vs. energy becomes slightly more asymmetric, but it appears that the whole behavior can still be modeled reasonably well by a Condon-type rate expression if an effective modification of $\mathcal{J}(\omega)$ can be made. Comparison of the result for $\eta_{F}=0.5$ with that for $\eta_{F}=0$ shows that the former enhances the rate for only large value of $E_{1}-E_{2}$. On the other hand, for $E_{1}-E_{2} \approx \lambda$, interesting crossing appears between the two rates.

Figure 2 provides results for Case II of Table [I] for which the energy of the high frequency vibrational mode is much larger than thermal energy and the cutoff frequency of the Ohmic bath. As yet, due to the dominance of the low frequency Ohmic bath, the effects of the high frequency vibrational mode are relatively minor in this case. Thus, the results are qualitatively similar to those for Fig. 1

Calculation results for the same Case II of Table II but now with finite value of $s_{F}$ are presented in Fig. 33 Note that the result is independent of the overall sign of $\mathcal{J}_{F}(\omega)$.


FIG. 1. Natural logarithms of scaled rates $\kappa=$ $\sqrt{k_{B} T \lambda / \pi} k_{F G R}$ (in the units where $k_{B}=\hbar=\omega_{c}=1$ ) for Case I with $s_{F}=0$. Two different cases of $\eta_{F}=0$ and 1 are compared with a reference result of a Condon approximation 1


FIG. 2. Natural logarithms of scaled rates $\kappa=$ $\sqrt{k_{B} T \lambda / \pi} k_{F G R}$ (in the units where $k_{B}=\hbar=\omega_{c}=1$ ) for Case II with $s_{F}=0$. Two different cases of $\eta_{F}=0$ and 1 are compared with a reference result of a Condon approximation that employs only the value of $D_{R}(0)$ for the same Case II.

On the other hand, the relative sign of the Ohmic bath and the high frequency vibrational component makes difference because different relative signs result in different net contribution to $\mathcal{J}_{F}(\omega)$. For larger value of $E_{1}-E_{2}$, the case with $s_{F}=0.2$ results in larger rate compared to the case with $s_{F}=-0.2$. However for small or moderately negative values of $E_{1}-E_{2}$, opposite situations can occur, which can be due to subtle interplay of oscillatory nature of integrands.

Figure 4 shows results for Case III of Table【I for which there is no high frequency component of the spectral densities (thus $\lambda=\lambda_{l}$ ) but the temperature is low compared to the width of the Ohmic spectral density. As a result, clear asymmetry can be seen even for the approximate result with Condon approximation, Eq. (70), indicating


FIG. 3. Natural logarithms of scaled rates $\kappa=$ $\sqrt{k_{B} T \lambda / \pi} k_{F G R}$ (in the units where $k_{B}=\hbar=\omega_{c}=1$ ) for Case II with $\eta_{F}=1$. Two different cases of $s_{F}=0.2$ and -0.2 are compared with a reference result of a Condon ap-
 s


FIG. 4. Natural logarithms of scaled rates $\kappa=$ $\sqrt{k_{B} T \lambda / \pi} k_{F G R}$ (in the units where $k_{B}=\hbar=\omega_{c}=1$ ) for Case III with $s_{F}=0$. Two different cases of $\eta_{F}=0$ and 0.5 are compared with a reference result of a Condon approximation that employs only the value of $D_{R}(0)$ for the same Case III.
that the bath has significant quantum mechanical character. Since there is no high frequency vibrational mode in this case, resulting rates have similar trends as in Fig. 1.

Figure 5 provides results for Case IV of Table II, for which there is a contribution of a high frequency vibrational mode to both $\mathcal{J}(\omega)$ and $\mathcal{J}_{D}(\omega)$. The energy quantum of the high frequency vibrational mode relative to the thermal energy is the same as Case II, and the resulting rate even for the Condon approximation exhibits a slight oscillatory pattern. It is seen that the contribution of the low frequency Ohmic bath to $\mathcal{J}_{D}(\omega)$ causes significant shift of the rate, when compared to that of Condon approximation, and also makes the vibrational


FIG. 5. Natural logarithms of scaled rates $\kappa=$ $\sqrt{k_{B} T \lambda / \pi} k_{F G R}$ (in the units where $k_{B}=\hbar=\omega_{c}=1$ ) for Case IV with $s_{F}=0$. Two different cases of $\eta_{F}=0$ and 0.5 are compared with a reference result of a Condon approximation that employs only the value of $D_{R}(0)$ for the same Case IV.
progression more pronounced in the normal region (negative values of $E_{1}-E_{2}+\lambda$ ). On the other hand, additional contribution of the low frequency Ohmic bath to $\mathcal{J}_{F}(\omega)$ does not seem to bring significant changes. Even for large values of $E_{1}-E_{2}$, the enhancement of the rate due to the finite value of $\eta_{F}$ is rather minor.

Finally, results for Case IV of Table II but now in the presence of contributions of both the low frequency Ohmic bath and the high frequency vibrational mode to $\mathcal{J}_{F}(\omega)$ are shown in Fig. 6. The effects of the high frequency component and its relative sign are shown to have significant effects. The results for positive value of $s_{F}$ are shown to enhance the rate consistently for large value of $E_{1}-E_{2}$, but there are two regions where the negative value of $s_{F}$ produce higher rates. Overall, the rates are shown to be sensitive to both magnitude and sign of $s_{F}$ for values of $E_{1}-E_{2}$ comparable to $\lambda$. These results indicate the importance of accurate and detailed characterization of the nature of NDC terms to vibrational modes for quantitative modeling of rates.

## v. CONCLUSION

Starting from a general expression for the molecular Hamiltonian in the adiabatic electronic states and nuclear position states, we have considered NDC terms carefully and clarified issues that make straightforward application of FGR for nonadiabatic transitions difficult. We then derived a general expression for the FGR rate under a quasiadiabatic approximation, which employs crude adiabatic electronic states determined at the minimum of the initial adiabatic electronic state. For the case where all the nuclear dynamics are modeled as displaced harmonic oscillators, we then derived an explicit expression for the FGR rate. The resulting rate expression,


FIG. 6. Natural logarithms of scaled rates $\kappa=$ $\sqrt{k_{B} T \lambda / \pi} k_{F G R}$ (in the units where $k_{B}=\hbar=\omega_{c}=1$ ) for Case IV with $\eta_{F}=0.5$. Two different cases of $s_{F}=0.2$ and -0.2 are compared with a reference result of a Condon approximation that employs only the value of $D_{R}(0)$ for the same Case IV.

Eq. (51), explicitly accounts for non-Condon effects due to momentum terms, and thus can be used for more accurate calculation of nonradiative rates beyond Condon approximation.

We have conducted model calculations for cases where the spectral density consists of a low frequency Ohmic bath (with an exponential cutoff) and a single high frequency vibrational mode. Results of calculation for sets of parameters in Table II with additional choice of parameters for $\mathcal{J}_{F}(\omega)$, demonstrate nontrivial non-Condon effects due to NDC terms. For the bath spectral density consisting only of the Ohmic bath, effects of NDC terms do not seem to result in significant qualitative changes in the dependence of the rate on the energy gap. It is likely that the general behavior can still be captured well by an effective Condon-like rate expression.

On the other hand, with additional contribution of a high frequency vibrational mode, the non-Condon contribution of the NDC term and its detailed manner of coupling (including relative sign) with the Franck-Condon modes and the value of the energy have intricate contributions to the rate. Nonetheless, there is consistent enhancement of rate due to NDC terms for significantly larger energy gap between the donor and acceptor in general.

Results of the present paper offer new insights into rate processes due NDC terms such as nonradiative decay of near infrared and short-wave infrared dye molecules ${ }^{45[46}$ that follow the energy gap law ${ }^{477 / 48}$ A recent work ${ }^{49}$ demonstrated the importance of NDC terms projected onto all vibrational frequencies of molecules, but the detailed contribution of non-Condon effects has not been clarified yet. New theoretical expressions and model calculations provided here will help determine such effects quantitatively along with additional computational data
needed to characterize all the relevant spectral densities.
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## Appendix A: Normal mode representation and harmonic approximation

Expanding the potential energy $U_{1}(\mathbf{R})$, which appears in Eq. (28), around $\tilde{\mathbf{R}}_{1}^{g}$ with respect to $\tilde{\mathbf{R}}-\tilde{\mathbf{R}}_{1}^{g}$ up to the second order and diagonalizing the resulting Hessian matrix, one can determine all of normal vibrational modes and frequencies, $q_{1, j}$ and $\omega_{1, j}$ with $j=1, \cdots, N_{v, 1}$, where $N_{v, 1}$ is the total number of normal mode vibrations for the vibrational motion around $\mathbf{R}_{1}^{g}$ in the electronic state 1. The transformation from Cartesian coordinates to these normal modes are defined as follows:

$$
\begin{aligned}
q_{1, j} & =\sum_{\alpha} L_{1, j \alpha}\left(\tilde{R}_{\alpha}-\tilde{R}_{1, \alpha}^{g}\right) \\
& \left.=\sum_{\alpha} L_{1, j \alpha} \sqrt{M_{\alpha}}\left(R_{\alpha}-R_{1, \alpha}^{g}\right), j=1, \cdots, N_{v(\mathrm{~A}} 1\right)
\end{aligned}
$$

Then, assuming that all the vibrational modes have small enough amplitudes such that quadratic approximation of the potential energy remains reliable and that an Eckart frame that fully decouples the rotational and vibrational degrees of freedom can be found, the nuclear Hamiltonian operator in Eq. (28) can be approximated as

$$
\begin{align*}
& \sum_{\alpha} \frac{\hat{\tilde{P}}_{\alpha}^{2}}{2}+U_{1}(\hat{\mathbf{R}}) \approx \hat{H}_{1, \text { tr }-\mathrm{rot}} \\
& \quad+\sum_{j=1}^{N_{v, 1}}\left(\frac{1}{2} \hat{p}_{1, j}^{2}+\frac{\omega_{1, j}^{2}}{2} \hat{q}_{1, j}^{2}\right)+U_{1}\left(\mathbf{R}_{1}^{g}\right) \tag{A2}
\end{align*}
$$

where $\hat{p}_{1, j}$ is the canonical momentum operator for $\hat{q}_{1, j}$ and $\hat{H}_{1, \text { tr-rot }}$ represents the translation of the center-ofmass and rotational motion around $\mathbf{R}_{1}^{g}$. For the calculation of the FGR rate for electronic transition from isolated molecule, it is reasonable to assume that this can be neglected considering the disparity between typical electronic transition energies and nuclear translationrotation energies.

In a similar manner, the potential energy $U_{2}(\mathbf{R})$ in Eq. (28) can be expanded around its minimum energy structure position $\mathbf{R}_{2}^{g}$. However, in such expansion, it is important to recognize first that $\mathbf{R}$ is already defined in the Eckart frame with respect to $\mathbf{R}_{1}^{g}$, which does not in general satisfy the second Eckart condition ${ }^{41}$ for $\mathbf{R}_{2}^{g}$. This has the following two consequences:

1. It is not guaranteed that the nuclear Hamiltonian defined in the electronic state $\left|\psi_{e, 2}\right\rangle$ in Eq. (28) can be decomposed into translation-rotation and vibrational parts as in Eq. (A2).
2. Purely vibrational displacement from $\mathbf{R}_{1}^{g}$ may bear some rotational component around $\mathbf{R}_{2}^{g}$.

At the moment, complete resolution of the above two issues seems not possible in general. While these issues may be mitigated by adopting curvilinear internal coordinates, whether it results in actual advantage is not clear. ${ }^{50}$ Thus, we use Cartesian coordinates and invoke additional assumptions here. First, we assume that the non-uniqueness $S^{41[43]}$ in the choice of the Eckart frame for $\mathbf{R}_{1}^{g}$ can be utilized such that $\mathbf{R}_{2}^{g}$ is maximally aligned with $\mathbf{R}_{1}^{g}$. This will minimize the coupling term between the rotation and vibration parts for the displacement around $\mathbf{R}_{2}^{g}$, which we assume to be small enough and can thus can be ignored. Similarly, we assume that the projection of pure vibrational components around $\mathbf{R}_{1}^{g}$ onto rotational part around $\mathbf{R}_{2}^{g}$ can be discarded.

With approximations and assumptions as noted above, which can always be tested for a given molecular system, we can expand $U_{2}(\mathbf{R})$ with respect to $\tilde{\mathbf{R}}-\tilde{\mathbf{R}}_{2}^{g}$ around $\tilde{\mathbf{R}}_{2}^{g}$ and identify the normal mode and frequency, $q_{2, j}$ and $\omega_{2, j}$, for $j=1, \cdots, N_{v, 2}$, where $N_{v, 2}$ is the total number of normal mode vibrations for the vibrational motion around $\mathbf{R}_{2}^{g}$. These are related to mass-weighted cartesian coordinates in the best Eckart frame, as noted above, by the following transformation,

$$
\begin{align*}
q_{2, j} & =\sum_{\alpha} L_{2, j \alpha}\left(\tilde{R}_{\alpha}-\tilde{R}_{2, \alpha}^{g}\right) \\
& =\sum_{\alpha} L_{2, j \alpha} \sqrt{M_{\alpha}}\left(R_{\alpha}-R_{2, \alpha}^{g}\right), j=1, \cdots, N_{v, 2} \tag{A3}
\end{align*}
$$

Thus, we can make the following approximation:

$$
\begin{align*}
\sum_{\alpha} \frac{\hat{\tilde{P}}_{\alpha}^{2}}{2} & +U_{2}(\hat{\mathbf{R}}) \approx \hat{H}_{2, \text { tr-rot }} \\
& +\sum_{j=1}^{N_{v, 2}}\left(\frac{1}{2} \hat{p}_{2, j}^{2}+\frac{\omega_{2, j}^{2}}{2} \hat{q}_{2, j}^{2}\right)+U_{2}\left(\mathbf{R}_{2}^{g}\right) \tag{A4}
\end{align*}
$$

In the above expression, $\hat{H}_{2, \text { tr-rot }}$ represents the translation of the center-of-mass and rotational motion around $\mathbf{R}_{2}^{g}$, which is assumed to be negligible for the calculation of the electronic transition rate.

## Appendix B: Expression for the coupling Hamiltonian with respect to normal mode coordinates

Let us consider the following matrix element:

$$
\begin{align*}
& \langle\mathbf{R}| \sum_{\alpha} F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right| \hat{P}_{\alpha}|\psi\rangle \\
& \sum_{\alpha} F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right|\langle\mathbf{R}| \hat{P}_{\alpha}|\psi\rangle \\
& =\sum_{\alpha} F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right| \frac{\hbar}{i} \frac{\partial}{\partial R_{\alpha}}\langle\mathbf{R} \mid \psi\rangle . \tag{B1}
\end{align*}
$$

We assume that all the translation and rotational degrees of freedom are frozen. Then,

$$
\begin{align*}
\frac{\partial}{\partial R_{\alpha}} & =\sum_{j=1}^{N_{v, 1}} \frac{\partial q_{1, j}}{\partial R_{\alpha}} \frac{\partial}{\partial q_{1, j}} \\
& =\sum_{j=1}^{N_{v, 1}} L_{1, j \alpha} \sqrt{M_{\alpha}} \frac{\partial}{\partial q_{1, j}} \tag{B2}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\frac{\hbar}{i} \frac{\partial}{\partial R_{\alpha}}\langle\mathbf{R} \mid \psi\rangle & =\sum_{j=1}^{N_{v, 1}} L_{1, j \alpha} \sqrt{M_{\alpha}} \frac{\hbar}{i} \frac{\partial}{\partial q_{1, j}}\langle\mathbf{R} \mid \psi\rangle \\
& =\sum_{j=1}^{N_{v, 1}} L_{1, j \alpha} \sqrt{M_{\alpha}}\langle\mathbf{R}| \hat{p}_{1, j}|\psi\rangle \tag{B3}
\end{align*}
$$

Similarly, $F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)$ defined by Eq. (29) can be expressed in terms of $\tilde{F}_{j, 12}$ given by Eq. (34) as follows:

$$
\begin{equation*}
F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)=\frac{1}{\sqrt{M_{\alpha}}} \sum_{j^{\prime}=1}^{N_{v, 1}} L_{1, \alpha j^{\prime}} \tilde{F}_{j^{\prime}, 12} \tag{B4}
\end{equation*}
$$

As a result, we find that

$$
\begin{align*}
& \langle\mathbf{R}| \sum_{\alpha} F_{\alpha, 12}\left(\mathbf{R}_{1}^{g}\right)\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right| \hat{P}_{\alpha}|\psi\rangle \\
& =\langle\mathbf{R}| \sum_{\alpha} \sum_{j=1}^{N_{v, 1}} \sum_{j^{\prime}=1}^{N_{v, 2}}\left|\psi_{e, 1}\right\rangle\left\langle\psi_{e, 2}\right| \hat{p}_{1, j} \tilde{F}_{j^{\prime}, 12}|\psi\rangle . \tag{B5}
\end{align*}
$$

Since the above identity holds for an arbitrary vector $\mathbf{R}$, which does not have any translation and rotational degree, and for any state $|\psi\rangle$, this proves the first equality of Eq. (33).

## Appendix C: Calculation of bath correlation functions

Consider the following harmonic oscillator bath Hamiltonian and a bath term linear in position:

$$
\begin{align*}
& \hat{H}_{b}=\hbar \omega\left(\hat{b}^{\dagger} \hat{b}+\frac{1}{2}\right)  \tag{C1}\\
& \hat{B}=\hbar \omega g\left(\hat{b}+\hat{b}^{\dagger}\right) \tag{C2}
\end{align*}
$$

For the equilibrium density $\hat{\rho}_{b}=e^{-\beta \hat{H}_{b}} / \operatorname{Tr}\left\{e^{-\beta \hat{H}_{b}}\right\}$, let us first consider the following well-known time correlation function:

$$
\begin{equation*}
C(t)=\operatorname{Tr}_{b}\left\{e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} . \tag{C3}
\end{equation*}
$$

Then, using $1=e^{-\hat{S}} e^{\hat{S}}$ with $\hat{S}=g\left(\hat{b}^{\dagger}-\hat{b}\right)$,

$$
\begin{align*}
C(t)= & \operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\hat{S}} e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} e^{-\hat{S}} e^{\hat{S}} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{i t \hat{H}_{b} / \hbar} e^{\hat{S}} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} \\
& =\operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\hat{S}(t)} \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} \tag{C4}
\end{align*}
$$

where $\lambda=\hbar \omega g^{2}$ and

$$
\begin{equation*}
\hat{S}(t)=e^{i t \hat{H}_{b} / \hbar} \hat{S} e^{-i t \hat{H}_{b} / \hbar}=g\left(\hat{b}^{\dagger} e^{i \omega t}-\hat{b} e^{-i \omega t}\right) \tag{C5}
\end{equation*}
$$

The trace in Eq. (C4) can be evaluated as follows:

$$
\begin{align*}
& \operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\hat{S}(t)} \hat{\rho}_{b}\right\}=\operatorname{Tr}_{b}\left\{e^{-\hat{S}+\hat{S}(t)} \hat{\rho}_{b}\right\} e^{-[\hat{S}, \hat{S}(t)] / 2} \\
& =\operatorname{Tr}_{b}\left\{e^{g \hat{b}\left(1-e^{-i \omega t}\right)-g \hat{b}^{\dagger}\left(1-e^{i \omega t}\right)} \hat{\rho}_{b}\right\} e^{i g^{2} \sin (\omega t)} \\
& =\operatorname{Tr}_{b}\left\{e^{g \hat{b}\left(1-e^{-i \omega t}\right)} e^{-g \hat{b}^{\dagger}\left(1-e^{i \omega t}\right)} \hat{\rho}_{b}\right\} \\
& \quad \times e^{g^{2}\left|\left(1-e^{-i \omega t}\right)\right|^{2} / 2+i g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left|1-e^{-i \omega t}\right|^{2} /\left(1-e^{-\beta \hbar \omega}\right)} e^{g^{2}\left|1-e^{-i \omega t}\right|^{2} / 2} e^{i g^{2} \sin (\omega t)} \\
& =e^{-\mathcal{K}_{g}(t)}, \tag{C6}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{K}_{g}(t)=g^{2}\left[\operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right)(1-\cos (\omega t))-i \sin (\omega t)\right] \tag{C7}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
C(t)=e^{-\mathcal{K}_{g}(t)-i \lambda t / \hbar} \tag{C8}
\end{equation*}
$$

Now, consider the following time correlation function:

$$
\begin{equation*}
C_{p}^{(1)}(t)=\operatorname{Tr}_{b}\left\{e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} \tag{C9}
\end{equation*}
$$

Following a procedure similar to Eq. (C4), we find that

$$
\begin{align*}
C_{p}^{(1)}(t) & =\operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\hat{S}} e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} e^{-\hat{S}} e^{\hat{S}} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{i t \hat{H}_{b} / \hbar} e^{\hat{S}} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} \\
& =\operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\hat{S}(t)} \hat{p}(t) \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} \tag{C10}
\end{align*}
$$

Note that $\hat{p}(t)$ is proportional to $\hat{S}(t)$ as follows:

$$
\begin{equation*}
\hat{p}(t)=\sqrt{\frac{\hbar \omega}{2}} i\left(\hat{b}^{\dagger} e^{i \omega t}-b e^{-i \omega t}\right)=\sqrt{\frac{\hbar \omega}{2}} \frac{i}{g} \hat{S}(t) \tag{C11}
\end{equation*}
$$

Therefore, the trace operation in Eq. (C10) can be expressed as

$$
\begin{align*}
& \operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\hat{S}(t)} \hat{p}(t) \hat{\rho}_{b}\right\} \\
& =\left.\sqrt{\frac{\hbar \omega}{2}} \frac{i}{g} \frac{\partial}{\partial \alpha} \operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\alpha \hat{S}(t)} \hat{\rho}_{b}\right\}\right|_{\alpha=1} \tag{C12}
\end{align*}
$$

Following a procedure similar to obtaining Eq. (C6), we can calculate the trace in the above expression as follows:

$$
\begin{aligned}
& \operatorname{Tr}_{b}\left\{e^{-\hat{S}} e^{\alpha \hat{S}(t)} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{e^{-\hat{S}+\alpha \hat{S}(t)} \hat{\rho}_{b}\right\} e^{-\alpha[\hat{S}, \hat{S}(t)] / 2} \\
& =\operatorname{Tr}_{b}\left\{e^{g \hat{b}\left(1-\alpha e^{-i \omega t}\right)-g \hat{b}^{\dagger}\left(1-\alpha e^{i \omega t}\right)} \hat{\rho}_{b}\right\} e^{i \alpha g^{2} \sin (\omega t)} \\
& =\operatorname{Tr}_{b}\left\{e^{g \hat{b}\left(1-\alpha e^{-i \omega t}\right)} e^{-g \hat{b}^{\dagger}\left(1-\alpha e^{i \omega t}\right)} \hat{\rho}_{b}\right\} \\
& \quad \times e^{g^{2}\left|\left(1-\alpha e^{-i \omega t}\right)\right|^{2} / 2+i \alpha g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left|1-\alpha e^{-i \omega t}\right|^{2} /\left(1-e^{-\beta \hbar \omega}\right)} e^{g^{2}\left|1-\alpha e^{-i \omega t}\right|^{2} / 2} e^{i \alpha g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left[\operatorname{coth}(\beta \hbar \omega / 2)\left\{\left(1+\alpha^{2}\right)-2 \alpha \cos (\omega t)\right\} / 2-i \alpha \sin (\omega t)\right]} \cdot(\mathrm{C} 13)
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& C_{p}^{(1)}(t)=e^{-i \lambda t / \hbar} \sqrt{\frac{\hbar \omega}{2}} \frac{i}{g} \\
& \times\left.\frac{\partial}{\partial \alpha} e^{-g^{2}\left[\operatorname{coth}(\beta \hbar \omega / 2)\left\{\left(1+\alpha^{2}\right)-2 \alpha \cos (\omega t)\right\} / 2-i \alpha \sin (\omega t)\right]}\right|_{\alpha=1} \\
& =\sqrt{\frac{\hbar \omega}{2}} \frac{1}{i g} \mathcal{K}_{g}(t) e^{-\mathcal{K}_{g}(t)-i \lambda t / \hbar} . \tag{C14}
\end{align*}
$$

Second, let us consider the following time correlation function:

$$
\begin{equation*}
C_{p}^{(2)}(t)=\operatorname{Tr}_{b}\left\{\hat{p} e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} \tag{C15}
\end{equation*}
$$

Following a procedure similar to Eq. (C4), we find that

$$
\begin{align*}
C_{p}^{(2)}(t) & =\operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{\hat{S}} e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} e^{-\hat{S}} e^{\hat{S}} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{i t \hat{H}_{b} / \hbar} e^{\hat{S}} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} \\
& =\operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{\hat{S}(t)} \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} . \tag{C16}
\end{align*}
$$

Employing Eq. (C11) for $t=0$, we find that the trace in the last line of the above equation can be expressed as

$$
\begin{align*}
& \operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{\hat{S}(t)} \hat{\rho}_{b}\right\} \\
& =-\left.\sqrt{\frac{\hbar \omega}{2}} \frac{i}{g} \frac{\partial}{\partial \alpha} \operatorname{Tr}_{b}\left\{e^{-\alpha \hat{S}} e^{\hat{S}(t)} \hat{\rho}_{b}\right\}\right|_{\alpha=1} \tag{C17}
\end{align*}
$$

The trace in the above expression can be calculated in a way similar to Eq. (C13) as follows:

$$
\begin{aligned}
& \operatorname{Tr}_{b}\left\{e^{-\alpha \hat{S}} e^{\hat{S}(t)} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{e^{-\alpha \hat{S}+\hat{S}(t)} \hat{\rho}_{b}\right\} e^{-\alpha[\hat{S}, \hat{S}(t)] / 2} \\
& =\operatorname{Tr}_{b}\left\{e^{g \hat{b}\left(\alpha-e^{-i \omega t}\right)-g \hat{b}^{\dagger}\left(\alpha-e^{i \omega t}\right)} \hat{\rho}_{b}\right\} e^{i \alpha g^{2} \sin (\omega t)} \\
& =\operatorname{Tr}_{b}\left\{e^{g \hat{b}\left(\alpha-e^{-i \omega t}\right)} e^{-g \hat{b}^{\dagger}\left(\alpha-e^{i \omega t}\right)} \hat{\rho}_{b}\right\} \\
& \quad \times e^{g^{2}\left|\left(\alpha-e^{-i \omega t}\right)\right|^{2} / 2+i \alpha g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left|\alpha-e^{-i \omega t}\right|^{2} /\left(1-e^{-\beta \hbar \omega}\right)} e^{g^{2}\left|\alpha-e^{-i \omega t}\right|^{2} / 2} e^{i \alpha g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left[\operatorname{coth}(\beta \hbar \omega / 2)\left\{\left(\alpha^{2}+1\right)-2 \alpha \cos (\omega t)\right\} / 2-i \alpha \sin (\omega t)\right]}(\text { C } 18)
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& C_{p}^{(2)}(t)=-e^{-i \lambda t / \hbar} \sqrt{\frac{\hbar \omega}{2}} \frac{i}{g} \\
& \times\left.\frac{\partial}{\partial \alpha} e^{-g^{2}\left[\operatorname{coth}(\beta \hbar \omega / 2)\left\{\left(\alpha^{2}+1\right)-2 \alpha \cos (\omega t)\right\} / 2-i \alpha \sin (\omega t)\right]}\right|_{\alpha=1}  \tag{C25}\\
& =\sqrt{\frac{\hbar \omega}{2}} \frac{i}{g} \mathcal{K}_{g}(t) e^{-\mathcal{K}_{g}(t)-i \lambda t / \hbar} . \tag{C19}
\end{align*}
$$

Finally, let us consider the following momentum correlation function:

$$
\begin{align*}
C_{p p}(t) & =\operatorname{Tr}_{b}\left\{e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b} \hat{p}\right\} \\
& =\operatorname{Tr}_{b}\left\{\hat{p} e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} . \tag{C20}
\end{align*}
$$

Following a procedure similar to Eq. (C4), we find that

$$
\begin{align*}
C_{p p}(t) & =\operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{\hat{S}} e^{i t\left(\hat{H}_{b}+\hat{B}\right) / \hbar} e^{-\hat{S}} e^{\hat{S}} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{i t \hat{H}_{b} / \hbar} e^{\hat{S}} \hat{p} e^{-i t \hat{H}_{b} / \hbar} \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} \\
& =\operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{\hat{S}(t)} \hat{p}(t) \hat{\rho}_{b}\right\} e^{-i t \lambda / \hbar} . \quad(\mathrm{C} 21 \tag{C21}
\end{align*}
$$

In the above expression, the trace can be expressed as

$$
\begin{align*}
& \operatorname{Tr}_{b}\left\{\hat{p} e^{-\hat{S}} e^{\hat{S}(t)} \hat{p}(t) \hat{\rho}_{b}\right\} \\
& =\left.\frac{\hbar \omega}{2 g^{2}} \frac{\partial^{2}}{\partial \alpha_{1} \partial \alpha_{2}} \operatorname{Tr}_{b}\left\{e^{-\alpha_{1} \hat{S}} e^{\alpha_{2} \hat{S}(t)} \hat{\rho}_{b}\right\}\right|_{\alpha_{1}=\alpha_{2}=1} \tag{C22}
\end{align*}
$$

Following a procedure similar to Eqs. (C13) and (C18), the trace in the above expression can be calculated as follows:

$$
\begin{aligned}
& \operatorname{Tr}_{b}\left\{e^{-\alpha_{1} \hat{S}} e^{\alpha_{2} \hat{S}(t)} \hat{\rho}_{b}\right\} \\
& =\operatorname{Tr}_{b}\left\{e^{-\alpha_{1} \hat{S}+\alpha_{2} \hat{S}(t)} \hat{\rho}_{b}\right\} e^{-\alpha_{1} \alpha_{2}[\hat{S}, \hat{S}(t)] / 2} \\
& =\operatorname{Tr}_{b}\left\{e^{-g \hat{b}\left(\alpha_{1}-\alpha_{2} e^{-i \omega t}\right)+g \hat{b}^{\dagger}\left(\alpha_{1}-\alpha_{2} e^{i \omega t}\right)} \hat{\rho}_{b}\right\} e^{i \alpha_{1} \alpha_{2} g^{2} \sin (\omega t)} \\
& =\operatorname{Tr}_{b}\left\{e^{-g \hat{b}\left(\alpha_{1}-\alpha_{2} e^{-i \omega t}\right)} e^{g \hat{b}^{\dagger}\left(\alpha_{1}-\alpha_{2} e^{i \omega t}\right)} \hat{\rho}_{b}\right\} \\
& \quad \times e^{g^{2}\left|\left(\alpha_{1}-\alpha_{2} e^{-i \omega t}\right)\right|^{2} / 2+i \alpha_{1} \alpha_{2} g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left|\alpha_{1}-\alpha_{2} e^{-i \omega t}\right|^{2} /\left(1-e^{-\beta \hbar \omega}\right)} e^{g^{2}\left|\alpha_{1}-\alpha_{2} e^{-i \omega t}\right|^{2} / 2} e^{i \alpha_{1} \alpha_{2} g^{2} \sin (\omega t)} \\
& =e^{-g^{2}\left[\operatorname{coth}(\beta \hbar \omega / 2)\left\{\left(\alpha_{1}^{2}+\alpha_{2}^{2}-2 \alpha_{1} \alpha_{2} \cos (\omega t)\right\} / 2-i \alpha_{1} \alpha_{2} \sin (\omega t)\right]\right.}
\end{aligned}
$$

where $K_{g}(t)$ is defined by Eq. (C7). Employing the above expression in Eq. (C22) and then using Eq. (C21), we obtain the following expression:

$$
\begin{aligned}
C_{p p}(t)= & \frac{\hbar \omega}{2 g^{2}}\left\{g^{2}\left(\operatorname{coth}\left(\frac{\beta \hbar \omega}{2}\right) \cos (\omega t)+i \sin (\omega t)\right)\right. \\
& \left.+K_{g}(t)^{2}\right\} e^{-K_{g}(t)-i t \lambda / \hbar} .
\end{aligned}
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