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Abstract: We consider scenarios where the dynamics of a quantum system are partially

determined by prior local measurements of some interacting environmental degrees of free-

dom. The resulting effective system dynamics are described by a disordered Hamiltonian,

with spacetime-varying parameter values drawn from distributions that are generically

neither flat nor Gaussian. This class of scenarios is a natural extension of those where

a fully non-dynamical environmental degree of freedom determines a universal coupling

constant for the system. Using a family of quasi-exactly solvable anharmonic oscillators,

we consider environmental ground states of nonlinearly coupled degrees of freedom, un-

restricted by a weak coupling expansion, which include strongly quantum non-Gaussian

states. We derive the properties of distributions for both quadrature and photon number

measurements. Measurement-induced disorder of this kind is likely realizable in laboratory

quantum systems and, given a notion of naturally occurring measurement, suggests a new

class of scenarios for the dynamics of quantum systems in particle physics and cosmology.
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1 Introduction

The particle physics we understand in detail, the Standard Model, is known to encompass

only a fraction of the degrees of freedom that are dynamically relevant in nature. While the

beyond-Standard-Model particles are not (yet) directly experimentally accessible, they may

impact the dynamics of the matter we see in a variety of ways. For example, the apparent

constants in our model of the universe may be set by dynamical degrees of freedom that are

pinned to some stable point for the times and energies accessible to us. Such dynamics has

been invoked to determine the coupling constants in the Standard Model Lagrangian [1–3]

and the values of cosmological parameters [4]. In many such scenarios, the extra degrees

of freedom are stabilized in a simple state (usually the ground state, a pure state) and

the resulting parameters in the effective theory take space- and time-independent values.

While simple, calculable, and possibly the effective theory at work in the universe, this

kind of construction is not the only possibility. Indeed, there is considerable interest in

understanding the rich phenomenology when parameters vary with geometry and space or

time [5, 6], that is, in understanding effective field theories and cosmologies with disorder

[7–15].
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When the effective description of a system contains disorder, interaction strengths and

masses (or single-site energies in spin chains) take spatially or temporally varying values,

drawn from some distribution [16]. Most studies of disorder, beginning with the classic

literature [17], use simple and sometimes ad hoc distributions to source the statistical

variation. The two typical choices are flat and Gaussian, which can be well-motivated

in some contexts [18–21]. For example, a flat distribution may be natural in scenarios

where an ensemble of equal-energy (equally probable) geometric constructions determine

the range of coupling constants considered. Gaussian distributions may be motivated when

a nearly free quantum field sources the disorder. In addition, focus on simple distributions

is reasonable as disordered systems are difficult to solve, and known examples already

reveal qualitatively new phenomena [16]. However, the simple cases may not be the most

natural.

The notion of disorder as generated by a lack of complete information or control of

an experimental set-up is well articulated in the literature (e.g., [22]). In the lab, the

experimentalist usually tries to suppress any effects of the unmeasured or uncontrolled

environment, but a similar suppression need not happen for disorder phenomena in nature.

In this paper, we seek to more fully characterize disorder that originates from the quantum

state of the environment, through projective measurements on part of the environment.

We conjecture that this is a plausible natural phenomenon, where a local process essentially

equivalent to measurement determines aspects of the subsequent dynamics.

If a system of interest is embedded in a very complex environment, where the measured

fields are entangled with many other environmental fields, thermal statistics for disorder

may be most typical. However, a typical environment often contains fields with a range

of masses and charges, arranged in several semi-isolated sectors. In that case, only a sub-

set of the degrees of freedom may be accessible in a typical measurement, and so only

a subset will determine the disorder. For many reasonable environments, the result of a

partial local measurement process is then a family of inhomogeneous or disordered Hamil-

tonians whose variation is governed by a non-flat distribution. Such an overall structure

may also be expected when subsystems display out-of-equilibrium, or non-thermalized, be-

havior. Gaussian disorder arises in the special case of only Gaussian states and Gaussian

measurements.

An open-systems perspective on the origin of disorder is so far rather unexplored.

A toy model for the effects of moduli coupling to light hidden-sector fields was recently

considered in [23], but restricted to linearly coupled harmonic oscillators. Here we make a

first foray into the broader class of systems that are not quadratic. To explore qualitative

properties of nonlinearly coupled systems without the limitation of perturbation theory,

we use a class of strongly anharmonic oscillators whose ground-state wave functions (and

some excited states) are known exactly. Although we carry out detailed computations

only for non-relativistic quantum systems rather than field theories, the notion should

carry over to mode decompositions of a field in a rather straightforward way (eg, see

[23] for a discussion of this extension in the quadratic case). And, while the nonlinear

systems considered here are specialized to be exactly solvable, the remarkable advances

in engineering Hamiltonians for spin-chains [24] and the broad interest in understanding
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thermodynamic phases of disordered systems provide a potential laboratory context for

this general idea without such a restriction. We compute statistics for a simple, single

quadrature measurement (a Gaussian measurement) and for the number operator, a non-

Gaussian measurement relevant for photon number-detection schemes.

In the next section we give a brief overview of the utility and description of non-

Gaussian quantum states. We then characterize the quantum ground states of a family

of quasi-exactly solvable anharmonic oscillators, which will be our example system to un-

derstand qualitative properties of disorder distributions beyond the Gaussian and thermal

cases. In Section 3, we consider systems of coupled oscillators and the statistics that would

be obtained by measurements of (the mixed state of) just one oscillator. By using the

quasi-exactly solvable family and assuming the existence of a decoupling frame for the

oscillators, we are able to again compute disorder distributions from exact non-Gaussian

states. We conclude with implications in Section 4.

2 Distributions from exact non-Gaussian pure states

In this section, we define a family of anharmonic oscillator scenarios whose ground state

wave functions are non-Gaussian. Because the anharmonic oscillators are quasi-exactly

solvable, their exact ground states are known and so the distribution of measurement out-

comes for any operator can also be calculated exactly. The class is particularly interesting

because it contains cases that cannot be accurately captured in perturbation theory.

2.1 Characterizing non-Gaussian distributions

Classically, a non-Gaussian distribution for a variable z is characterized by a complete set

of moments, µn = ⟨zn⟩ for n = 0, 1, 2, 3, ... . Since Gaussian distributions have non-zero

even moments that are determined by the variance, σ2 ≡ ⟨z2⟩, it is common to characterize

non-Gaussian distributions in terms of cumulants, which are zero for n > 2 for a Gaussian

distribution. Non-Gaussian distributions can be written as expansions in the cumulants

(eg, the Edgeworth series, an asymptotic expansion), but any truncation may not result

in a proper probability distribution. Perturbative techniques may accurately generate the

dominant non-Gaussian moments, usually appropriate for weak coupling in a Hamiltonian,

but will fail at moderate and strong coupling.

The distributions of quadrature statistics (e.g., position) from the anharmonic oscilla-

tors we will consider here are always symmetric, so only even moments are non-zero. We

therefore characterize those distributions by the series of excess even moments

νn ≡ µn
σn

− (n− 1)!! , n even (2.1)

where each moment is normalized by the appropriate power of the standard deviation, and

the even (normalized) Gaussian moment of the same order is subtracted.

Quantum states are Gaussian if their phase space quasi-probability distribution, either

the Wigner distribution or the Husimi Q-function, is Gaussian. Equivalently, measurement

statistics of field quadratures are Gaussian for Gaussian states. Quantum states can be clas-

sically non-Gaussian, for example due to classical noise or probability mixtures. Quantum
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non-Gaussianity [25], however, is more powerful. For example, it is the resource required

to achieve a quantum advantage in continuous variable quantum computing [26, 27]. Here

we will use the recently introduced stellar representation and stellar hierarchy [28] to char-

acterize the degree of quantum non-Gaussianity of a state. These measures depend on

the zeros of the Husimi Q-function [29], defined for a quantum state with density matrix

ρ by the trace of ρ projected on the harmonic oscillator coherent state |α⟩ with complex

amplitude α = α1 + iα2,

Q(α) =
1

π
⟨α| ρ|α⟩ . (2.2)

A quantum non-Gaussian state is orthogonal to one or more coherent states. The stellar

rank characterizes this in a concrete way, and is given by one half the number of zeros of

the Q-function, counted with multiplicity [28]. Pure Gaussian states, and all non-Gaussian

mixtures of Gaussian states, have no zeros and zero stellar rank. Fock states |nF ⟩ have

stellar rank n (ie, α = 0 with multiplicity), and the cat and Gottesman-Kitaev-Preskill

states are examples of infinite stellar rank [28]. While for pure states both negativity of

the Wigner function and zeros of the Q-function diagnose quantum non-Gaussianity [30],

for mixed states there exist positive Wigner function states that cannot be expressed as

a convex combination of Gaussian states [31]. Since the set of states at each finite stellar

rank are robustly separated, one can bound the degree of non-Gaussianity of a mixed state

by computing the trace distance between it and a pure state of known stellar rank [32].

These considerations make the stellar rank an appropriate measure for our study, which

includes mixed non-Gaussian states.

2.2 Properties of quasi-exactly solvable sextic oscillators

In order to generate non-Gaussian pure and mixed states unrestricted by perturbation

theory, we work with one of the established classes of anharmonic oscillators for which

some exact results are known. We consider a family of sextic potentials [33, 34] given by

Ṽanharm(n, k, ỹ, a, b) = a2ỹ6 + 2abỹ4 + [b2 − a(4n+ 2k + 3)]ỹ2 − b(1 + 2k) . (2.3)

The cumbersome notation will be simplified shortly, via a reduction in the number of

parameters and a useful rescaling. In Eq.(2.3), a ≥ 0 is a non-negative real number,

b is any real number, k = 0 or 1, and n is a non-negative integer. If k = 0 the first

n eigenstates of even parity are known algebraically, namely the ground state, second

excited state, and so on up through the 2(n − 1)th even excited state. If k = 1, algebraic

expressions exist for the first n eigenstates of odd parity. The remaining wave functions

cannot be expressed as analytic functions1, so these oscillators are called “quasi-exactly

solvable” (QES) [33, 34, 37]. Since a measurement-induced disorder scenario requires the

environmental fields to be dynamically stable, we consider only ground states and so restrict

to potentials with k = 0. For simplicity, we will also set n = 0. Then, we may work with

1However, recent work has significantly enlarged the space of exactly, and completely, solvable anhar-

monic oscillators to a class of sextic potentials generated by the Heun equation and related to those we use

here [35, 36].
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the potential

Ṽanharm(ỹ, a, b) = a2ỹ6 + 2abỹ4 + (b2 − 3a)ỹ2 − b . (2.4)

To more clearly analyze the behavior of this family oscillators, it is useful to define a

rescaling, y = a1/4ỹ, c = b
a1/2

and consider the one-parameter family of functions

a−1/2V (y, c) = y6 + 2cy4 + (c2 − 3)y2 − c . (2.5)

The Hamiltonian with canonical kinetic term (now in the conjugate momentum to y) and

this potential may also be expressed in terms of raising and lowering operators. The

expression is lengthy, but two notable properties are that it does not commute with N̂ =

â†â, and it contains all terms up to cubic order in N̂ and K̂1 ≡ 1
2(â

†â†+ââ), with coefficients

constrained by the form of Eq.(2.5).

One-dimensional anharmonic potentials of the form of Eq.(2.5) (or Eq.(2.4)) can be

classified into three types, according to whether they have one, three, or five extrema.

This results in a sextic triple-well potential if c < −
√
3, a sextic double-well potential if

−
√
3 ≤ c <

√
3, and single sextic well if c ≥

√
3. The left panel of Figure 1 shows an

example of each possible shape. For all values of c, the ground state wave function for this

class of oscillators is

ψ0(y, c) = A(c) exp

[
−1

4
y4 − 1

2
cy2
]
, (2.6)

which are clearly non-Gaussian. The normalization constant A is a piecewise-defined func-

tion of c, with form dependent on whether c is positive or negative (given by Equation A.1

in Appendix A). The sign of c is determined exclusively by the sign of b, as allowing a to

be negative would destroy the quasi-exact solvability.

Figure 1. Left: The three classes of potential. The potential is single-welled for c ≥
√
3 (e.g.

c = 5 in dot-dashed blue), double-welled for −
√
3 ≤ c <

√
3 (e.g. c = -1 in solid green), and a

triple-welled when c < −
√
3 (e.g. c = -5 in dashed red). Right: Log-scale plot of the ground state

variance of y as a function of c.

The moments of the ground state wave function are calculated by µn =
∫∞
−∞ dy yn ψ∗(y)ψ(y).

Analytic expressions are given in Appendix A. Note that the translation back to the original

variables is straightforward for the moments, since
〈
y2n
〉
= a

n
2

〈
ỹ2n
〉
, while the normalized

excess moments are the same for the original and rescaled variables, ν2n(y, c) = ν2n(ỹ, a, b).
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As shown in the right panel of Figure 1, the variance tends to zero for large positive c,

as the single U-shaped potential narrows. At large negative c, the separation between left

and right minima grows (even as each individual well becomes very locally narrow) and so

the variance increases.

The higher order moments also have simple limiting behavior. Using the expressions

in Appendix A, we find

lim
c→+∞

ν2n(y, c) =
2nΓ[n+ 1

2 ]√
π

− (2n− 1)!!

= 0 . (2.7)

That is, all excess even moments approach zero at large positive c. While individually the

moments approach those of a Gaussian in this limit, higher order moments are always larger

than the lower order moments. At large, negative c, on the other hand, the distribution

becomes extremely non-Gaussian. The standardized even moments, µnσn , all approach 1 as

c→ −∞ so that

lim
c→−∞

ν2n(y, c) = 1− (2n− 1)!! . (2.8)

The left panel of Figure 2 shows the behavior the excess moments as a function of c.

Figure 2. Left: Excess 2nth even moments 4 through 16 as a function of c, with all curves rescaled

via division by the absolute value of their respective lower bounds. Right: Successive even moment

ratios Rn+1(y, c), Eq. (2.9), as a function of 2n. Different curves correspond to different values of

c, with smooth lines for negative c and dotted lines for positive c. In both cases, the ratios tend

towards 2n+1, independent of the value of c. Lower moment ratios exhibit greater dependence on

c values, especially when c > 0 (as shown in the inset enlargement of moments 2n = 4, 6, 8, 10).

Some additional structure of the non-Gaussianity can be clarified by looking at the

relative importance of contributions from higher moments. The right panel of Figure 2

shows the ratios of two successive even moments,

Rn+1(y, c) ≡
ν2(n+1)(y, c)

ν2n(y, c)
. (2.9)

Even for c≫ 0, the higher order moments are larger than lower order (they approach zero

more slowly). In fact, the ratio tends to 2n + 1 for sufficiently large n, regardless of the

value of c. This result is consistent with the discussion of the special point a = 0 (c = ∞ in
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the rescaled variables) in [34]. There, it is noted that at small a (large c) the quartic term

dominates over the sextic. As there are no real or Hermitian fourth order Hamiltonians

that are quasi-exactly solvable, the set of solutions does not have a smooth limit to the

truly Gaussian point by taking a→ 0 (c→ ∞). The behavior for negative c is qualitatively

similar to the ratios for positive c, but the lines merge together most rapidly when c is

negative.

Beyond the non-Gaussianity of the single-quadrature moments, we now consider the

full quantum non-Gaussianity of these oscillators. Using

Q(α) =
1

π
⟨α| ρ |α⟩ = 1

π

∫
dy dy′ψ∗

α(y)ρ(y, y
′)ψα(y

′) (2.10)

and ψα(y) = π−1/4e−(y−
√
2α1)2/2ei

√
2α2y, with α = α1 + iα2, the Q-function for the ground

state is given by

Q(α) =
(A[c])2

π3/2
e−2α2

1 |Gc(α)|2 , (2.11)

where

Gc(α) ≡
∫ ∞

−∞
dy exp

[
−1

4
y4 − c+ 1

2
y2 +

√
2α1y

]
ei
√
2α2y . (2.12)

The Q-functions for the ground state of the anharmonic potential with several values of c

are shown in Figure 3.

Though the exponential damping term in Eq.(2.11) ensures Q(α) will be very small

whenever Re(α) is large, the true zeros of this Q function occur only where |Gc(α)|2 =

0. If α1 ̸= 0, neither the real or imaginary parts of Gc will be separately zero, and so

Re[Gc]
2 + Im[Gc]

2 ̸= 0. But, along α1 = 0, Im[Gc] = 0 by symmetry, and so a zero of

the Q-function exists if Re[Gc] = 0. Since the cosine is an even function, zeros can only

occur when the exponential damping suppresses the domains of positive integrand just

enough more than those of negative integrand that they cancel. Although we are unable

to provide an analytic expression for Gc, numerical evidence suggests that zeros do indeed

occur, and there are likely to be infinitely many. One may confirm numerically that Gc
indeed oscillates in sign at apparent zeros, and it seems likely the 1D anharmonic oscillator

ground states are always of infinite stellar rank. This is true for both positive and negative

c, although the distribution and density of the zeros along the α2 axis are dependent on c.

For examples, see Figure 4.

While the exact functional dependence is not known, our numerical results indicate that

the overall density of Q-function zeros increases as c decreases. That is, states which are

more non-Gaussian with respect to position operator moments also have a higher density

of zeros. This trend suggests it may be interesting to consider if there is a refinement of

the relative level of quantum non-Gaussianity even among states of infinite stellar rank. A

related study comparing the degree of non-classicality with the degree of non-linearity in

the potential, for polynomial potentials with small quartic and sextic terms, was carried

out in [38].

Measurements of position are of course not the only thing of interest, or even the most

natural in determining disorder. For single oscillators in the ground state, energy mea-

surements do not generate disorder. However, since for these anharmonic systems energy
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Figure 3. Husimi Q-functions for anharmonic oscillator states in the single-well regime of the

potential (c = 10 in Eq.(2.5)), the double-well regime (c = 1), and the triple-well regime (c =

−2,−10). For positive c there is a single, central peak, which flattens and spreads out along the

imaginary axis as c → +∞. As c becomes increasingly negative, the central peak splits into two.

These move apart from each other, with the imaginary axis as the central dividing line, flattening

and spreading along the imaginary axis.

eigenstates are not Fock states, the number operator, N̂ = â†â, provides another interest-

ing operator to consider. The statistics of the number operator for modes of frequency ω

may be computed for any density matrix via

⟨n|ρ̂|n⟩ =
(ω
π

)1/2 1

2nn!

∫
dx dx′ ρ(x, x′)e−

ω
2
(x2+x′2)Hn(x

√
ω)Hn(x

′√ω) , (2.13)

where Hn(x) are the Hermite polynomials. We may define a useful frequency via the

variance ⟨x21⟩ ≡ 1
2ΩT

and carry out the integration above. For these symmetric anhar-

monic oscillators in the ground state, Eq.(2.6), only modes with n even will have non-zero

occupation. In general, states with more non-Gaussianity in the position-measurement

distribution have more significant population at higher n. Figure 5 shows two examples,

c = ±1. For triple-well potentials, c < −
√
3, there is lower occupation number in n = 22

rather than n = 18 dip seen for the double well cases. The occupation numbers in n = 0,

n = 2, and n = 22 all drop significantly as c becomes more negative. As c increases for

c > 0, the distribution becomes very strongly peaked about n = 0, consistent with the

(non-smooth) approach to a Gaussian ground state in this limit.
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Figure 4. Plots of |Gc(iα2)| (see Eq.(2.12)) divided by its c-dependent maximum value, which

always occurs at α = 0 and ranges here from about 3.72×108 for c = −10 down to 0.751 for c = 10.

Examples for potentials in the triple well (top left), double well (top right) and single well (lower

left) are all shown. The bottom right panel has a zoom in to show the continued small-amplitude

oscillatory behavior out to large α2. In that region, the more strongly non-Gaussian states display

a higher density of zeros.

Figure 5. The number operator statistics for a single anharmonic oscillator with c = 1 (left) and

c = −1 (right).

3 Distributions from mixed states

In this section, we characterize example distributions for disorder from partial measure-

ments of an environment. We first construct the environmental state: the ground state

of systems of two coupled anharmonic oscillators. Then we characterize the reduced state
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of a single oscillator with the other traced out. These examples will provide prototypical

distributions for disorder from partial measurements of an environment. As a laboratory

realization of the type of scenario we have in mind, consider engineering a disordered spin

chain with the on-site magnetization set by the outcome of a photon count from a suite of

identical neighboring cavities. If each cavity supports multiple, coupled modes, but only

one of those is measured and its photons turn the dial generating the local magnetic field,

then the distribution of magnetizations is given by the statistics of the number operator, N̂ ,

in the mixed state of a single mode. Although the example above is engineered, a typical

“environment” in beyond-Standard Model constructions contains more than one isolated

degree of freedom. The observable degrees of freedom typically couple to only some (or

even one) of those background fields, which mediate the interaction with the additional

environmental fields. As described in [23], one might have in mind that the mediating

environmental degree of freedom is a moduli field that couples to both the Standard Model

and to some other hidden sector with light fields. Then, if a relevant dynamical process

locally projects the mediating environmental degree of freedom onto a basis state, the effec-

tive Hamiltonian for the observable system will depend on the result of that process, (e.g.,

⟨N̂⟩), which will vary on the scale of the local projective process. The disorder distribution

will be inherited from the effective measurement outcomes of a mixed state.

3.1 Exact results via a decoupling frame

Typically, the study of coupled degrees of freedom must be carried out perturbatively.

However, we can construct a class of (strongly) coupled anharmonic oscillators whose joint

ground state is known exactly by assuming a decoupling frame. In other words, we invert

the standard diagonalization process and begin with Hamiltonians of the form

H =H1(y1) +H2(y2) (3.1)

where H1 and H2 are such that at least the ground states of each can be found exactly.

(Depending on the degree of solvability of the Hi, additional states may also be known.)

Then, the family of coupled oscillator systems whose ground state is also known exactly is

obtained by a rotation of variables. In the simplest case of canonical kinetic terms in all

frames, we need only define the coordinates yi to be given by a rotation of coordinates xi:(
y1
y2

)
=

(
cos θ − sin θ

sin θ cos θ

)(
x1
x2

)
. (3.2)

These unitary rotations define a continuous family of meronomic frames [39], parameterized

by θ, in which oscillators {px1 , x1} and {px2 , x2} are coupled. The choice of frame is

completely irrelevant in the absence of something outside this system that depends on or

determines it. In the present context of disorder from measurement, the measurement

device or procedure picks out a particular θ and defines the entanglement of the reduced

state of the relevant degree of freedom with its unmeasured environment.

Below, we first review the familiar case of two linearly coupled harmonic oscillators

and then construct specific examples of coupled anharmonic oscillators and examine the

properties of the resulting single-oscillator reduced state.
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3.2 Linearly coupled harmonic oscillators

As a warm-up, we briefly review a few features of the simplest example: two linearly-coupled

harmonic oscillators. This quadratic system was used in [23] as an example of potential

open-system effects on measurable degrees of freedom in particle physics or cosmology and

is well-studied in many contexts, including quantum optics [40–44] and early literature on

the entropy of black holes [45, 46].

The Hamiltonian for two harmonic oscillators in a decoupling frame is

H =
1

2
p2y1 +

1

2
ω′2
1 y

2
1 + p2y2 +

1

2
ω′2
2 y

2
2 . (3.3)

After changing frame by a rotation defined by angle θ in Eq.(3.2), the Hamiltonian is

H =
1

2
(p2x1 + p2x2) +

1

2
(ω2

1x
2
1 + ω2

2x
2
2 + λx1x2) , (3.4)

where ω2
1 = ω′2

1 cos2 θ + ω′2
2 sin2 θ, ω2

2 = ω′2
1 sin2 θ + ω′2

2 cos2 θ, λ = 2 cos θ sin θ(ω′2
2 − ω′2

1 ),

and |λ| ≤ 2ω1ω2.

The ground state in the uncoupled frame is a product of the two single oscillator

ground states,

ψ0(y1, y2) =
(ω′

1ω
′
2)

1/4

π1/2
exp

[
−1

2
(ω′

1y
2
1 + ω′

2y
2
2)

]
, (3.5)

and the ground state in the coupled frame is found by applying the same rotation used to

generate the Hamiltonian:

ψ0(x1, x2) ∝ exp

[
−1

4

(
x21
τ21

+
x22
τ22

+
2x1x2
g

)]
. (3.6)

Here (2τ21 )
−1 = ω′

1 cos
2 θ + ω′

2 sin
2 θ, (2τ22 )

−1 = ω′
2 cos

2 θ + ω′
1 sin

2 θ, and (2g)−1 = (ω′
2 −

ω′
1) sin θ cos θ. The state of just a single oscillator, x1, is found by tracing out x2. That is,

ρ(x1, x
′
1) =

∫
dx2 ψ0(x1, x2)ψ

∗
0(x

′
1, x2) (3.7)

=

√
γ − β

π
exp

[
−γ
2
(x21 + x′21 ) + βx1x

′
1

]
where γ = 1

2τ21
− τ22

4g2
, β =

τ22
4g2

.

The reduced state is still a Gaussian state, with mean ⟨x1⟩ = 0 and variance

⟨x21⟩ = τ21

(
1− τ21 τ

2
2

g2

)−1

=
1

4(γ2 − β2)
. (3.8)

The purity of the state is

Tr(ρ2(x1, x
′
1)) =

√
1− τ21 τ

2
2

g2
=

√
τ21

Var(x1)
, (3.9)

which for Gaussian states is related to the covariance matrix, Σ, by Tr
[
ρ2
]
= 1

2
√

det[Σ]
.

From these expressions, it is clear that the variance of x1 depends on the coupling and can
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be made very large when g ≈ τ1τ2 [23]. If one ignored the possibility of a more complex

environment and attributed measurement results to a single field, the conclusions about the

parameters of that field would be incorrect. In addition, a large variance and large coupling

λ lead to a higher degree of mixedness for the reduced state. The purity is plotted in the

left panel of Figure 6, where it can be contrasted with a simple example of the anharmonic

case.

Projective measurements of position are Gaussian operations, returning Gaussian statis-

tics for any Gaussian state. One may also consider the simplest non-Gaussian measurement,

photon counting. For pure Gaussian states, which are states that saturate the uncertainty

relationship, the statistics of the number operator can be straightforwardly derived from the

statistics of a single quadrature. Gaussian mixed states can always be related to a thermal

state [40, 47], and in this example there is a natural way to identify the thermal character.

The ground-state variance defines a harmonic oscillator frequency via ⟨x21⟩ ≡ 1
2ΩT

, where

ΩT = 2(γ2 − β2) . (3.10)

With respect to this frequency, the state ρ(x1, x
′
1) is a thermal state [46] at temperature

T =

√
ΩT /2

log
(
γ+

√
ΩT /2
β

) , (3.11)

and with mean occupation

⟨NT ⟩ =
β

γ − β +
√
ΩT /2

. (3.12)

A different choice of frequency corresponds to a different basis for the density operator,

where it would not be diagonal. However, in any basis the density matrix can be related to

a thermal state by applying a combination of squeezing and displacement operators [40, 47].

In all cases, the Gaussian nature of the system restricts the number operator statistics to

have a particular shape [48], with the distribution falling off at larger occupation number

(inherited from the thermal part), but with oscillations whose frequency is determined by

the squeezing parameter.

In summary, if measurements of one of a pair of bilinearly coupled oscillators, in the

joint ground state, are used to determine subsequent parameters for some system, the most

natural resulting disorder distributions are either Gaussian, exactly thermal, or related to

the thermal distribution by squeezing and displacement. We will find a much broader class

of distributions possible from anharmonic oscillators with non-Gaussian ground states.

3.3 Coupled anharmonic oscillators

An interesting class of non-Gaussian mixed states can be found by carrying out the same

procedure as in the previous section, but for a pair of quasi-exactly solvable anharmonic

oscillators. The general potential for two uncoupled sextic oscillators is

V (ỹ1, ỹ2) = a21ỹ
6
1+a

2
2ỹ

6
2+2a1b1ỹ

4
1+2a2b2ỹ

4
2+(b21−3a1)ỹ

2
1+(b22−3a2)ỹ

2
2−(b1+b2) . (3.13)
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By restricting to a1 = a2 ≡ a, we can define a common rescaling ci =
bi
a1/2

, yi = a
1
4 ỹi, and

similarly xi = a
1
4 x̃i after rotating to any frame (using Eq.(3.2)) where the oscillators are

coupled. The ground state wave function is then

ψ0(x1, x2) = A1A2 exp
{
−c1

2
[(cos θ)x1 − (sin θ)x2]

2 − c2
2
[(sin θ)x1 + (cos θ)x2]

2
}

× exp

{
−1

4
[(cos θ)x1 − (sin θ)x2]

4 − 1

4
[(sin θ)x1 + (cos θ)x2]

4

}
. (3.14)

Appendix B shows the class of sextic, coupled Hamiltonians that are consistent with the

decoupling frame, and contains some additional results without the rescaling. Equation

(3.14) is still a three-parameter family of states, so in the sections below we consider some

special parameter choices to illustrate the role of each parameter.

3.3.1 Special case: Mixing identical anharmonic oscillators

Consider first the case of two identical oscillators, c1 = c2 ≡ c. (Actually, this choice

corresponds to a larger family in the original parameterization, since we require only

b1/
√
a1 = b2/

√
a2 ≡ c. Note this implies sign(b1) = sign(b2), since the ai are always

positive.) We further choose the special mixing angle θ = π/4. This allows for the can-

cellation of some terms from Eq.(3.14) which otherwise lead, in the process of calculating

reduced density matrices, to more complicated integrals with analytic results known only in

the form of infinite series. With θ = π/4, the ground state wave function is now particularly

simple, given by

ψ0(x1, x2, c, π/4) = A2 exp

[
− c
2

(
x21 + x22

)
− 1

8

(
x41 + 6x21x

2
2 + x42

)]
. (3.15)

The reduced density matrix, ρ(x1, x
′
1) =

∫
dx2ψ0(x1, x2)ψ

∗
0(x

′
1, x2) is

ρ(x1, x
′
1, c, π/4) =

1

2
A4 exp

[
− c
2
(x21 + x′21 )−

1

8
(x41 + x′41 )

]
f(x1, x

′
1, c) , (3.16)

with normalization factor A4 given by Equation B.10 and the function f(x1, x
′
1, c) defined

in terms of u(x1, x
′
1, c) = 4c+ 3(x21 + x′21 ) as

f(x1, x
′
1, c) =



√
u exp

[
u2

32

]
K 1

4

[
u2

32

]
for x21 + x′21 > −4c

3√
1

2
Γ

(
1

4

)
for x21 + x′21 = −4c

3

π

√
−u
2

exp

[
u2

32

](
I− 1

4

[
u2

32

]
+ I 1

4

[
u2

32

])
for x21 + x′21 < −4c

3
.

(3.17)

Here I± 1
4
[z] and K 1

4
[z] are modified Bessel functions of the first and second kind, respec-

tively. This function is continuous across x21 + x′21 = −4c/3. When c > 0, the definition

simplifies since in this case it is always true that x21 + x′21 > −4c/3.

The variance of x1 after tracing out x2 is always exactly equal to the variance of an

individual oscillator with the same c value. (Actually, this remains true for two identical
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oscillators coupled via any mixing angle, discussed below.) The purity of the reduced state

ρ(x1, x
′
1, c, π/4) is shown as a function of c in Figure 6. It approaches 1 as c → +∞ and

1/2 as c → −∞. The limit of 1/2 for large negative c is approached from below after a

modest initial dip to about 0.47 near c = −2.7, slightly beyond the c = −
√
3 boundary

between the double and triple-well potentials. The results for θ = π/4 do not provide

strict lower bounds as compared to results for other angles at fixed c but do serve as a

useful reference point for the general behavior. For two identical oscillators, subsystem

purity at some c-dependent subset of other mixing angles may dip slightly, but typically

not drastically, below that found at π/4. Beyond this special case, the subsystem purity

can be significantly lower than 1/2 for two non-identical oscillators and some (possibly

large) fraction of mixing angles, especially when at least one of the c values corresponds to

a strongly non-Gaussian state in the decoupling frame.

Figure 6. Left: Purity of the reduced density matrix for x1 for two linearly coupled harmonic

oscillators, shown for two different sets of values ω1, ω2. In both cases the purity stays relatively

high until it plummets near the maximum allowed coupling strength λ = 2ω1ω2. Right: The purity

of the reduced state ρ(x1, x
′
1, c) as a function of c for two identical anharmonic oscillators mixed at

the special angle π/4. The constant c is the only parameter in all interaction and quadratic terms

in that case. In the general case of non-identical oscillators mixed at arbitrary angles (not shown),

it is possible to obtain subsystem purities significantly less than 1/2.

The primary qualitative result for mixing two identical oscillators is that quadrature

measurements are always more Gaussian than the single-oscillator statistics. However,

higher order moments inherit more of the non-Gaussianity of the single-oscillator system

than lower-order moments do. For higher even moments, results are displayed in Figure

7. We show results for mixing the oscillators at θ = π/4, which gives the most weakly

non-Gaussian single-oscillator reduced state possible for any value of c. At this angle, the

kurtosis of the reduced state is always exactly halved compared to the single oscillator,

for all values of c (the bottom solid blue line in Figure 7). The higher even moments also

approach half of the single oscillator values at large positive c. However, at large negative

c, higher moments remain very non-Gaussian and as 2n becomes large, the ratio of mixed

state to pure state non-Gaussianity approaches 1.

The number operator statistics are shown in Figure 8, again comparing the single-

oscillator statistics to those of the reduced state. To compare most closely to the thermal
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Figure 7. Left: Combined plots of the moments, ν
(id,π/4)
2n (x1, c)/|1 − (2n − 1)!!|, of one of a

pair of identical anharmonic oscillators mixed at angle θ = π/4, after tracing out the other, for

2n = 4, 6, ..., 16. Right: Ratios (as a function of c) of 2nth moments of x1 (after trace out of x2)

divided by the corresponding 2nth moments of the individual oscillators with same c.

result for linearly coupled harmonic oscillators, we have again used the variance to define

the frequency for the Fock states, ⟨x21⟩ ≡ 1
2ΩT

. Since the mixing is particularly simple

here, this variance is also that of the individual oscillators, which makes the comparison

to the pure anharmonic state straightforward. As the figure shows, the mixed state loses

the oscillatory behavior seen in the single oscillator case. Only even number states have

non-zero occupation, but the overall trend is a simple fall-off with n.

Figure 8. The number operator statistics for the mixed state (gray hatched) after tracing out

one of an identical pair of anharmonic oscillators, mixed at angle θ = π/4, compared to the single

oscillator statistics (solid blue), for c = 1 (left) and c = −1 (right).

Finally, the Q-functions of the single-oscillator reduced states similarly show a return

toward Gaussianity. For example, Figure 9 shows the Q-function of an isolated sextic

oscillator is shown alongside that of the mixed state reduced density matrix obtained from

two identical oscillators mixed at θ = π/4, for c = −5. The mixed state appears to be

more Gaussian than the pure state, as the central hump has reappeared while the two outer

humps have shrunk in comparison.

For these mixed states, the stellar rank r∗ can be formally defined by looking at all

possible state-decompositions of the density matrix, r∗(ρ) = inf{pi,ψi}sup r∗(ψi), for all
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Figure 9. Left: Mixed-state Q-function for the reduced density matrix obtained from two identical

c = −5 oscillators coupled via mixing angle θ = π/4. Right: Pure state Q-function for single c = −5

oscillator. The mixed state is more weakly non-Gaussian with its centralized hump and smaller

outer humps as compared pure state with matched c value.

possible ρ =
∑

i pi|ψi⟩⟨ψi| [28]. In practice, the degree of quantum non-Gaussianity can

also be bounded by comparing the fidelity with a target state of know stellar rank k to the

separation between states of rank k and those of rank k−1 [28, 32]. (However, it cannot be

used to certify infinite stellar rank since they are not robustly separated; that is, they can

be arbitrarily well-approximated by states of finite stellar rank.) This calculation may be

easier than actually computing the stellar rank, but it is still non-trivial. A target witness

state must be chosen, and then the threshold bound on fidelity with the target state that

signals non-Gaussianity must be found. Numerical work useful for several non-Gaussian

witnesses of low stellar rank was done in [49, 50], but those witnesses are not able to certify

the non-Gaussianity of either the pure anharmonic oscillator states, or the resulting mixed

states. This can be seen by from the small probability of finding ⟨N̂⟩ = 2 and higher

from Figure 8 and comparing to Table 1 or the appendix of [49]. While the statistics can

be shifted by choosing a different frequency, we did not find a prescription for choosing

a frequency that allows a detection of non-Gaussianity with the witnesses from [49]. It

would be interesting to construct a witness more suited to the class of non-Gaussian states

suggested by the QES anharmonic oscillator.

3.3.2 General case: Mixing non-identical anharmonic oscillators

Away from the limit of identical oscillators, it is challenging to obtain useful analytic

expressions for the single-oscillator reduced density function (although an infinite series

form can be written). The mixed-state variance, however, can be simply expressed in

terms of the single oscillator values. When a c = c1 oscillator in variable y1 is mixed with

a c = c2 oscillator in variable y2 at angle θ, the variances satisfy Var(x1) + Var(x2) =
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Var(y1) + Var(y2), with each individual piece given by

Var(x1) =|Var(y2)−Var(y1)| sin2(θ) + min{Var(y1),Var(y2)} (3.18)

Var(x2) =|Var(y2)−Var(y1)| cos2(θ) + min{Var(y1),Var(y2)} ,

at least to a very good approximation. Figure 10 shows that that the coupling with a second

oscillator can cause the variance of x1 to become arbitrarily larger than the variance of an

individual oscillator with c = c1, with increasingly strong effect as c2 → −∞ and/or c1 →
+∞. The similar increase in variance that occurs in the case of linearly coupled harmonic

oscillators was emphasized in [23]. On the other hand, it is also possible for coupling to

cause the variance of x1 to be significantly smaller than that of the corresponding isolated

oscillator. This occurs roughly for c2 somewhat greater than c1, since from Eq.(3.18),

Var(x1) < Var(y1) requires mixing with an oscillator with smaller variance, Var(y2) <

Var(y1). Beyond the variance, we use a few fully numerical examples to illustrate some

Figure 10. Left: Ratio of variance of x1 for coupled non-identical oscillators as a function of c2,

shown for three fixed values of c1 and mixing angle π/4. Right: An example of variance of x1 and x2
as a function of the mixing angle θ after tracing out the other oscillator, for non-identical oscillators

with c1 = −1 and c2 = −5. Variance behavior for other pairs of c1, c2 values is qualitatively the

same, following Eq.(3.18).

general features of this larger class of non-Gaussian mixed states. Non-exact analytic

expressions can provide a good approximation within a limited range of the parameter

space (see Appendix B.1.2), but they are not always valid.

The most important qualitative trend for non-identical oscillators is that while in

general the reduced-state oscillator is more Gaussian than only the most non-Gaussian of

the parents, there are some parts of parameter space where it is more Gaussian than both

parents. This implies that, for fixed c1 of the measured oscillator, the state after mixing

with another oscillator may be either more or less Gaussian than the state of a single

oscillator. The reduced state moments still follow the same pattern observed for single

oscillators, where higher moments are relatively more non-Gaussian than lower moments.

It is therefore sufficient to compare a single higher order term for the mixed states to that

of the single-oscillator pure states. We use kurtosis in Figure 11 for this purpose. The

bottom left panel illustrates how the relative Gaussianity depends on mixing angle, and

the bottom right panel shows that not all pairs of oscillators have a range of mixing angles
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Figure 11. Top Row: Subsystem moment ν4(x1), scaled by the maximum value |ν4,max|, as a

function of c2 at fixed mixing angle θ, plotted for several values of c1. Bottom Row: Subsystem

moment ν4(x1) as a function of θ, plotted for fixed pairs of values c1, c2. For comparison, flat solid

green and and dotted red lines show the corresponding values of the excess fourth moment of a

single uncoupled oscillator with c = c1 and c = c2, respectively.

for which the coupled oscillator statistics are significantly more Gaussian than either of the

parents. Although we leave a more detailed study of the Q-functions and number operator

results for future work, we expect that the trends observed in the single oscillator and

identically coupled oscillators that relate those measures to the features of the x̂ statistics

will carry over.

4 Conclusions

There are a number of ways that unobserved degrees of freedom may affect the dynamics

of those observed [51]. The most familiar treatment in particle physics, and most relevant

for collider physics, is via low-energy effective Lagrangians that incorporate the effects of

degrees of freedom that are heavy compared to the scale probed. On the other hand, if

the unobserved degrees of freedom are light and dynamical, a full open-system treatment

may be required. Such situations are nearly inevitable in laboratory quantum systems

[52, 53], but are also increasingly studied in cosmology [54–68]. In this paper, we consider

an intermediate case, where the extra degrees of freedom appear in the effective dynamics

as non-dynamical coupling constants, but the coupling constants vary, taking a range of

values inherited from the complexity of the quantum state of the environment at the time

the couplings were determined.

We proposed several distributions that may be used for studying this kind of disorder,

with parameters drawn either from the family of non-Gaussian continuous distributions

formed by quadrature measurements of ρ(x, x′) as given by Eq.(3.16), or distributions of
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the discrete values (number statistics) drawn from the histograms like those in Figure

8. Specifically, we have considered environments composed of two continuous variable

systems, in global ground states that ranged from weakly to strongly non-Gaussian in

terms of quadrature measurements. The division into the measured degree of freedom and

the unmeasured variables was controlled by a parameter (θ in Eq.(3.2)), where for θ = 0

the division is into two non-interacting degrees of freedom. Otherwise, the interactions

contain all symmetric terms up to order six, all of similar strength. Some features of these

states are restricted by the requirement of exactly solvable ground states, while others may

be more general. In general, the statistics of these states provide an example of a class

of non-Gaussian distributions for disorder that are natural (eg, generated by nonlinear

Hamiltonians) and that are fully characterized beyond perturbation theory. Furthermore,

we clarified how features of the disorder distribution contain signatures of the nature of

the environmental fields, and how the features may be distorted from the conclusions one

would assuming a single environmental field (Figures 7, 8, and 11).

In a laboratory context, this phenomenon is disorder from measurement. It may be

engineered to study systems with disorder beyond the commonly studied flat and Gaussian

distributions, but it is also a plausible phenomenon for small-scale, naturally occurring

systems with a dynamical response to an environment. A separation of scales is needed

between system and environment in order for the environmental degrees of freedom to

provide effective, locally fixed, coupling constants for the dynamics of the system. Although

the specific interaction terms we considered are from a particular class (that is, they appear

fine-tuned in the sense of Eq.(B.1)-Eq.(B.4) and they are not connected to free, Gaussian

fields by a smooth limit), they may serve as fully-defined non-Gaussian examples with

which to identify new phenomena or signatures in systems with this kind of disorder.

While understanding the effects of disorder distributions in spin systems is numerically

challenging, recent advances [69] tested on multi-modal distributions [70–73] may allow

computations for an even wider range of scenarios. Such laboratory studies could uncover

specific nonlinear phenomena that can serve as a guideline for novel cosmological signatures

of physics beyond the Standard Model. It would be interesting to work out a concrete

dynamical scenario in the context of cosmology that leads directly to such disorder, perhaps

along this lines of a generalized treatment of moduli stabilization appropriate when a hidden

sector contains light fields [23]. Our work here provides a set of possible implications for

such a scenario, calculable beyond the specialized case of only linear couplings and Gaussian

states.
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A Analytic expressions for 1D anharmonic oscillators

The normalization constant A for the ground state wave functions of a single anharmonic

oscillator, Eq.(2.6), is given by

A = a−
1
8 Ã =



(
2

c

) 1
4 1√

e
1
4
c2K 1

4

(
c2

4

) if c > 0

(
− 4

π2c

) 1
4 1√

e
1
4
c2
(
I− 1

4

[
c2

4

]
+ I 1

4

[
c2

4

]) if c < 0

2
3
8√

Γ
[
1
4

] if c = 0 ,

(A.1)

where Iν(x) and Kν(x) are the modified Bessel functions of the second kind, and Γ(z) is

the usual gamma function.

For c an arbitrary real number and n any positive integer, the 2nth raw even moment

with respect to the rescaled variable y is

〈
y2n
〉
=



Γ
[
1
2 + n

]
U
[
1
4 + n

2 ,
1
2 ,

c2

2

]
2

n
2
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4
√
c exp

[
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4

]
K 1

4

[
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4

] , if c > 0

2
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4
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Γ
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2
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1F1

[
1
4 + n

2 ,
1
2 ,

c2

2

]
−
√
2 cΓ

[
3
4 + n

2

]
1F1

[
3
4 + n

2 ,
3
2 ,

c2

2

])
π
√
−c exp

[
c2

4

] (
I− 1

4

[
c2

4

]
+ I 1

4

[
c2

4

]) , if c < 0

2
n
2 Γ
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1
4 + n

2
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Γ
[
1
4

] , if c = 0 ,

(A.2)

where 1F1[a, b, c] is the Kummer confluent hypergeomentric function and U [a, b, c] is the

Tricomi confluent hypergeometric function which can be expressed as

U [a, b, c] =
1

Γ[a]

∫ ∞

0
dt e−ctta−1(1 + t)b−a−1 . (A.3)

Noting ⟨y⟩ = 0, the variance is thus

Var(y, c) =
〈
y2
〉
=



Γ
[
3
2

]
U
[
3
4 ,

1
2 ,

c2

2

]
2

1
4
√
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(A.4)
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The 2nth even excess moment can be written as

ν2n(y, c) =

〈
y2n
〉

(Var(y, c))n
− (2n− 1)!! =
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where

B±(n, c) ≡

√
±c exp

[
c2

4

]
K 1

4

[
c2

4

]
2

1
4

n−1

. (A.6)

B Details of coupled systems

In the main text we constructed coupled anharmonic oscillator examples by assuming the

existence of a decoupling frame. Here we show how to see where these results apply from

the more traditional perspective, where the definitions of the free fields are handed down

first, from some encompassing theory, and then couplings are introduced. In that case, the

quasi-exactly solvable family of sextic oscillators is related to a class of Hamiltonians with

even terms up to sixth order2,

H =
1

2
(p2x1 + p2x2) +

1

2
(ω2

1x
2
1 + ω2

2x
2
2) +

3∑
k=1

 ∑
i,j|i+j=2k

λijx
i
1x
j
2

−B0 , (B.1)

with constrained frequencies ω and couplings λij . The form of the constraints can be

expressed by first rewriting the Hamiltonian as

H =
1

2
(p2x1 + p2x2) + (λ⃗02 · X⃗02 + λ⃗04 · X⃗04 + λ⃗06 · X⃗06) (B.2)

+ λ11x1x2 + λ22x
2
1x

2
2 + λ33x

3
1x

3
2

+ λ⃗13 · X⃗13 + λ⃗15 · X⃗15 + λ⃗24 · X⃗24 ,

2Interestingly for the story of moduli stabilization and disorder, potentials with terms only up to sixth

order may arise naturally for fields that descend from the NS-NS two-form potential B in Type II string

theory [74, 75]. We thank Timm Wrase for pointing this out to us.
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where, for example,

λ⃗13 · X⃗13 = λ13,1x1x
3
2 + λ13,2x

3
1x2 . (B.3)

Then within each λ⃗ij the two components are related by(
λij,1
λij,2

)
=

(
p 1− p

1− p p

)(
αij
βij

)
, (B.4)

where p = cos2(θ). Furthermore, the αij and βij are functions the five parameters appearing

in the uncoupled potentials in Eq.(2.3), a1, a2, b1, b2, n (where of course the difference

between ỹ or y notation is unimportant). Tracing out one of the oscillators in an θ ̸= 0

frame generically results in a non-Gaussian mixed state for the other oscillator, which can

be found exactly.

B.1 Mixing anharmonic oscillators

The most general ground state wave function for the system of coupled, quasi-exactly

solvable sextic oscillators is

ψ̃0(x̃1, x̃2) = Ã1Ã2 exp

{
−b1

2
[(cos θ)x̃1 − (sin θ)x̃2]

2 − b2
2
[(sin θ)x̃1 + (cos θ)x̃2]

2

}
× exp

{
−a1

4
[(cos θ)x̃1 − (sin θ)x̃2]

4 − a2
4

[(sin θ)x̃1 + (cos θ)x̃2]
4
}
. (B.5)

B.1.1 Special case: Identical oscillators coupled via mixing angle π/4

Consider first two identical oscillators in the uncoupled frame with n = 0, a1 = a2 ≡ a,

b1 = b2 ≡ b. Choosing the special mixing angle θ = π/4 so that sin θ = cos θ = 1/
√
2 yields

H̃
(id)
π
4

(x̃1, x̃2) =
1

2
(p2x̃1 + p2x̃2) + (b2 − 3a)(x̃21 + x̃22) + ab(x̃41 + x̃42) +

1

4
a2(x̃61 + x̃62) (B.6)

+
15

4
a2(x̃41x̃

2
2 + x̃21x̃

4
2) + 6ab(x̃21x̃

2
2) + 2b ,

with ground state wave function

ψ̃
(id)
0,π

4
(x̃1, x̃2) = A2 exp

{
− b
2

(
x̃21 + x̃22

)
− a

8

(
x̃41 + 6x̃21x̃

2
2 + x̃42

)}
. (B.7)

For both oscillators in the ground state and x2 traced out in the coupled frame, the reduced

density matrix for x1 can be written as

ρ̃(x̃1, x̃
′
1, a, b) =

1

2
A4 exp

[
− b
2
(x̃21 + x̃′21 )−

a

8
(x̃41 + x̃′41 )

]
f̃(x̃1, x̃

′
1, a, b) , (B.8)

The reduced density matrix ρ(x1, x
′
1) =

∫
dx2ψ0(x1, x2)ψ

∗
0(x

′
1, x2) in the rescaled coordi-

nates is simply related to that for the original parameters by ρ(x1, x
′
1, c) = a−

1
4 ρ̃(x̃1, x̃

′
1, a, b).
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The normalization Ã4 is given by

Ã4 =



2a

b

[
exp

(
b2

4a

)
K 1

4

[
b2

4a

]]−2

if b > 0

− 4a

π2b

[
exp

(
b2

4a

)(
I− 1

4

[
b2

4a

]
+ I 1

4

[
b2

4a

])]−2

if b < 0

√
8a

[
Γ

(
1

4

)]−2

if b = 0

, (B.9)

where I± 1
4
[z] and K 1

4
[z] are modified Bessel functions of the first and second kind, respec-

tively. The normalization in the rescaled variables is A4 = 1√
a
Ã4.

A4 =
1√
a
Ã4 =



2

c

[
exp

(
c2

4

)
K 1

4

[
c2

4

]]−2

, if c > 0

− 4

π2c

[
exp

(
c2

4

)(
I− 1

4

[
c2

4

]
+ I 1

4

[
c2

4

])]−2

, if c < 0

√
8

[
Γ

(
1

4

)]−2

, if c = 0 ,

(B.10)

The function f̃ can be defined piece-wise in terms of ũ(x̃1, x̃
′
1) ≡ 4b+ 3a(x̃21 + x̃′21 )

f̃(x̃1, x̃
′
1, a, b) =

√
ũ

a
exp

[
ũ2

32a

]
K 1

4

[
ũ2

32a

]
for x̃21 + x̃′21 > − 4b

3a

π

√
−ũ
2a

exp

[
ũ2

32a

](
I− 1

4

[
ũ2

32a

]
+ I 1

4

[
ũ2

32a

])
for x̃21 + x̃′21 < − 4b

3a√
1

2
√
a
Γ

(
1

4

)
for x̃21 + x̃′21 = − 4b

3a
.

(B.11)

At the boundary, x̃21+ x̃
′2
1 = − 4b

3a , the value of expression f̃(x̃1, x̃
′
1) is dependent only on the

value of a, regardless of the value of b, though the function is always piece-wise continuous.

If b > 0, the expression is simpler since it is always true that x̃21 + x̃′21 > − 4b
3a . The relation

to the rescaled variables is f(x1, x
′
1, c) = a

1
4 f̃(x̃1, x̃

′
1, a, b).

B.1.2 Coupling non-identical Oscillators

When c1 and c2 are sufficiently different, approximate analytic expressions exist for the

even raw moments beyond the variance:

µ2n(x1) =
〈
x2n1
〉
≈ |µ2n(y2)− µ2n(y1)| sin2(θ) + min{µ2n(y1), µ2n(y2)} , (B.12)

µ2n(x2) =
〈
x2n2
〉
≈ |µ2n(y2)− µ2n(y1)| cos2(θ) + min{µ2n(y1), µ2n(y2)} . (B.13)

This approximation successfully reproduced the expected shape for µ4(x1) when c1 = −1,

c2 = −5 but performs quite poorly when c1 = −5.1, c2 = −5. Then, for excess moments,
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when c1 and c2 are sufficiently different,

ν2n(x1) ≈
|µ2n(y2)− µ2n(y1)| sin2(θ) + min{µ2n(y1), µ2n(y2)}[
|Var(y2)−Var(y1)| sin2(θ) + min{Var(y1),Var(y2)}

]n − (2n− 1)!! (B.14)

ν2n(x2) ≈
|µ2n(y2)− µ2n(y1)| cos2(θ) + min{µ2n(y1), µ2n(y2)}

[|Var(y2)−Var(y1)| cos2(θ) + min{Var(y1),Var(y2)}]n
− (2n− 1)!! (B.15)

These approximations do well, for example, for ν4(x1) and ν6(x1) when c1 = −1, c2 = −5.

But, they are less accurate for higher moments and for all moments when c1 ≈ c2, where

they incorrectly predict ν2n(x1) = ν2n(y1).
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