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We study the classical dynamics of a system of a pair of Kerr-Duffing nonlinear oscillators, coupled
by a nonlinear interaction and subject to a parametric drive. Within a rotating wave approximation
(RWA), we analyze the steady-state solutions for the oscillation amplitude of the two oscillators.
In the most relevant case of identical oscillators, we separately investigate configurations in which
only one oscillator is parametrically driven or both of them are simultaneously driven. In the latter
regime, a special attention is paid to the symmetric case where the parametric drives acting on
the two oscillators are equal: for an increasing value of the detuning of the parametric drive, a
transition to a multi-stable, symmetry-breaking regime is found, where the two oscillators display
different oscillation amplitudes and phases.

I. INTRODUCTION

Nonlinear dynamics of resonantly driven oscillator
modes is a very general theme common to many fields
of physics, from nanomechanical systems to photonics.
In the mechanical context, it has received growing atten-
tion in view of metrological applications [1–7] as well as
from a fundamental science perspective. Driven nonlin-
ear nanomechanical systems constitute, in fact, an ideal
platform for the investigation of fundamental aspects of
nonlinear dynamics and nonequilibrium fluctuations [8].
In photonics, models involving a few resonantly-driven
modes coupled by nonlinear processes provide a powerful
framework to describe nonlinear optical processes leading
to the mixing of different beams and to the generation
of new harmonic and/or sub-harmonic components and
are at the heart of devices for quantum and/or nonlinear
optics applications [9–13] .

Independently of the specific platform used, nonlin-
ear coupling between linear modes is expected to become
strong when the ratio between their resonance frequen-
cies is an integer (linear resonance 1:n) or rational (para-
metric resonance 2:n), viz. the so-called internal reso-
nances [14]. When internal resonance are not present,
nonlinear interaction arises from the dispersive interac-
tion between the modes. If one of the coupled modes
is driven in linear regime nonlinear interactions typically
manifest as a dispersive shift of the mode frequencies,
which depends on the oscillation amplitude of the driven
mode. Such nonlinear interaction effects have been ob-
served in a variety of nanomechanical systems, e.g. dou-
bly clamped beams or strings, clamped nano- or micro-
cantilever,s and in doubly clamped, nanomechanical sili-
con nitride string resonators [15–23].

In photonics, nonlinear interaction processes are medi-
ated by the nonlinear response of the material medium,
in particular second-order χ(2) and third-order χ(3) non-
linearities, leading to a variety of phenomena, from op-
tical bistability to parametric amplification and oscilla-
tion [9–13, 24]. In the last decades, growing attention

has been paid to systems featuring a complex interplay of
several nonlinear phenomena at once and/or well-defined
discrete modes [25–27]. Nowadays, an active frontier is to
explore fundamental aspects of non-equilibrium fluctua-
tions around the steady-state of spatially extended sys-
tems and shine a light on their relation to fundamental
questions of pattern formation in nonlinear systems [28–
31].

In this paper, we investigate a simple model based
on two Kerr/Duffing oscillators coupled through nonlin-
ear interaction terms, proportional to the product of the
squares of the two amplitudes of the two modes ∼ q21q

2
2 .

Within the rotating wave approximation (RWA), we an-
alyze the possible stationary, paired solutions and their
dynamical stability in the two cases when either only
one of the two modes is driven or when both resonators
are driven by parametric forces modulating the oscillator
frequencies at a frequency close to twice their bare fre-
quency. When both resonators are parametrically driven
at the same frequency, the paired amplitudes of the two
modes show a complex and intriguing behavior which is
also characterized by the presence of several instability
ranges in the frequency detuning. As a most interest-
ing result, we find that when the two resonators have
equal parameters and are driven with equal amplitudes,
the overall symmetry of the system can be spontaneously
broken for moderately weak nonlinear interaction, lead-
ing to an intriguing multistability phenomenon featuring
steady states with different amplitudes and phases on the
two oscillators.

The article is organized as follows. In Sec. II, we in-
troduce the model and the effective dynamical equation
in the rotating frame using the RWA. In Sec. III, we
shortly discuss the behavior of the system when both res-
onators have non-zero oscillation amplitude in presence
when only resonator is driven. Finally IV, we analyze the
intriguing case when both resonators are simultaneously
driven and the emergence of symmetry breaking.
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II. THE SYSTEM

We introduce the mathematical model that describes
two nonlinear resonant modes coupled by the cross-Kerr
/ parametric interaction which are driven parametrically.
We consider two resonators with equal damping coeffi-
cients and equal self-Kerr-Duffing parameters. We refer
to the Appendix A for the details.

In the rotating frame and using the RWA, the equa-
tions for the complex amplitudes associated with the two
modes oscillating at frequencies ωd are

∂z1
∂τ

= iF1 (z1, z2) ,
∂z2
∂τ

= iF2 (z2, z1) (1)

with the functions Fn (zn, zm)

Fn (zn, zm) =
(
|zn|2 − δΩn + i

)
zn + δΩT,nz

∗
n

+ g
(
2|zm|2zn + z2mz∗n

)
. (2)

for n = 1 and m = 2 and viceversa.
Here δΩn corresponds to the scaled detuning for the

resonator n and δΩT,n is proportional to the strength of
the parametric drive. It also corresponds to the (scaled)
frequency threshold for the self-sustained oscillatory mo-
tion of the resonator n in the limit of vanishing damping
and without interaction The parameter g represents the
scaled coupling strength for the interaction.
The stationary solution are obtained by requiring
∂z1/∂τ = ∂z2/∂τ = 0, namely by solving the two cou-
pled nonlinear equations

F1 (z̄1, z̄2) = F2 (z̄2, z̄1) = 0 . (3)

We analyze the dynamical stability of these solutions
by analyzing the small fluctuation around these points
zn ≃ z̄n + δzn, namely, we consider the equations for the
vector of the fluctuations

∂

∂τ

 δz1
δz∗1
δz2
δz∗2

 = i

 a1 b1 c d
−b∗1 −a1 −d∗ −c
c d a2 b2

−d∗ −c −b∗2 −a2


 δz1

δz∗1
δz2
δz∗2


(4)

with the coefficients evaluated at the stationary solutions

a1 = 2|z̄1|2 − δΩ1 + 2g|z̄2|2 + i , (5)

a2 = 2|z̄2|2 − δΩ2 + 2g|z̄1|2 + i , (6)

b1 = z̄21 + δΩT,1 + gz̄22 , (7)

b2 = z̄22 + δΩT,2 + gz̄21 , (8)

c = 2g (z̄∗1 z̄2 + z̄1z̄
∗
2) , (9)

d = 2gz̄1z̄2 . (10)

Notice that if we have the trivial solution for one of
the two resonators z̄n = 0, the equations for δz1 and δz2
become decoupled.

When the real parts of all eigenvalues of the matrix
appearing in Eq. (4) - including the factor i - are nega-
tive, the stationary solution is dynamically stable against
noise. In the limit of small damping, which corresponds
to neglect the factor i in the coefficients a1 and a2, the so-
lutions are dynamically stable simply when the real parts
of the eigenvalues vanish.
Hereafter we focus our analysis on the strong nonlinear

regime in which the motion is dominated by the non-
linear interaction such that we can neglect the damping
force, which is valid in the limit 3κA2

n/(8ωd) ≫ Γ
with An the amplitude of the oscillatory motion of the
resonator qn(t) = An cos(ωdt+θn), κ is the Kerr-Duffiing
parameter, Γ is the damping and ωd is half of the drive
frequency (see appendix A). This approximation is not
valid when we are close to the parametric threshold when
the resonator starts to oscillate at frequency ωd and the
amplitude can be small enough to violate the previous
condition. However, the effect of the damping is the
renormalization of the threshold. This approximation
captures qualitatively the behavior of the nonlinear
system, although it cannot be quantitatively correct in
correspondence with the thresholds.

Before analyzing the solutions in which both resonators
oscillate, z̄1 ̸= 0 and z̄2 ̸= 0, we discuss shortly the simple
cases in which one of the two resonators is at rest. We
refer to the appendices B, C for a more extended analysis.

First of all, for a single parametrically driven nonlinear
resonator (uncoupled with g = 0), one has the following
(stable) steady-state solution for z̄: the resonator starts
to oscillate at frequency ωd above the detuning threshold
δΩ > −δΩT,1 and it is entirely out of phase with respect
to the drive, in the limit of vanishing damping (see ap-

pendix B). The trivial solution z̄
(0)
1 = 0 is unstable in the

detuning range |δΩ| < δΩT,1.
When we switch on the interaction, we discuss the sta-

tionary pair solutions. In particular, the trivial solution
(z̄1 = 0, z̄2 = 0) is still a stationary solution and unsta-
ble for |δΩi| < δΩT,i as for the case g = 0. On the other
hand, the pair solutions (z̄1 ̸= 0, z̄2 = 0) have decoupled
equations of the fluctuations Eq. (4) (the coefficients c
and d vanish) but they are correlated as the finite value
of the amplitude of the driven mode z̄1 affects the fluc-
tuation of the second non-driven mode δz2 (for example
the coefficient a2 depends on z̄1) and therefore the range
of stability can be different from the noninteracting case,
see appendix C.

III. FINITE AMPLITUDE SOLUTIONS FOR
ONE DRIVEN RESONATOR

We start the analysis by considering that the external
drive is applied only to the first resonator (δΩT,2 = 0).

In appendix D, we give a detailed analysis of this
regime, in which we report the analytical solutions in ta-
ble I. The different possible solutions are associated with
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Figure 1. Example of the behavior for a single-driven mode.
Legend: The amplitudes of the two different resonators are
distinguished by the symbol, i.e., ■ for |z̄1|, ■ for |z̄2|. Lines
with the same color show solution pairs of the two resonators.
Solid lines correspond to stable solutions. Dashed lines corre-
spond to unstable solutions. Parameters: g = 1/2, δΩT,1 = 0
and δΩT,2 = 5. The blue lines show the solution pairs with
only one oscillating resonator while the other one is at rest.

different ranges of the coupling strength g, in particular
in the ranges 0 < g < 1/3, 1/3 < g < 1 and g > 1. We
checked that the numerical results are in good agreement
with the analytical solutions shown in appendix D.

In short, when only the first mode is driven, the para-
metric interaction changes the system’s stability range
even when we have the trivial solution for the second
non-driven mode. Furthermore, the first resonator can
drive the state of the second resonator in an oscillatory
motion.

We give an example of results for this regime in Fig. 1
(numerical results) in which we plot stable pair solutions
(solid lines) and unstable ones (dashed lines). In par-
ticular, we notice that, for the stable solutions, the sec-
ond non-driven resonator starts to oscillate for a given
threshold detuning. This leads to a discontinuity in the
amplitude curve of the driven resonators. As another
possible case (not shown) the curve for the second res-
onator can have a discontinuity in which the amplitude
z̄2 has a jump from zero to a finite value.

IV. FINITE AMPLITUDE SOLUTIONS FOR
TWO DRIVEN RESONATORS

In this section, we analyze the case of both nonlinear
resonators being parametrically driven. We consider the
degenerate case, with ω1 = ω2 such that the detuning
frequencies are the same δΩ1 = δΩ2 = δΩ.

Figure 2. Example of the behavior of the system for two
driven modes with different drive strengths. Legend: The
amplitudes of the two different resonators are distinguished
by the symbol, i.e. ■ for |z̄1|, ■ for |z̄2|. Lines with the same
color show solution pairs of the two resonators. Solid lines
correspond to stable solutions. Dashed lines correspond to
unstable solutions. The green and blue lines are the paired
solutions with z̄2 = 0 or z̄1 = 0. Parameters: (a): δΩT,1 = 3,
δΩT,2 = 5, g = 1/8. (b): δΩT,1 = 10/3, δΩT,2 = 5, g = 1/2.

A. Numerical analysis for asymmetric drive
δΩT,1 ̸= δΩT,2

We start the analysis when the strengths of the two
parametric drives are different δΩT,1 ̸= δΩT,2. For this
case, we discuss some simple limits, in a qualitative man-
ner, that we have tested numerically and show an exam-
ple of results.

First of all, in the limit of weak coupling g ≪ 1, the
solutions are connected qualitatively to uncoupled solu-
tions for two noninteracting modes, as expected.

On the other hand, for δΩT,1 ≫ δΩT,2, for moderate
force acting on the first resonator δΩT,1 ≫ 1 and not
so small coupling g, the solutions are connected quali-
tatively to ones obtained for the case of a single-driven
mode, see Sec. III. One can estimate this regime in the
small damping limit in which we have |z1|2 ≈ δΩT,1 at
small detuning. Hence the effects of the first resonator



4

dominate on the second drive for gΩT,1 ≫ ΩT,2. In such
regime the interaction between the two resonators domi-
nates over the second drive, the amplitude of the second -
weakly driven - resonator is determined by its parametric
interaction with the first resonator in a way qualitatively
similar to the results discussed in Sec. III.

The more interesting regime occurs when the strength
of the two drives are comparable, and the interaction
strength is also not so small. An example of results in
such a regime is shown in Fig. 2 for g = 1/8 and g = 1/2.
Here the blue and green lines are the paired solutions
with z̄2 = 0 or z̄1 = 0, respectively. The solid lines
show the stable solutions. As there are many unstable
solutions, we include only a few examples of them in the
figure corresponding to the dashed lines.

For g = 1/8 , we have stable solutions of finite ampli-
tudes, z̄1 ̸= 0 and z̄2 ̸= 0, (turquoise lines) up to some
detuning, they disappear, and two new stable solutions
emerge again at larger detuning (purple lines). The sys-
tem has multistability when we regard the phase since the
modulus of the solutions shown in Fig. 2 corresponds to
solutions of different phases. One can show that, in total,
there are four different paired solutions corresponding to
the four possible combinations of the phases.

For the case g = 1/2, the system shows a multistabil-
ity even for the modulus, as shown Fig. 2b, in which two
paired solutions of different amplitudes (turquoise lines
and purple lines) are stable in the same detuning range.
In this case, the system admits eight stable paired solu-
tions, e.g. four solutions for a given pair of amplitudes.

B. Numerical analysis in the symmetric case
δΩT,1 = δΩT,2

As the most interesting case, we analyze the case in
which the strength of the two drives is the same δΩT,1 =
δΩT,2. In this case, the system is fully symmetric. An
example of results in such a regime is shown in Fig. 3 for
g = 1/5, g = 3/10 and g = 1/2, in the limit of negligible
damping.

The symmetry of the equations leads to a natural sym-
metric solution in which the two resonators have the same
oscillatory amplitude |z̄1| = |z̄2| = |z̄0|. We find that
this solution is stable for different ranges, as indicated
in Fig. 3. Although the modulus is the same, the sys-
tem has a multistability related to the combinations of
all possible phases of the solutions (similar to the results
of the previous section). Denoting the two possible states
for each resonator as |z̄0|eiφ0,+ and |z̄0|eiφ0,− , we ob-
tain in total four possible solution pairings depending on
whether the two resonators have either different or equal
phases. They correspond to (φ0,+,φ0,+), (φ0,+,φ0,−),
(φ0,−,φ0,+), (φ0,−,φ0,−), with |φ0,+ − φ0,−| = π.
When we increase the coupling, we observe that at

g = 1/3 the region of stability of the symmetric solution
changes discontinuously. For g < 1/3 the symmetric so-
lution is stable from δΩ > −δΩT up to a critical detuning

δΩ < δΩc,S , see Fig. 3a and Fig. 3b, whereas it becomes
stable at large detuning δΩ > δΩc,S for g > 1/3, see
Fig. 3c. We have numerically calculated the critical value
g at which the system with broken symmetry switches
from the solution types of Fig. 3a and Fig. 3b to the so-
lution types of Fig. 3c, at different values of the drive
strength δΩT . Within the range of parameters explored

Figure 3. Example of the behavior of the system for
two driven modes with symmetric drive. The orange indi-
cates that two solutions overlap/exist with the same ampli-
tude. The solid lines are the stable solutions, whereas the
dashed lines correspond to the unstable ones. Parameters:
δΩT,1 = δΩT,2 = 10 (a): g = 1/5 (b): g = 3/10 (c): g = 1/2.
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in our numerical solutions, we find that the critical cou-
pling at which the discontinuity occurs is gc ≈ 1/3 and
it is independent of the drive strength δΩT . The latter
only affects the critical detunings δΩc,S at different g.
For g < 1/3, at δΩ = δΩc,S , we have a pitchfork bi-

furcation of the stable solutions: for δΩ > δΩc,S , the
symmetric solution is unstable, and we have a solution
with broken symmetry in amplitudes |z̄1| ̸= |z̄2|, see
Fig. 3a and Fig. 3b. For g > 1/3, the symmetric solu-
tion becomes stable for δΩ > δΩc,S whereas the broken-
symmetry solution results are stable at larger detuning,
see Fig. 3c, with one of them appearing at finite ampli-
tude in a discontinuous way.

V. BROKEN-SYMMETRY SOLUTIONS OF THE
SYMMETRIC CASE

We now discuss the behavior of the broken symme-
try solutions. At the pitchfork bifurcation, as shown
in Fig. 3(a) and Fig. 3(b), we have two stable non-
symmetric solutions which we denote |z̄h| and |z̄l|. The
system has multistability characterized by the possibility
of exchanging the amplitudes of the two resonators, i.e.
we have a state with |z̄1| = |z̄h| and |z̄2| = |z̄l| and a
different state with |z̄1| = |z̄l| and |z̄2| = |z̄h|.

Furthermore, even if we fix the modulus of the am-
plitudes of the two resonators, for example, |z̄1| = |z̄h|
and |z̄2| = |z̄l|, this state is still characterized by multi-
stability owing to the different phases associated to each
solution z̄h and z̄l. More explicitly, we have four possible
states given by four possible combinations of the phases

(1) z̄1 = |z̄h|eiφh,+ z̄2 = |z̄l|eiφl,+ , (11)

(2) z̄1 = |z̄h|eiφh,+ z̄2 = |z̄l|eiφl,− , (12)

(3) z̄1 = |z̄h|eiφh,− z̄2 = |z̄l|eiφl,+ , (13)

(4) z̄1 = |z̄h|eiφh,− z̄2 = |z̄l|eiφl,− . (14)

with |φh,+ − φh,−| = |φl,+ − φl,−| = π.
We summarize the behavior of the paired solutions in

Fig. 4 in which we plot the complex amplitudes of Fig. 3a
parametrically as a function of the detuning for the case
g = 1/5.

In Fig. 5, we show the complete phase diagram. The
white areas represent regions where symmetric solutions
are dynamically stable. In contrast, red areas indicate re-
gions of dynamic instability for these solutions. Green ar-
eas denote the existence and dynamic stability of broken-
symmetry solutions. When green overlaps with red, the
broken-symmetry solution is the only stable configura-
tion. Conversely, where green overlaps with white, both
symmetric and broken-symmetry solutions remain dy-
namically stable. We found the stability regions for
the broken-symmetry solutions numerically, whereas the
symmetric solutions are obtained from analytical formu-
las that we analyze in detail in the following. In the white

regions, we find that also other type solutions, for exam-
ple, the solution with z1 = 0 and z2 ̸= 0, are still possible.
A similar phase diagram occurs if we vary the symmetric
drive strength δΩT,1 = δΩT,1 where the critical coupling
at gc ≈ 1/3 remains unchanged.
In the limit of vanishing damping, the symmetric so-

lutions take the form

z0 = ±i
δΩ+ δΩT

1 + 3g
(15)

where we set δΩT = δΩT,1 = δΩT,2. Then the coeffi-
cients of the matrix associated to the fluctuations Eq. (4)
around the stationary points are real and read

a = 2 (1 + g) |z0|2 − δΩ , (16)

b = − (1 + g) |z0|2 + δΩT , (17)

c = ±4g|z0|2 , (18)

d = ∓2g|z0|2 . (19)

with the sign± (∓) depending on the phases of the paired
solution, e.g. the same z̄1 = z̄2 or different phase z̄1 =
−z̄2. Recalling that δzn = δQn − iδPn and changing
the variables Q̄ = δQ1 + δQ2, ∆Q = δQ1 − δQ2, P̄ =
δP1+δP2, ∆P = δP1−δP2, one can obtain the expansion
of the Hamiltonian around the symmetric stable solution

Figure 4. An example of the behavior of the system in the
presence of a broken-symmetry solution corresponding to the
parameters shown in Fig. 3 (a), i.e. parameters: g = 1/5,
δΩT,1 = δΩT,2 = 10. The stable solutions for the two ampli-
tudes at different values of the detuning are shown. Before the
bifurcation, we have the symmetric solutions |z̄0|, which are
placed on a diagonal through the origin: the two modes can
have either the same phase or a phase shift by π (see text).
After the bifurcation, we obtained different stable paired so-
lutions. For example the solution z1 = |z̄h|eiφh,+ in quadrant
II can be paired either with z2 = |z̄l|eiφh,+ in quadrant I or
with z2 = |z̄l|eiφh,− in quadrant III.
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Figure 5. Phase diagram for the symmetric resonators with
equal resonant frequency and drive strength δΩT = 10. The
symmetric solutions |z̄1| = |z̄2| are stable in the white region,
whereas the broken symmetry solutions are stable in the green
region.

as the same of two quadratic Hamiltonian

H
(2)
RWA = HΣ +H∆ . (20)

with

HΣ =
1

2
ΩP̄ P̄ 2 +

1

2
ΩQ̄ Q̄2 , (21)

H∆ =
1

2
Ω∆P ∆P 2 +

1

2
Ω∆Q ∆Q2 . (22)

in which the conjugate variables are
(
Q̄, P̄

)
and

(∆Q,∆P ) with the following dynamical equations

˙̄P = ∂HΣ/∂Q̄ , ˙̄Q = −∂HΣ/∂P̄ , (23)

∆Ṗ = ∂H∆/∂∆Q , ∆Q̇ = −∂H∆/∂∆P . (24)

The system is dynamically stable as long as the product
of the two coefficients in each quadratic Hamiltonian is
positive, namely ΩP̄ΩQ̄ > 0 and Ω∆PΩ∆Q > 0.

For example, for z̄1 = z̄2, the coefficients are

ΩP̄ = 2 (δΩ+ δΩT ) , (25)

ΩQ̄ = 2δΩT , (26)

and

Ω∆P = 2
1− 3g

1 + 3g
(δΩ+ δΩT ) , (27)

Ω∆Q = 2
δΩT

1 + 3g

[
1− g

(
2
δΩ

δΩT
− 1

)]
. (28)

The quadratic Hamiltonian around the stationary
point z̄1 = −z̄2 has a similar form which can be writ-
ten by exchanging the coefficient ΩP̄ with Ω∆P and the
coefficient ΩQ̄ with Ω∆Q.

For positive detuning δΩ > 0, we observe that only
the coefficient Eq. (27) and Eq. (28) can change the sign
by varying the detuning and the coupling constant. In
particular Eq. (27) is positive for g < 1/3. The frequency
Eq. (28) is always positive in the range 0 < g < 1 for
for δΩ < δΩT /2 whereas for δΩ > δΩT /2 we have the
condition

g <
1

2 δΩ
δΩT

− 1
, for δΩ >

δΩT

2
. (29)

In conclusion, when both Eq. (27) and Eq. (28) are pos-
itive or negative, the system is stable: the critical line
gc = 1/3 and Eq. (29) determines the stability phase
diagram shown in Fig. 5 for the symmetric solution.

VI. SUMMARY

In conclusion, we have studied the dynamics of a sys-
tem of two parametrically driven nonlinear oscillators
coupled by a nonlinear interaction. Several cases have
been identified for which analytic solutions for the sta-
tionary state are available, while dynamic stability can
be numerically assessed. As a most interesting result,
in the symmetric case where the oscillators have equal
parameters and are subject to equal driving forces, sta-
tionary solutions that spontaneously break the symmetry
are found, leading to intriguing multistability phenom-
ena. The natural next step will be to investigate the
classical and quantum fluctuation properties around the
critical points for this multistability phenomenon and the
dependence of the switching rate between different solu-
tions on the distance from the critical point.
Another interesting perspective is given by the recent

advances in the field of superconducting circuits [32],
where these types of non-linear oscillators can be imple-
mented by using various Josephson junction-based tech-
nologies [33]. In this framework, the system can reach
a regime where quantum effects become relevant. The
pitchfork bifurcation leading to symmetry breaking in
the steady-state solutions can eventually be described
by a spontaneous symmetry-breaking dissipative phase
transition in the quantum regime. Our findings can thus
provide an interesting starting point to explore a new
type of dissipative phase transition [34–39] with possibly
interesting non-classical states.
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Appendix A: The model Hamiltonian

In this appendix we derive Eqs. (1),(2). We start from
the model Hamiltonian that describes two nonlinear res-
onators of frequency ωn with n = 1, 2 and Kerr-Duffing
parameter κn on which one applies one or two paramet-
ric external drives at frequency 2ωd and of strength µn.
The two modes also have a dispersive (or parametric) in-
teraction of coupling strength λ. The Hamiltonian of the
system reads

H =

2∑
n=1

[
p2n
2

+

(
ω2
n

2
+ µn cos (2ωdt)

)
q2n +

κn

4
q4n

]
+
λ

2
q21q

2
2

(A1)
with qn and pn the conjugated variables (i.e. position and
momentum) of the two modes. The dynamics equations
are given by

∂qn
∂t

=
∂H

∂pn
,

∂pn
∂t

= −∂H

∂qn
− 2Γn

∂qn
∂t

(A2)

in which we added a damping force acting on both res-
onators with damping coefficient Γn. We apply a canon-
ical transformation

qn(t) =
1

2
un(t)e

iωdt + c.c. , pn(t) =
iωd

2
un(t)e

iωdt − c.c.

(A3)
where c.c. means complex conjugate. Here un(t) =
Xn(t) − iYn(t) is the complex amplitude whose compo-
nents represent the two quadratures of the driven motion
in the rotating frame, withXn(t) the component in phase
with the drive and Yn(t) the component out of phase,
namely qn(t) = Xn(t) cos(ωdt) + Yn(t) sin(ωdt).

Using the rotating wave approximation (RWA) with
ωd ≫ |ωd − ωi|, the fast oscillating components of the
motion in the rotating frame can be neglected, and the
following time-independent equation for the quadratures
is obtained

∂Xn

∂t
=

∂HRWA

∂Yn
− ΓnXn ,

∂Yn

∂t
= −∂HRWA

∂Xn
− ΓnYn .

(A4)
The conservative dynamic is described by the effective
Hamiltonian HRWA. Before giving the explicit form of
HRWA, it is useful to scale the quadrature according to
the following way

Xn =

√
8ωdΓn

3κn
Qn , Yn =

√
8ωdΓn

3κn
Pn (A5)

where Qn, Pn are dimensionless. Then, the effective
Hamiltonian HRWA can be cast as

H̃RWA =
3
√
γ1γ2

8ωdΓ1Γ2
HRWA = α H̃1+

1

α
H̃2+g H̃int (A6)

with the parameters

g =
λ

3
√
κ1κ2

, α =
Γ1

Γ2

√
κ2

κ1
(A7)

g represents the scaled coupling strength for the interac-
tion, whereas α is the asymmetry parameter for the two
modes. The dimensionless Hamiltonians are given by

H̃n =
1

4

(
Q2

n + P 2
n

)2 − δΩn

2

(
Q2

n + P 2
n

)
+

δΩT,n

2

(
Q2

n − P 2
n

)
(A8)

H̃int =
(
Q2

1 + P 2
1

)(
Q2

2 + P 2
2

)
+

1

2

(
Q2

1 − P 2
1

)(
Q2

2 − P 2
2

)
+ 2Q1Q2P1P2 (A9)

and the scaled parameters are

δΩn =
ωd − ωn

Γn
, δΩT,n =

2µn

4ωdΓn
(A10)

with δΩn representing the scaled detuning for the res-
onator n and δΩT,n is associated with the frequency
threshold for the oscillatory motion of the resonator n
at frequency ωd in the limit of vanishing damping and no
interaction g = 0. Setting zn = Qn − iPn the dynamical
equations read

1

Γ1

∂z1
∂t

=
(
−iδΩ1 + i|z1|2 − 1

)
z1 + iδΩT,1z

∗
1

+ i
g

α

(
2|z2|2z1 + z22z

∗
1

)
(A11)

1

Γ2

∂z2
∂t

=
(
−iδΩ2 + i|z2|2 − 1

)
z2 + iδΩT,2z

∗
2

+ iαg
(
2|z1|2z2 + z12z

∗
2

)
. (A12)

Hereafter, we assume the resonators are almost equal and
the asymmetry factor is α ≈ 1. More precisely, we as-
sume that the Γ1 ≈ Γ2 which implies κ1 ≈ κ2 for α = 1.
This is valid for Γi ≫ |Γ1 − Γ2| and κi ≫ |κ1 − κ2|, i.e.
the difference between the parameters are small correc-
tions. Therefore, to simplify the notation, we can set
Γ1 = Γ2 = Γ and κ1 ≈ κ2 = κ By scaling the time as
τ = Γt we obtain Eqs. (1),(2).

Appendix B: The noninteracting case g = 0 and the
steady-state trivial solution z̄1 = z̄2 = 0

In this appendix, we recall the solutions for the non-
interacting case g = 0 and analyze the behavior of the
trivial solutions z̄1 = z̄2 = 0.
For the uncoupled case g = 0, we have a single paramet-
rically driven nonlinear resonator. Within the RWA and
in the limit of vanishing damping, the equation for the
stationary solution for the first resonator reads

0 =
(
|z1|2 − δΩ1

)
z1 + (δΩT,1) z

∗
1 (B1)

and the non-trivial solutions for z1 are simply

z̄
(0)
1,+ = ±i

√
δΩ1 + δΩT,1 , z̄

(0)
1,− = ±

√
δΩ1 − δΩT,1 ,

(B2)
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The solution ū
(0)
1,+ corresponds to the the resonator state

when it starts to oscillate at frequency ωd above the de-
tuning threshold δΩ > −δΩT,1 and it is completely out
of phase with respect to the drive. By analyzing the
dynamics of the harmonic fluctuations around the sta-
tionary point, this solution is always dynamically stable

above the threshold. The solution ū
(0)
1,− appears above

the detuning threshold δΩ > δΩT,1 and it is in phase re-
spect to the drive: This solution is always dynamically
unstable above the corresponding threshold. The triv-

ial solution ū
(0)
1 = 0 is unstable in the detuning range

|δΩ| < δΩT,1.
The effect of finite damping Γ ̸= 0 is a shift of

the detuning threshold δΩT,1 → (δΩ2
T,1 − 1)

1/2
, which

reads, using the bare parameters, as the change from

µ1/(2ωd) → [(µ1/(2ωd))
2 − Γ2]

1/2
.

When we switch on the interaction, we discuss the
stationary pair solutions. In this case, the trivial solu-
tions (z̄1 = 0, z̄2 = 0) is still a stationary solution which
remains unstable for |δΩi| < δΩT,i as for the case g = 0
since the equations for the fluctuations around the sta-
tionary points are decoupled and uncorrelated as for the
noninteracting case g = 0.

Appendix C: Solutions with z̄2 = 0

In this appendix, we discuss the behavior of the solu-
tions of the type (z̄1 ̸= 0, z̄2 = 0), namely when one of
the two resonators does not oscillate.
The equations for the fluctuations of the two resonators
are decoupled, and in particular, the dynamical equations
for the fluctuations of the resonator with (z̄1 ̸= 0 remain
unchanged respect to the noninteracting case g = 0.
However, the two resonators are correlated as the fi-

nite value of the amplitude of the first resonator z̄1 af-
fects the fluctuations δz2 of the second one with z̄2 = 0.
Therefore, the stability range can differ from that of
the noninteracting case. As a consequence, the station-
ary pair solution, which is stable for the case g = 0(
z̄1,+ = ±i

√
δΩ+ δΩT,1, z̄2 = 0

)
can become unstable.

For example, in the regime ω1 = ω2, δΩT,2 < gδΩT,1

and g < 1/2, the zero amplitude solution for the second
resonator z̄2 = 0 becomes unstable in the detuning range
δΩT,2 < δΩ < (2gδΩT,1 − δΩT,2) /(1 − 2g), beyond the
range of the noninteracting case |δΩ| < δΩT,2.

Appendix D: Analytic solutions for δΩT,1 > 0 and
δΩT,2 = 0

In this appendix, we analyze in more detail the pair
solution z̄1 ̸= 0 z̄2 ̸= 0 when only one resonator is para-
metrically driven, e.g. δΩT,1 > 0 and δΩT,2 = 0. Simple
analytical solutions are possible in this case. To sim-
plify the notation we consider degenerate resonators with

ω1 ≈ ω2, namely |ω1 − ω2| ≪ Γ. If we consider one of
the two equations for vanishing parametric drive for the
second resonator, we have a simple equation

0 =
(
|z1|2 − δΩ+ 2g|z1|2

)
z2 +

(
z21
)
z∗2 (D1)

Comparing Eq. (D1) with Eq. (B1) we see that the dis-
persive interaction has two effects: (i) the amplitude of
the first resonator z1 acts as a parametric drive on the
second resonator, (ii) the amplitude of the first resonator
z1 leads to a dispersive frequency shift of the frequency
of the second resonator. This equation can be solved for
z2 as function of z1

z2,+(z1) = i

√
δΩ− g|z1|2eiθ1 , for δΩ− g|z1|2 > 0

(D2)

z2,−(z1) =

√
δΩ− 3g|z1|2eiθ1 , for δΩ− 3g|z1|2 > 0

(D3)

with z1 = |z1|eiθ1 . As a consequence, these two solutions
correspond to the two branches of the single parametri-
cally driven Duffing that we have discussed above, with
the difference that these two branches do not start sym-
metrically with respect to zero detuning, but they are
centered at finite detuning 2g|z1|2. Then we insert the
two solutions z2,±(z1) in the equation F1 (z1, z2,±(z1)) =
0, in the limit of vanishing damping, such that we ob-
tain a close equation for z1. According to the value of
coupling strength g one obtains a zoo of different pair
solutions. The non-trivial analytic solutions are reported
in the table I.
Notice that some solutions exist only in a given range

of the coupling strength g. In particular different solu-
tions appear in the range 0 < g < 1/3, 1/3 < g < 1
and g > 1. The second column of the table I gives the
frequency detuning threshold for the validity of the solu-
tions, whereas the third column refers to the frequency
detuning at which a discontinuity occurs. When the de-
tuning threshold coincides with the detuning of the dis-
continuity, one of the two solutions is characterized by
a jump from zero to the state of finite amplitude solu-
tion. When the detuning threshold is determined by the
parametric drive δΩT,1, the solutions are continuous and
only the first derivative of the solution with respect to
the detuning has a discontinuity.
The solutions in table I are possible solutions. How-

ever, as second step, we analyze the dynamical stability
of these stationary solutions. In general, the region of
stability does not coincide with the detuning threshold
at which the stationary solution appears, and we com-
puted such ranges numerically.
In Fig. 1, we report an example to illustrate the typi-

cal behavior of the system with the discontinuity in the
first derivative of z̄1 as a function of detuning and the
parametric-like threshold for z̄2.
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Condition Range Discontinuity z̄1 z̄2

g < 1 δΩ > −δΩT,1 δΩc,1 = g
1−g

δΩT,1 ±i
√

δΩ+ δΩT,1 − θ (δΩ− δΩc,1)
g

1+g
(δΩ− δΩc,1) ∓

√
δΩ− g|z̄1|2

g < 1 δΩ > δΩc,2 δΩc,2 = 1
1−g

δΩT,1 ±
√

1
1+g

(δΩ− δΩc,2) ±i
√

δΩ− g|z̄1|2

1 < g δΩ > δΩ∗
c,1 δΩ∗

c,1 = 1
g−1

δΩT,1 ±i
√

1
1+g

(
δΩ− δΩ∗

c,1

)
∓
√

δΩ− g|z̄1|2

1 < g δΩ > δΩT,1 δΩ∗
c,2 = g

g−1
δΩT,1 ±

√
δΩ− δΩT,1 − θ

(
δΩ− δΩ∗

c,2

)
g

1+g

(
δΩ− δΩ∗

c,2

)
±i

√
δΩ− g|z̄1|2

g < 1
3

δΩ > −δΩT,1 δΩc,3 = 3g
1−3g

δΩT,1 ±i
√

δΩ+ δΩT,1 − θ (δΩ− δΩc,3)
3g

1+3g
(δΩ− δΩc,3) ±i

√
δΩ− 3g|z̄1|2

g < 1
3

δΩ > δΩc,4 δΩc,4 = 1
1−3g

δΩT,1 ±
√

1
1+3g

(δΩ− δΩc,4) ±
√

δΩ− 3g|z̄1|2

1
3
< g δΩ > δΩ∗

c,3 δΩ∗
c,3 = 1

3g−1
δΩT,1 ±i

√
1

1+3g

(
δΩ− δΩ∗

c,3

)
±i

√
δΩ− 3g|z̄1|2

1
3
< g δΩ > δΩT,1 δΩ∗

c,4 = 3g
3g−1

δΩT,1 ±
√

δΩ− δΩT,1 − θ
(
δΩ− δΩ∗

c,4

)
3g

1+3g

(
δΩ− δΩ∗

c,4

)
±
√

δΩ− 3g|z̄1|2

Table I. Non-trivial analytic solutions of the stationary state for a single driven mode, for the symmetric case, and in the limit
small damping.
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teini, D. RÃ¼ffer, A. Fontcuberta i Morral, and
M. M. Poggio, Time-resolved nonlinear coupling between
orthogonal flexural modes of a pristine gaas nanowire,
Nano Lett. 16, 926 (2016).

[21] X. Dong, M. Dykman, and H. Chan, Strong negative non-
linear friction from induced two-phonon processes in vi-
brational systems, Nat. Comm. 9, 3241 (2018).

https://doi.org/https://doi.org/10.1093/acprof:oso/9780199691388.001.0001
https://doi.org/https://doi.org/10.1093/acprof:oso/9780199691388.001.0001
https://doi.org/https://doi.org/10.1007/978-3-662-05287-7
https://doi.org/https://doi.org/10.1007/978-3-662-05287-7
https://doi.org/https://doi.org/10.1007/978-3-319-28691-4
https://doi.org/https://doi.org/10.1007/978-3-319-28691-4
https://doi.org/https://doi.org/10.1063/1.1499745
https://doi.org/https://doi.org/10.1002/9783527626359.ch1
https://doi.org/https://doi.org/10.1002/9783527626359.ch1
https://doi.org/https://doi.org/10.1016/j.physrep.2011.12.004
https://doi.org/https://doi.org/10.1115/1.4001333
https://doi.org/https://doi.org/10.1115/1.4001333
https://doi.org/10.1103/RevModPhys.94.045005
https://doi.org/10.1103/RevModPhys.94.045005
https://doi.org/10.1103/PhysRevLett.105.117205
https://doi.org/10.1103/PhysRevLett.105.117205
https://doi.org/10.1088/1367-2630/14/11/113040
https://doi.org/10.1088/1367-2630/14/11/113040
https://doi.org/10.1021/nl400070e
https://doi.org/10.1103/physrevb.90.024308
https://doi.org/10.1103/physrevb.90.024308
https://doi.org/10.1371/journal.pone.0162365
https://doi.org/https://doi.org/10.1021/acs.nanolett.5b03822
https://doi.org/https://doi.org/10.1038/s41467-018-05246-w


10

[22] J. P. Mathew, A. Bhushan, and M. M. Deshmukh, Ten-
sion mediated nonlinear coupling between orthogonal me-
chanical modes of nanowire resonators, Solid State Com-
munications 282, 17 (2018).

[23] K. Gajo, G. Rastelli, and E. M. Weig, Tuning the non-
linear dispersive coupling of nanomechanical string res-
onators, Physical Review B 101, 075420 (2020).

[24] I. Carusotto and C. Ciuti, Quantum fluids of light, Re-
views of Modern Physics 85, 299 (2013).

[25] M. Abbarchi, A. Amo, V. Sala, D. Solnyshkov,
H. Flayac, L. Ferrier, I. Sagnes, E. Galopin, A. Lemâıtre,
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