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Dynamics for a diffusive epidemic model with a free
boundary: spreading-vanishing dichotomy1
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Abstract. This paper involves a diffusive epidemic model whose domain has one free

boundary with the Stefan boundary condition, and one fixed boundary subject to the

usual homogeneous Dirichlet or Neumann condition. By using the standard upper and

lower solutions method and the regularity theory, we first study some related steady

state problems which help us obtain the exact longtime behaviors of solution component

(u, v). Then we prove there exists the unique classical solution whose longtime behaviors

are governed by a spreading-vanishing dichotomy. Lastly, the criteria determining when

spreading or vanishing happens are given with respect to the basic reproduction number

R0, the initial habitat [0, h0], the expanding rates µ1 and µ2 as well as the initial function

(u0, v0). The criteria reveal the effect of the cooperative behaviors of agents and humans

on spreading and vanishing.
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1 Introduction

Using the reaction-diffusion equations to model the spreading of epidemics is a hot topic in

the field of biomathematics. The related research not only unveils some interesting phenomena

of propagation, but also promotes the development of the corresponding mathematical theory. In

order to study the propagation of an oral-faecal transmitted epidemic, Hsu and Yang [1] proposed

the reaction-diffusion system






ut = d1∆u− au+H(v), t > 0, x ∈ R,

vt = d2∆v − bv +G(u), t > 0, x ∈ R,
(1.1)

where H(v) and G(u) satisfy

(H) H,G ∈ C2([0,∞)), H(0) = G(0) = 0, H ′(z), G′(z) > 0 in [0,∞), H ′′(z), G′′(z) < 0 in (0,∞),

and G(H(ẑ)/a) < bẑ for some ẑ > 0.

In model (1.1), u(t, x) and v(t, x) stand for the spatial concentrations of the bacteria and the

infective human population, respectively, at time t and location x in the one dimensional habitat;

−au represents the natural death rate of the bacterial population andH(v) denotes the contribution

of the infective human to the growth rate of the bacteria; −bv is the fatality rate of the infective
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human population and G(u) is the infection rate of human population; d1 and d2, respectively,

stand for the diffusion rate of bacteria and infective human. They showed that there exists a

threshold value R0, defined by

R0 =
H ′(0)G′(0)

ab
, (1.2)

such that when R0 > 1, there exists a c∗ > 0 such that (1.1) has a positive monotone travelling

wave solution if and only if c ≥ c∗. Moreover, the dynamics of the corresponding ODE system

with positive initial value is governed by R0. More precisely, when R0 < 1, (0, 0) is globally

asymptotically stable; while when R0 > 1, there is a unique positive equilibrium (u∗, v∗) that is

uniquely given by

au∗ = H(v∗), bv∗ = G(u∗), (1.3)

and is globally asymptotically stable.

If H(v) = cv, then system (1.1) reduces to

ut = d1∆u− au+ cv, vt = d2∆v − bv +G(u), t > 0, x ∈ R, (1.4)

where G satisfies that G ∈ C2([0,∞)), G(0) = 0 < G′(u) in [0,∞), G(u)/u is strictly decreasing

in (0,∞) and lim
u→∞

G(u)/u < ab/c. The corresponding ODE system was first proposed in [2] to

describe the 1973 cholera epidemic spread in the European Mediterranean regions.

When modeling epidemic, an important issue is to know where the spreading frontier of an

epidemic is located, which naturally motivates us to discuss the systems, such as (1.1) and (1.4),

on the domain whose boundary is unknown and varies over time, instead of the fixed boundary

domain or the whole space. Inspired by the work [3] where the Stefan boundary condition was

incorporated into the mathematical model arising from ecology, Ahn et al [4] studied the following

variant of (1.4)











































ut = d1uxx − au+ cv, t > 0, x ∈ (g(t), h(t)),

vt = −bv +G(u), t > 0, x ∈ (g(t), h(t)),

u(t, x) = v(t, x) = 0, t > 0, x = g(t) or h(t),

h′(t) = −µux(t, h(t)), g′(t) = −µux(t, g(t)) t > 0,

−g(0) = h(0) = h0 > 0, u(0, x) = u0(x), v(0, x) = v0(x), −h0 ≤ x ≤ h0.

(1.5)

They showed (1.5) has a unique global solution, and its dynamics is governed by a spreading-

vanishing dichotomy. More precisely, as t → ∞, either [g(t), h(t)] converges to a finite interval

and (u, v) → (0, 0), or [g(t), h(t)] → R and (u, v) → (ũ∗, ṽ∗) which is the unique positive constant

steady state of (1.4). Moreover, the criteria for spreading and vanishing were obtained by using

some comparison arguments. Later, when spreading happens, the spreading speed was given by

Zhao et al [5] whose arguments rely on a related semi-wave problem.

As we see, the dispersal of v is ignored in (1.5) since it is assumed that the movement of v is

relatively small compared to that of u. Wang and Du [6] supposed that the diffusion of v is also
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described by random diffusion, and thus studied the following problem























































ut = d1uxx − au+ cv, t > 0, x ∈ (g(t), h(t)),

vt = d2vxx − bv +G(u), t > 0, x ∈ (g(t), h(t)),

u(t, x) = v(t, x) = 0, t > 0, x = g(t) or h(t),

h′(t) = −µ[ux(t, h(t)) + ρvx(t, h(t))], t > 0,

g′(t) = −µ[ux(t, g(t)) + ρvx(t, g(t))], t > 0,

−g(0) = h(0) = h0 > 0, u(0, x) = u0(x), v(0, x) = v0(x), −h0 ≤ x ≤ h0.

(1.6)

They obtained a rather complete understanding for the dynamics of (1.6), including a spreading-

vanishing dichotomy, criteria for spreading and vanishing as well as the spreading speed when

spreading happens. Their results implies that in contrast with model (1.5), the introduction of the

diffusion of v makes the spreading for (1.6) more difficult. To say concretely, for model (1.5), if

h0 ≥ L∗ :=
π

2

√

d1b

cG′(0)− ab
,

then spreading happens; for model (1.6), if

h0 ≥ L∗
1 :=

π

2

√

d1b+ d2a+
√

(d1b+ d2a)2 + 4d1d2(cG′(0) − ab)

2(cG′(0) − ab)
,

then spreading occurs for (1.6). Clearly, L∗
1 > L∗. Thus the critical size of initial habitat for (1.6)

is larger than that of (1.5).

There are a lot of papers involving the situations where one side of habitat is fixed and the

other is free. If the boundary condition at the fixed side is the homogeneous Neumann boundary

condition, then the problem is equivalent to the systems with the double free boundaries. If the

boundary condition at the fixed side is the homogeneous Dirichlet boundary condition or mixed

boundary condition, much different dynamics appear, including longtime behaviors and criteria for

spreading and vanishing. For example, please see [7, 8, 9, 10, 11, 12, 13] and the references therein.

Moreover, introducing the Stefan boundary condition to the epidemic model has been attracting

much attention over the past decades, a small sample of which can be seen from [14, 15, 16, 17, 18].

For recent developments on the applications of free boundary problem for the models from ecology

can refer to the expository article [19]. Inspired by the above works, we consider the free boundary

problem of (1.1), which takes the form of











































ut = d1uxx − au+H(v), t > 0, x ∈ (0, h(t)),

vt = d2vxx − bv +G(u), t > 0, x ∈ (0, h(t)),

B[u](t, 0) = B[v](t, 0) = u(t, h(t)) = v(t, h(t)) = 0, t > 0,

h′(t) = −µ1ux(t, h(t)) − µ2vx(t, h(t)), t > 0,

h(0) = h0, u(0, x) = u0(x), v(0, x) = v0(x), 0 ≤ x ≤ h0,

(1.7)

where H and G satisfy condition (H), operator B[w] = w or w′, as well as u0 and v0 meet with
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(I) w ∈ C2([0, h0]), w
′(0) > 0, w(h0) = w(0) = 0 < w(x) in (0, h0) when B[w] = w, w(h0) =

w′(0) = 0 < w(x) in [0, h0) when B[w] = w′.

The definition of operator B indicates that the homogeneous Dirichlet or Neumann boundary

condition is imposed at the fixed boundary x = 0, respectively, which brings about quite different

dynamics. Our main results are listed below.

Theorem 1.1 (Global existence and uniqueness). Problem (1.7) has a unique classical solution

(u, v, h) defined in all t ≥ 0, and (u, v, h) ∈ [C1+α

2
,2+α(DT )]2 × C1+α

2 ([0, T ]) for any T > 0 and

α ∈ (0, 1), where DT = {(t, x) : 0 < t ≤ T, 0 ≤ x ≤ h(t)}. Moreover, there exist some Ci > 0 with

i = 1, 2, depending only on parameters in (1.7) and (u0, v0), such that 0 ≤ u ≤ C1 and 0 ≤ v ≤ C2

for (t, x) ∈ [0,∞) × [0, h(t)].

By virtue of the strong maximum principle and Hopf lemma for parabolic equations, we see

that u(t, x) > 0, v(t, x) > 0 and h′(t) > 0 for t > 0 and x ∈ (0, h(t)), which implies that

h∞ := limt→∞ h(t) is well defined, and h∞ ∈ [h0,∞]. We call the case h∞ < ∞ vanishing,

and the case h∞ = ∞ spreading. The longtime behaviors of (u, v, h) are given as follows.

Theorem 1.2 (Spreading-vanishing dichotomy). Let (u, v, h) be the unique solution of (1.7). Then

one of the following alternatives must happen:

Spreading: necessarily R0 > 1, h∞ = ∞, limt→∞(u, v) = (U, V ) in Cloc([0,∞)) if operator

B[w] = w, and limt→∞(u, v) = (u∗, v∗) in Cloc([0,∞)) if operator B[w] = w′, where (u∗, v∗) is

uniquely given by (1.3) and (U, V ) is the unique bounded positive solution of (2.8);

V anishing: h∞ < ∞, limt→∞ ‖u(t, x) + v(t, x)‖C([0,h(t)]) = 0 and λ(h∞) ≥ 0, where λ(h∞)

is the principal eigenvalue of (2.3). Moreover, limt→∞ ekt‖u(t, x) + v(t, x)‖C([0,h(t)]) = 0 for all

k ∈ (0, λ(h∞)) if λ(h∞) > 0.

Our next result gives a rather complete description of the criteria for spreading and vanishing.

Theorem 1.3. Let (u, v, h) be the unique solution of (1.7). Then the following statements hold.

(1) If R0 ≤ 1, vanishing happens.

(2) Suppose R0 > 1. Then there exists a unique critical length l0 for initial habitat [0, h0] such that

spreading happens if h0 ≥ l0, where l0 is uniquely given in (3.2).

(3) Assume that R0 > 1, h0 < l0 and µ2 = Q(µ1) with Q ∈ C([0,∞)), Q(0) = 0 and strictly

increasing to ∞. Then there exists a unique µ∗1 such that spreading happens if and only if

µ1 > µ∗1.

(4) Let R0 > 1 and h0 < l0. We parameterize the initial data (u0, v0) = (τϑ1, τϑ2) with τ > 0 and

(ϑ1, ϑ2) satisfying (I). Then there exists a unique τ∗ such that spreading happens if and only

if τ > τ∗.

Remark 1.1. The spreading speed of (1.7) will be considered in a separate work. It is expected

that when B[w] = w, the spreading speed is non-trivial since the solution component (u, v) converges

to a non-constant steady state solution of (2.8). More accurate estimates for (u, v), such as [20,

Lemma 2.3] or [21, Lemma 6.5], are needed. Additionally, motivated by the recent work [22], we

intend to obtain some sharp estimates for (u, v, h) when spreading happens in the future.
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This paper is arranged as follows. Section 2 involves some preliminary works, including a

comparison principle for free boundary problems, an eigenvalue problem and a steady state problem.

Section 3 concerns the dynamics of (1.7), consisting of a spreading-vanishing dichotomy and criteria

for spreading and vanishing.

2 Some preliminary works

In this section, we discuss a comparison principle for free boundary problems, an eigenvalue

problem and a steady state problem, respectively, which will pave the road for the investigation for

the dynamics of (1.7). Let us begin with stating a comparison principle, whose proof is similar to

[6, Lemma 2.3] or [15, Proposition 3.13].

Lemma 2.1 (Comparison principle). Let (ū, v̄, h̄) ∈ [C1,2(ΩT )
⋂

C(ΩT )] × C1([0, T ]) for T > 0,

and satisfy











































ūt ≥ d1ūxx − aū+H(v̄), 0 < t ≤ T, x ∈ (0, h̄(t)),

v̄t ≥ d2v̄xx − bv̄ +G(ū), 0 < t ≤ T, x ∈ (0, h̄(t)),

B[ū](t, 0) ≥ 0, B[v̄](t, 0) ≥ 0, ū(t, h̄(t)) ≥ 0, v̄(t, h̄(t)) ≥ 0, 0 < t ≤ T,

h̄′(t) ≥ −µ1ūx(t, h̄(t)) − µ2v̄x(t, h̄(t)), 0 < t ≤ T,

h̄(0) ≥ h0, ū(0, x) ≥ u0(x), v̄(0, x) ≥ v0(x), 0 ≤ x ≤ h0,

(2.1)

where ΩT = {(t, x) : 0 < t ≤ T, 0 < x < h̄(t)}. Then the unique solution (u, v, h) of (1.7) satisfies

h(t) ≤ h̄(t), u(t, x) ≤ ū(t, x), v(t, x) ≤ v̄(t, x) for t ∈ [0, T ], x ∈ [0, h(t)].

We usually call (ū, v̄, h̄) in the above lemma an upper solution for (1.7). If we reverse all the

inequalities in (2.1), then we can define a lower solution. Moreover, from Lemma 2.1, it follows

that the unique solution (u, v, h) of (1.7) is strictly increasing with respect to the initial functions

u0 and v0, as well as µi for i = 1, 2.

Consider the following eigenvalue problem

−ω′′ = νω(x), x ∈ (0, l); B[ω](0) = ω(l) = 0. (2.2)

Simple calculations show that the unique principal eigenpair (ν1, ω) of (2.2) is given by











ν1 =
π2

l2
, ω = sin

π

l
x if B[ω](0) = ω(0) = 0,

ν1 =
π2

4l2
, ω = cos

π

2l
x if B[ω](0) = ω′(0) = 0.

Let l > 0. We study the eigenvalue problem



















−d1φ′′ + aφ−H ′(0)ψ = λφ, x ∈ (0, l),

−d2ψ′′ + bψ −G′(0)φ = λψ, x ∈ (0, l),

B[φ](0) = B[ψ](0) = φ(l) = ψ(l) = 0.

(2.3)
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Lemma 2.2. The eigenvalue problem (2.3) has a unique eigenvalue λ with a positive eigenfunction

(φ,ψ). More precisely,







































λ =
d1ν1 + a+ d2ν1 + b−

√

(

d1ν1 + a− d2ν1 − b
)2

+ 4G′(0)H ′(0)

2
,

φ =
H ′(0)

d1ν1 + a− λ
sin

π

l
x, ψ = sin

π

l
x if operator B[w] = w,

φ =
H ′(0)

d1ν1 + a− λ
cos

π

2l
x, ψ = cos

π

2l
x if operator B[w] = w′,

(2.4)

where ν1 is the principal eigenvalue of (2.2).

Proof. Recall that (ν1, ω) is the unique eigenpair of (2.2). Set φ(x) = pω(x) and ψ(x) = ω(x).

Substituting such (φ,ψ) into (2.3) yields






d1ν1pω + apω −H ′(0)ω = λpω, x ∈ (0, l),

d2ν1ω + bω −G′(0)pω = λω, x ∈ (0, l),

which is equivalent to the following algebraic eigenvalue problem

{

d1ν1p+ ap−H ′(0) = λp,

d2ν1 + b−G′(0)p = λ.

Since H ′(0), G′(0) > 0, it is not hard to show that the above algebraic eigenvalue problem has two

real eigenvalues λ±

λ± =
d1ν1 + a+ d2ν1 + b±

√

(

d1ν1 + a− d2ν1 − b
)2

+ 4G′(0)H ′(0)

2
.

It is easy to show that only the eigenvector (p, 1)T corresponding to λ− is positive, i.e., p > 0.

Moreover, direct computation shows p = H′(0)
d1ν1+a−λ− . So (2.3) has an eigenpair defined in (2.4).

Now we prove that (λ, φ, ψ) defined in (2.4) is the unique eigenpair of (2.3) with a positive

eigenfunction. Assume on the contrary that (λ1,Φ,Ψ) is another eigenpair of (2.3) with a positive

eigenfunction. By (2.3) and integrating by parts, we have

λ

∫ l

0
φΦdx =

∫ l

0

(

− d1φxxΦ+ aφΦ−H ′(0)ψΦ

)

dx

=

∫ l

0

(

− d1φΦxx + aφΦ−H ′(0)ψΦ

)

dx

=

∫ l

0

(

H ′(0)φΨ + λ1φΦ−H ′(0)ψΦ

)

dx,

which implies

(λ− λ1)

∫ l

0
φΦdx = H ′(0)

∫ l

0
(φΨ− ψΦ)dx. (2.5)

Similarly, we can derive

(λ− λ1)

∫ l

0
ψΨdx = G′(0)

∫ l

0
(ψΦ− φΨ)dx,
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which, combined with (2.5), leads to

(λ− λ1)

(

∫ l

0 φΦdx

H ′(0)
+

∫ l

0 ψΨdx

G′(0)

)

= 0.

Since both φ, ψ, Φ and Ψ are positive in (0, l), we obtain λ = λ1. The uniqueness follows. The

proof is finished.

From Lemma 2.2, we immediately derive the following results.

(1) The principal eigenvalue λ of (2.3) is strictly decreasing with respect to l > 0.

(2) λ→ 1
2

(

a+ b−
√

(a− b)2 + 4G′(0)H ′(0)
)

as l → ∞.

(3) λ→ ∞ as l → 0.

Moreover, it is easy to see that a + b −
√

(a− b)2 + 4G′(0)H ′(0) < 0 is equivalent to R0 > 1.

Rewrite λ as λ(l) to stress the dependence on l. Hence if R0 > 1, then there exists a unique l0 > 0

such that λ(l0) = 0 and λ(l)(l − l0) < 0 if l 6= l0.

Next we consider the following steady state problem


















−d1u′′ = −au+H(v), x ∈ (0, l),

−d2v′′ = −bv +G(u), x ∈ (0, l),

B[u](0) = B[v](0) = u(l) = v(l) = 0.

(2.6)

Lemma 2.3. Let R0 > 1 and λ(l) be the principal eigenvalue of (2.3). Then the following state-

ments are valid.

(1) Problem (2.6) has a unique positive solution (ul, vl) if and only if λ(l) < 0, i.e., l > l0.

Moreover, 0 < ul < u∗, 0 < vl < v∗ in (0, l) and (ul, vl) is globally asymptotically stable where

(u∗, v∗) is uniquely given by (1.3).

(2) Suppose l > l0. Then (ul, vl) is strictly increasing in l > l0. Additionally,

{

(ul, vl) → (U, V ) in C2
loc([0,∞)) as l → ∞ when B[w] = w,

(ul, vl) → (u∗, v∗) in C2
loc([0,∞)) as l → ∞ when B[w] = w′,

(2.7)

where (u∗, v∗) is uniquely given by (1.3) and (U, V ) is the unique bounded positive solution of



















−d1u′′ = −au+H(v), x ∈ (0,∞),

−d2v′′ = −bv +G(u), x ∈ (0,∞),

u(0) = v(0) = 0.

(2.8)

Proof. (1) Assume that (2.6) has a positive solution (ul, vl). Due to condition (H), we have



















−d1u′′ + au−H ′(0)v < 0, x ∈ (0, l),

−d2v′′ + bv −G′(0)u < 0, x ∈ (0, l),

B[u](0) = B[v](0) = u(l) = v(l) = 0.
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Then arguing as in the proof of uniqueness in Lemma 2.2, we immediately obtain λ(l) < 0.

Suppose λ(l) < 0. Now we show the existence and uniqueness of positive solution of (2.6). We

only handle the Dirichlet boundary condition B[w] = w since for the Neumann boundary condition

B[w] = w′, the desired results can be obtained by following the similar lines (actually, it is simpler).

Let (φ,ψ) be the positive eigenfunction of λ(l) with ‖φ+ψ‖C([0,l]) = 1. Define (u, v) = (εφ, εψ)

and (ū, v̄) = (u∗, v∗) with ε to be determined later. Clearly, (ū, v̄) is an upper solution of (2.6).

Simple calculations yield that for x ∈ (0, l),

−d1u′′(x) + au−H(v) = ε
[

− d1φ
′′(x) + aφ−H(εψ)/ε

]

= ε
[

λ(l)φ+H ′(0)ψ −H(εψ)/ε
]

.

Define

F (x) = λ(l)φ(x) +H ′(0)ψ(x) −H(εψ(x))/ε, x ∈ (0, l).

We now show there exists a small ε0 > 0 such that F (x) < 0 in (0, l) if ε < ε0. By the Hopf

boundary Lemma, we have φ′(0) > 0, φ′(l) < 0, ψ′(0) > 0 and ψ′(l) < 0, which implies that

F ′(0) = λ(l)φ′(0) < 0 and F ′(l) = λ(l)φ′(l) + H ′(0)ψ′(l) − H ′(εψ(l))ψ′(l) < 0 if ε > 0 is small

enough. So there is a small δ > 0 such that F (x) < 0 in (0, δ) ∪ (l− δ, l). For x ∈ [δ, l− δ], we have

F (x) ≤ λ(l) min
x∈[δ,l−δ]

φ(x) +H ′(0) −H(ε)/ε < 0,

provided that ε is sufficiently small. Therefore, we derive that there exists a small ε0 > 0 such that

if ε < ε0, then for x ∈ (0, l), −d1u′′(x) + au−H(v) < 0.

Similarly, we can prove that there is a small ε1 > 0 such that if ε < ε1, then for x ∈ (0, l),

−d2v′′(x) + bv − G(u) < 0. Let ε ∈ (0,min{ε0, ε1}) satisfying εφ < u∗ and εψ < v∗ in [0, l]. It

is thus clear that (u, v) and (ū, v̄) are the ordered upper and lower solution of (2.6). Then by the

upper and lower solutions method for elliptic systems, we obtain that (2.6) has at least one positive

solution (u, v) with (u, v) ≤ (u, v) ≤ (u∗, v∗).

Now we show the uniqueness. Let (u1, v1) and (u2, v2) be the positive solution of (2.6). By

Hopf boundary lemma, we see that u′i(0) > 0, u′i(l) < 0, v′i(0) > 0 and v′i(l) < 0. Thus there exists

k ≥ 1 such that k(u1, v1) ≥ (u2, v2) for x ∈ [0, l]. Define

k∗ = inf{k ≥ 1 : k(u1, v1) ≥ (u2, v2) in [0, l]}.

Clearly, k∗ ≥ 1 is well defined and k∗(u1, v1) ≥ (u2, v2) in [0, l]. We claim that k∗ = 1. Assume on

the contrary that k∗ > 1. Direct computations show that

−d1(k∗u1 − u2)
′′ + a(k∗u1 − u2) = k∗H(v1)−H(v2) > H(k∗v1)−H(v2) ≥ 0, x ∈ (0, l),

and k∗u1(0)−u2(0) = 0, k∗u1(l)−u2(l) = 0. By the strong maximum principle and the Hopf lemma

for elliptic equations, we have k∗u1 − u2 > 0 in (0, l), (k∗u1 − u2)
′(0) > 0 and (k∗u1 − u2)

′(l) < 0.

Therefore, we can find a ε0 > 0 satisfying k∗/(1 + ε0) > 1 such that k∗u1 − u2 > ε0u2, i.e.,
k∗

1+ε0
u1 ≥ u2 in [0, l]. Similarly, we can show there exists a small ε1 > 0 with k∗/(1 + ε1) > 1

such that k∗

1+ε1
v1 ≥ v2 in [0, l]. This clearly contradicts the definition of k∗. Thus k∗ = 1, i.e.,

(u1, v1) ≥ (u2, v2) in [0, l]. By exchanging the position of (u1, v1) and (u2, v2), we analogously

derive (u2, v2) ≥ (u1, v1) in [0, l]. Therefore, the uniqueness follows.

By the strong maximum principle, we easily obtain that the unique positive solution (ul, vl) of

(2.6) satisfies 0 < ul < u∗, 0 < vl < v∗ in (0, l).
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Now we prove the stability. Let (u0, v0) ∈ [L∞(0, l)]2, u0, v0 ≥ 0 and u0 + v0 6≡ 0. It is easy to

see that the following initial boundary value problem






























ut = d1uxx − au+H(v), t > 0, x ∈ (0, l),

vt = d2vxx − bv +G(u), t > 0, x ∈ (0, l),

u(t, 0) = v(t, 0) = u(t, l) = v(t, l) = 0, t > 0, i = 1, 2,

u(0, x) = u0(x), v(0, x) = v0(x), 0 ≤ x ≤ l

(2.9)

has a unique global solution (u(t, x), v(t, x)). By the interior estimates for parabolic equations,

we have (u, v) ∈ [C1,2((0,∞) × [0, l])]2. In view of the strong maximum principle and the Hopf

boundary for parabolic equations, we see u, v > 0 in (0,∞) × (0, l) and ux(t, 0) > 0, vx(t, 0) > 0,

ux(t, l) < 0 and vx(t, l) < 0 for all t > 0. Thus u(1, x), v(1, x) ∈ C2([0, l]), ux(1, 0) > 0, vx(1, 0) > 0,

ux(1, l) < 0 and vx(1, l) < 0. Recall (φ,ψ) is the positive eigenfunction of λ(l) and (ul, vl) is

the unique positive solution of (2.6). As above, we can find 0 < ε ≪ 1 and M ≫ 1 such that

(u(1, x), v(1, x)) ≥ ε(φ,ψ) and (u(1, x), v(1, x)) ≤ M(ul, vl) in (0, l). Consider the following two

problems






























ut = d1uxx − au+H(v), t > 0, x ∈ (0, l),

vt = d2vxx − bv +G(u), t > 0, x ∈ (0, l),

u(t, 0) = v(t, 0) = u(t, l) = v(t, l) = 0, t > 0,

u(0, x) = εφ(x), v(0, x) = εψ(x), 0 ≤ x ≤ l.

and






























ūt = d1ūxx − aū+H(v̄), t > 0, x ∈ (0, l),

v̄t = d2v̄xx − bv̄ +G(ū), t > 0, x ∈ (0, l),

ū(t, 0) = v̄(t, 0) = ū(t, l) = v̄(t, l) = 0, t > 0,

ū(0, x) =Mul(x), v̄(0, x) =Mvl(x), 0 ≤ x ≤ l.

As above, it is easy to show that there exist 0 < ε≪ 1 and M ≫ 1 such that


















−d1u′′ ≤ −au+H(v), x ∈ (0, l),

−d2v′′ ≤ −bv +G(u), x ∈ (0, l),

u(0) = v(0) = u(l) = v(l) = 0,

and


















−d1u′′ ≥ −au+H(v), x ∈ (0, l),

−d2v′′ ≥ −bv +G(u), x ∈ (0, l),

u(0) = v(0) = u(l) = v(l) = 0.

Owing to the comparison principle for parabolic systems, we have that (u, v) is nondecreasing and

(u, v) is nonincreasing in t ≥ 0, as well as

(u(t, x), v(t, x)) ≤ (u(t, x), v(t, x)) ≤ (u(t, x), v(t, x)), x ∈ [0, l], t ≥ 0.
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Then using the arguments of regularity, uniform estimates and compactness for parabolic equa-

tions (cf. [25, Theorem 3.14]), one easily shows that both (u(t, x), v(t, x)) and (u(t, x), v(t, x))

converge to (ul(x), vl(x)) in C
2([0, l]) as t → ∞. Hence (u(t, x), v(t, x)) → (ul(x), vl(x)) in C

2([0, l])

as t→ ∞. The conclusion (1) is obtained.

(2) The proof will be divided into two steps.

Step 1. This step is devoted to the case with Dirichlet boundary condition B[w] = w. By

arguing as in the proof of the uniqueness of (1), one directly obtains that (ul, vl) is nondecreasing

in l > l0. Then from the strong maximum principle, it follows that (ul, vl) is strictly increasing

in l > l0, i.e., ul1(x) > ul2(x) and vl1(x) > vl2(x) in (0, l2) for any l1 > l2 > l0. Notice that

0 < ul < u∗, 0 < vl < v∗ in (0, l). Thus U(x) := liml→∞ ul(x) and V (x) := liml→∞ vl(x) are well

defined for all x ≥ 0. Moreover, 0 < U ≤ u∗ and 0 < V ≤ v∗ in [0,∞). By the regularity theory for

elliptic equations, we know that (ul(x), vl(x)) → (U(x), V (x)) in [C2
loc([0,∞))]2, and thus (U, V )

satisfies (2.8).

Then we prove the uniqueness.

Claim 1. (U, V ) is strictly increasing in x ≥ 0 and (U(x), V (x)) → (u∗, v∗) as x→ ∞.

By [24, Theorem 1], (ul, vl) is radially symmetric about x = l/2 and u′(x) > 0, v′(x) > 0 for

0 < x < l/2. Thus (U, V ) is nondecreasing in x ≥ 0. Let (U̇, V̇ ) = (U ′, V ′). Then we have



















−d1U̇ ′′ = −aU̇ +H ′(V )V̇, x ∈ (0,∞),

−d2V̇ ′′ = −bV̇ +G′(U)U̇, x ∈ (0,∞),

U̇(0) > 0, V̇ (0) > 0, U̇ ≥ 0, V̇ ≥ 0.

(2.10)

By the strong maximum principle for elliptic equations, we have U̇ > 0 and V̇ > 0, i.e., U ′ > 0

and V ′ > 0 in [0,∞). Then U(∞) := limx→∞U(x) > 0 and V (∞) := limx→∞ V (x) > 0 are

well defined. Notice that (U ′, V ′) is uniformly continuous in [0,∞). By Barbalat’s lemma or [26,

Lemma 2.3], we see that (U ′(x), V ′(x)) → (0, 0) as x → ∞. By (2.10), (U ′′, V ′′) is also uniformly

continuous in [0,∞). Using Barbalat’s lemma again, we obtain (U ′′(x), V ′′(x)) → (0, 0) as x→ ∞.

Letting x → ∞ in (2.6) yields that H(V (∞)) = aU(∞) and G(U(∞)) = bV (∞), which, together

with (H), implies that U(∞) = u∗ and V (∞) = v∗. Our claim is verified.

Let (U1, V1) be an arbitrary bounded positive solution of (2.8).

Claim 2. (U1(x), V1(x)) → (u∗, v∗) as x→ ∞.

Using the similar arguments as in (1), we can show that (U1, V1) ≥ (ul, vl) in [0, l] for all

l > l0. So (U1, V1) ≥ (U, V ) in [0,∞). Note that (U(x), V (x)) → (u∗, v∗) as x → ∞. We

have lim infx→∞(U1(x), V1(x)) ≥ (u∗, v∗). It remains to show Usup := supx∈[0,∞)U1 ≤ u∗ and

Vsup := supx∈[0,∞) V1(x) ≤ v∗. By way of contradiction, we may assume that supx∈[0,∞)U1(x) > u∗.

There are two cases to be considered.

Case 1. There exists some x0 > 0 such that U1(x0) = supx∈[0,∞)U1(x) > u∗.

Case 2. U1(x) < Usup for all x ≥ 0, and lim supx→∞U1(x) = Usup > u∗. This case can be

divided into two subcases, subcase 1: there exists a sequence of maximum pints {xn} → ∞ such

that U1(xn) → Usup, and subcase 2: there exists some X0 > 0 such that U1(x) increases to Usup for

x ≥ X0.

Next we show both these two cases can derive some contradictions. For case 1, since x0 is a

maximum pint of U1, we have U ′′
1 (x0) ≤ 0. Thus H(V1(x0)) ≥ aU1(x0). By (H), it is easy to see
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that V1(x0) > v∗. Thus Vsup > v∗. If there is a x̂ > 0 such that V1(x̂) = Vsup, then V
′′
1 (x̂) ≤ 0. So

G(U1(x̂)) ≥ bV1(x̂). In summary, we obtain

H(V1(x0)) ≥ aU1(x0), G(U1(x̂)) ≥ bV1(x̂), U1(x0) ≥ U1(x̂), V1(x0) ≤ V1(x̂),

by which we can deduce that G(H(V1(x0))/a) ≥ bV1(x0). In view of (H), there exists another

positive root of (1.3). This is a contradiction. If V1(x) < Vsup for all x ≥ 0, then either there

exists a sequence of maximum pints {x̃n} → ∞ such that V1(x̃n) → Vsup, or there exists some

X̃0 > 0 such that V1(x) increases to Vsup for x ≥ X̃0. For the former, we have V ′′
1 (x̃n) ≤ 0. So

G(U1(x̃n)) ≥ bV1(x̃n). By passing a subsequence if necessary, we see G(U∞
1 ) ≥ bVsup for some

U∞
1 > u∗. In a word, we obtain

H(V1(x0)) ≥ aU1(x0), G(U
∞
1 ) ≥ bVsup, U1(x0) ≥ U∞

1 , V1(x0) ≤ Vsup,

which also indicates G(H(V1(x0))/a) ≥ bV1(x0). Thus a similar contradiction can be derived. For

the latter, noticing that V1 converges and V
′′
1 is bounded, we see V ′ → 0 as x→ ∞. Moreover, since

U ′′
1 and U1 are bounded, so does U ′

1. Differentiating the equation of V1 yields that V ′′′
1 is bounded

too, which implies that V ′′
1 is uniformly continuous in x ≥ 0. This together with V ′

1 → 0 as x→ ∞
leads to V ′′

1 → 0 as x → ∞. Thus by passing a subsequence if necessary, we have G(Ũ∞
1 ) = bVsup

for some Ũ∞
1 > u∗. Analogously, we can derive that there exists another positive root of (1.3),

which is a contradiction. Therefore, Case 1 always can produce some contradictions.

Now we handle Case 2. If there exists a sequence of maximum pints {xn} → ∞ such that

U1(xn) → Usup > u∗, then one easily obtains Vsup > v∗. Moreover, by passing a subsequence if

necessary, we have H(V∞
1 ) ≥ aUsup for some V∞

1 > v∗. If V1 achieves its supremum somewhere

on [0,∞), then using the similar arguments as above, we can derive a contradiction. Then we deal

with the case V1(x) < Vsup for all x ≥ 0, and clearly lim supx→∞ V1(x) = Vsup > v∗. Analogously,

we can derive that there exists some Û∞
1 > u∗ such that G(Û∞) ≥ bVsup, which combined with

H(V∞
1 ) ≥ aUsup, yields a contradiction.

If there exists some X0 > 0 such that U1(x) increases to Usup for x ≥ X0, by following the above

lines we also can obtain some contradictions. To sum up, our claim is proved.

From the above arguments, we can define

k̂ = inf{k ≥ 1 : k(U, V ) ≥ (U1, V1) in [0,∞)}.

Clearly, k̂ ≥ 1 and k̂(U, V ) ≥ (U1, V1) in [0,∞). Assume k̂ > 1. Denote k̂U − U1 by U . Then

−d1U ′′ + aU = k̂G(V )−G(V1) > G(k̂V )−G(V1) ≥ 0, x ∈ (0,∞).

Since U(0) = 0 and U ≥ 0, from the strong maximum principle and Hopf lemma for elliptic

equations, we have U ′(0) > 0 and U > 0 in (0,∞). Thus there exists a small ε0 > 0 such that

k̂ > 1+ε0 and
k̂

1+ε0
U ≥ U1 in [0, 1]. Notice that U(x) → (k̂−1)u∗ > 0. One easily finds some ε1 > 0

such that k̂ > 1+ε1 and
k̂

1+ε1
U ≥ U1 in [1,∞). Thus k̂ > 1+min{ε0, ε1} and k̂

1+min{ε0,ε1}U ≥ U1 in

[0,∞). Similarly, we can derive that there exists some ε2 > 0 such that k̂ > 1+ ε2 and k̂
1+ε2

V ≥ V1

in [0,∞). This contradicts the definition of k̂. So k̂ = 1 and (U, V ) ≥ (U1, V1) in [0,∞). Therefore,

the uniqueness is obtained.
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Step 2. We prove the conclusion (2) for the Neumann boundary condition B[w] = w′. Let

(ul, vl) be the unique positive solution of (2.6) with B[u] = u′ and B[v] = v′. Obviously, (ul, vl)

is decreasing with respect to x ∈ [0, l]. By (1), we can define U2 := liml→∞ ul(x) and V2 :=

liml→∞ vl(x) for x ≥ 0. Clearly, 0 < U2 ≤ u∗ and 0 < V2 ≤ v∗ in [0,∞) and (U2, V2) is nonincreasing

in x ≥ 0. By the regularity of elliptic equations, (ul, vl) → (U2, V2) in [C2
loc([0,∞))]2 and (U2, V2)

satisfies (2.8) with u(0) = v(0) = 0 replaced by u′(0) = v′(0) = 0. Let (ũl, ṽl) be the unique positive

solution of (2.6) with B[u] = u and B[v] = v. For all large l > 0, as above we see (ul, vl) ≥ (ũl, ṽl)

for x ∈ [0, l]. Thus (U2, V2) ≥ (U, V ) where (U, V ) is the unique bounded positive solution of (2.8)

with B[u] = u and B[v] = v, which together with 0 < U2 ≤ u∗ and 0 < V2 ≤ v∗ in [0,∞), yields that

(U2(x), V2(x)) → (u∗, v∗) as x→ ∞. Note that (U2, V2) is nonincreasing in x ≥ 0. We immediately

obtain (U2, V2) = (u∗, v∗). The proof is finished.

Remark 2.1. As is seen from the above proof, (2.8) has a unique bounded positive solution (U, V )

which is strictly increasing in [0,∞) and connects (0, 0) and (u∗, v∗). In a forthcoming paper,

it will be proved that (U, V ) is the limiting profile of the solution of a semi-wave problem, and

(u∗ − U(x), v∗ − V (x)) = eαx(p+ o(1), q + o(1)) for some p, q > 0 and α < 0.

Thanks to (H) and R0 > 1, we have G(H(x)/a)− bx < 0 for all x > v∗, which implies that we

can choose sufficiently large K2 > 0 such that

K2 > max{v∗, ‖v0‖C([0,h0])}, K1 :=
H(K2)

a
> max{u∗, ‖u0‖C([0,h0])} and G(K1) < bK2.(2.11)

In order to study the longtime behaviors of solution component (u, v) of (1.7) when operator

B[w] = w, we need to consider the problem


















−d1u′′ = −au+H(v), x ∈ (0, l),

−d2v′′ = −bv +G(u), x ∈ (0, l),

u(0) = v(0) = 0, u(l) = K1, v(l) = K2,

(2.12)

where (K1,K2) satisfies (2.11).

We would like to mention that the well-known moving plane method, which has a long history

and been attracting many people up to now, will be used later to show the monotonicity. This

clever method usually can be used to prove the symmetry, monotonicity and a prior estimate for

elliptic equations and nonlocal equations. Please see, for example, [27, 28] and references therein

for single equation, as well as [24, 29] for cooperative elliptic systems on bounded domain.

Lemma 2.4. Assume that R0 > 1. Then the following statements hold.

(1) Problem (2.12) has a unique positive solution (ul, vl) if λ(l) < 0, i.e., l > l0, where λ(l) is the

principal eigenvalue of (2.3) with operator B[w] = w. Moreover, 0 < ul < K1 and 0 < vl < K2,

u′l > 0 and v′l > 0 in (0, l), and (ul, vl) is globally asymptotically stable.

(2) The unique positive solution (ul, vl) is strictly decreasing in l > l0. Besides, (ul, vl) → (U, V )

in [C2
loc([0,∞))]2 as l → ∞ where (U, V ) is the unique bounded positive solution of (2.8).

Proof. (1) Since λ(l) < 0, owing to Lemma 2.3, problem (2.6) with B[u] = B[v] = 0 has a unique

positive solution (ũl, ṽl). Thus it is easy to see that (ũl, ṽl) and (K1,K2) are the ordered upper and
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lower solutions for (2.12). By the upper and lower solutions method for elliptic systems, (2.12) has

at least one positive solution (ul, vl) with (ũl, ṽl) ≤ (ul, vl) ≤ (K1,K2) in [0, l]. The uniqueness can

be derived by utilizing the similar arguments as in Lemma 2.3. By the strong maximum principle

for elliptic equations, we easily show 0 < ul < K1 and 0 < vl < K2 in (0, l). The stability also can

be proved by using the methods as in Lemma 2.3.

Thus to complete the proof of (1), it remains to show u′l > 0 and v′l > 0 in (0, l). It will be done

by using the well-known moving plane method. For convenience, we drop l in (ul, vl), and rewrite

(ul, vl) as (u, v). Choose λ ∈ (0, l/2) and denote (u(2λ − x), v(2λ − x)) by (uλ(x), vλ(x)). Clearly,

(uλ, vλ) satisfies the first two equations of (2.12) in (0, λ). Define

w(x, λ) = uλ(x)− u(x), z(x, λ) = vλ(x)− v(x).

Then we have


















−d1w′′ = −aw + ξz, x ∈ (0, λ),

−d2z′′ = −bz + ηw, x ∈ (0, λ),

w(0) > 0, z(0) > 0, w(λ) = z(λ) = 0,

(2.13)

where (ξ, η) ≥ (0, 0) and ξ, η ∈ L∞((0, λ)). By [29, Proposition 1.1], there exists a 0 < δ ≪ 1

depending only on d1, d2 and l such that w ≥ 0 and z ≥ 0 in (0, λ) if λ < δ. Then by the strong

maximum principle for elliptic equations, we have w > 0 and z > 0 in (0, λ) with λ ∈ (0, δ). So we

can define

̺ = sup{λ ∈ (0, l/2) : w > 0, z > 0 in (0, λ)}.

Thanks to the strong maximum principle, one sees w(x, ̺) > 0 and z(x, ̺) > 0 in (0, ̺). We next

show ̺ = l/2. Argue by the contradiction that ̺ < l/2. Clearly, w(x, ̺) > 0 and z(x, ̺) > 0 on

[δ/8, ̺ − δ/8]. Due to the continuity, there exists a small ε0 ∈ (0, 3δ/4) such that

w(x, ̺+ ε) > 0, z(x, ̺ + ε) > 0 on [δ/8, ̺ − δ/8], ∀ε ∈ [0, ε0].

Recall that (w(x, ̺ + ε), z(x, ̺ + ε)) satisfies the first two equations of (2.13). Moreover,

w(x, ̺ + ε) > 0, z(x, ̺+ ε) > 0 at {0, δ/8, ̺ − δ/8} and w(̺+ ε, ̺+ ε) = z(̺+ ε, ̺+ ε) = 0.

Thus owing to [29, Proposition 1.1] and the strong maximum principle, we know w(x, ̺ + ε) > 0

and z(x, ̺+ ε) > 0 on [0, δ/8] and [̺− δ/8, ̺ + ε). Therefore, we derive that

w(x, ̺ + ε) > 0, z(x, ̺+ ε) > 0 in (0, ̺+ ε) for ε ∈ (0, ε0]

which contradicts the definition of ̺. So ̺ = l/2. Then for any x0 ∈ (0, l/2), we immediately have

u(x0) < u(x), v(x0) < v(x) ∀x0 < x < l − x0,

which implies that u′(x) ≥ 0 and v′(x) ≥ 0 on [0, l/2]. Using the Hopf lemma, we have u′(0) > 0

and v′(0) > 0. Then differentiating the equations of u and v yields


















−d1u′′′ = −au′ +H ′(v)v′, x ∈ (0, l/2),

−d2v′′′ = −bv′ +G′(u)u′, x ∈ (0, l/2),

u′(0) > 0, v′(0) > 0, u′(l/2) ≥ 0, v′(l/2) ≥ 0.
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Utilizing the strong maximum principle for the equations of u′ and v′, respectively, we get u′ > 0

and v′ > 0 in (0, l/2).

Now we show u′ > 0 and v′ > 0 in (l/2, l). Denote (ũ(x), ṽ(x)) by (u(l−x), v(l−x)). Obviously,

(ũ, ṽ) still satisfies the first two equations of (2.12), but (ũ(0), ṽ(0)) = (K1,K2) and (ũ(l), ṽ(l)) =

(0, 0). Denote

w̃(x, λ) = ũ(x)− ũ(2λ− x), z̃(x, λ) = ṽ(x)− ṽ(2λ− x).

It is easy to see that (w̃(x, λ), z̃(x, λ)) satisfies (2.13). Then we can argue as above to derive that

ũ′ < 0 and ṽ′ < 0 in (0, l/2) which implies that u′ > 0 and v′ > 0 in (l/2, l). Since u′(l/2) > 0 and

v′(l/2) > 0 are obvious, we complete the proof of (1).

(2) Notice that 0 < ul < K1 and 0 < vl < K2 in (0, l). Similar to the proof of Lemma 2.3,

it is not hard to prove that (ul, vl) is strictly decreasing in l > l0. Thus Ũ(x) := liml→∞ ul and

Ṽ (x) := liml→∞ vl(x) are well defined, nondecreasing in [0,∞) and (Ũ, Ṽ ) ≥ (U, V ) in [0,∞).

By the regularity for elliptic equations, we know (ul, vl) → (Ũ, Ṽ ) in [C2
loc([0,∞))]2 as l → ∞,

which implies (Ũ, Ṽ ) solves (2.8). By the uniqueness of bounded positive solution of (2.8), we have

(Ũ, Ṽ ) = (U, V ). The proof is complete.

Remark 2.2. From the above lemma, it follows that (2.12) has a unique positive solution if λ(l) <

0, i.e., l > l0, where λ(l) is the principal eigenvalue of (2.3) with operator B[w] = w.

Indeed, we can prove that if λ(l) < 0, where λ(l) is the principal eigenvalue of (2.3) with operator

B[w] = w′, then (2.12) also has a unique positive solution. Let (ul, vl) be the positive solution of

(2.6) with B[w] = w′. One can easily verify that (ul(l − x), vl(l − x)) and (K1,K2) are the ordered

upper and lower solution of (2.12). Then arguing as above, we obtain the desired result.

3 Dynamics of (1.7)

With the aid of the results in the former section, we now study the dynamics of (1.7), involving

the well-posedeness, spreading-vanishing dichotomy, as well as criteria for spreading and vanishing.

The well-posedeness of (1.7), i.e., Theorem 1.1, can be proved by virtue of analogous arguments to

those in [6, 30]. So we omit the details.

Then we discuss the longtime behaviors of solution component (u, v), in which the principal

eigenvalue λ(l) of (2.3) plays a crucial role. In what follows, we always assume that (u, v, h) is the

unique solution of (1.7).

Lemma 3.1. If h∞ <∞, then







lim
t→∞

‖u(t, x) + v(t, x)‖C([0,h(t)]) = 0, λ(h∞) ≥ 0,

lim
t→∞

ekt‖u(t, x) + v(t, x)‖C([0,h(t)]) = 0, ∀k ∈ (0, λ(h∞)), if λ(h∞) > 0.
(3.1)

Proof. The proof will be completed by two steps.

Step 1. This step involves the proof of the assertions in the first line of (3.1). By using the

similar arguments as in the proofs of [23, Theorem 2.3], we can obtain the following estimates

‖u(t, ·) + v(t, ·)‖C1([0,h(t)]) + ‖h′‖C([1,∞)) ≤ C ∀t ≥ 1,
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where C only depends on the parameters in (1.7) and the initial function (u0, v0). The above

estimate implies that h′ is uniformly continuous in [0,∞), which combined with h∞ < ∞ yields

h′(t) → 0 as t→ ∞. Since the positivity of v, the solution component (u, h) satisfies































ut − d1uxx ≥ −au, t > 0, x ∈ (0, h(t)),

B[u](t, 0) = u(t, h(t)) = 0, t > 0,

h′(t) ≥ −µ1ux(t, h(t)), t > 0,

h(0) = h0, u(0, x) = u0(x) ≥, 6≡ 0, 0 ≤ x ≤ h0.

Then in view of [23, Lemma 3.3], we immediately have limt→∞ ‖u(t, x)‖C([0,h(t)]) = 0. Analogously,

we can derive limt→∞ ‖v(t, x)‖C([0,h(t)]) = 0. Thus to finish this step, it remains to prove λ(h∞) ≥ 0.

Assume on the contrary that λ(h∞) < 0. By continuity, there exists a T > 0 such that λ(h(T )) < 0.

Consider the following auxiliary problem































ut = d1uxx − au+H(v), t > T, x ∈ (0, h(T )),

vt = d2vxx − bv +G(u), t > T, x ∈ (0, h(T )),

B[u](t, 0) = B[v](t, 0) = u(t, h(T )) = v(t, h(T )) = 0, t > T,

u(T, x) = 1
2u(T, x), v(0, x) =

1
2v(T, x), 0 ≤ x ≤ h(T ).

By the comparison principle for parabolic equations of cooperative systems, we have (u, v) ≥
(u, v) for t ≥ T and x ∈ [0, h(T )]. Notice that λ(h(T )) < 0. From Lemma 2.3, it follows that

(u, v) → (uh(T ), vh(T )) in [C2([0, h(T )])]2 as t → ∞, where (uh(T ), vh(T )) is the unique positive

solution of (2.6). Thus lim inft→∞(u, v) ≥ (uh(T ), vh(T )) uniformly in [0, h(T )], which contradicts

limt→∞ ‖u(t, x) + v(t, x)‖C([0,h(t)]) = 0. So λ(h∞) ≥ 0. This step is finished.

Step 2. In this step, we prove the assertion in the second line of (3.1). Recall λ(h∞) > 0.

Let (φ,ψ) be the positive eigenfunction of λ(h∞). Define (ū, v̄) = (Me−ktφ,Me−ktψ) where k ∈
(0, λ(h∞)) and M is to be determined later. Straightforward computations yields that for t > 0

and x ∈ (0, h∞),

ūt − d1ūxx + aū−H(v̄)

=Me−kt
(

−kφ+ λ(h∞) +H ′(0)ψ − H(v̄)

Me−kt

)

≥Me−kt
[

− kφ+ λ(h∞)
]

≥ 0.

Similarly, we have

v̄t ≥ d2v̄xx − bv̄ +G(ū) for (t, x) ∈ (0,∞)× (0, h∞).

Moreover, it is easy to verify that there is aM ≫ 1 such that (ū(0, x), v̄(0, x)) = (Mφ(x),Mψ(x)) ≥
(u0(x), v0(x)) for x ∈ [0, h0]. Clearly, B[ū](0, 0) = B[v̄](0, 0) = ū(0, h∞) = v̄(0, h∞) = 0. By a

comparison argument, we have (u, v) ≤ (ū, v̄) for t ≥ 0 and x ∈ [0, h(t)]. The desired result follows

from the definition of (ū, v̄), which completes the step 2. The proof is ended.

The above lemma shows that if vanishing occurs, (u, v) → (0, 0) uniformly in [0, h(t)] as t→ ∞
which implies that the epidemic will disappear in the long run. Next we consider the case spreading.
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Lemma 3.2. If h∞ = ∞, then







lim
t→∞

(u, v) = (U, V ) in Cloc([0,∞)) when operator B[w] = w,

lim
t→∞

(u, v) = (u∗, v∗) in Cloc([0,∞)) when operator B[w] = w′,

where (u∗, v∗) is given by (1.3) and (U, V ) is the unique bounded positive solution of (2.8).

Proof. Necessarily, R0 > 1 (see Lemma 3.3). The proof is divided into two steps.

Step 1. In this step, we prove the statement for the Dirichlet boundary condition B[w] = w.

For any large l > l0, there exists a T > 0 such that h(T ) > l. Consider the following two auxiliary

problems































ut = d1uxx − au+H(v), t > T, x ∈ (0, l),

vt = d2vxx − bv +G(u), t > T, x ∈ (0, l),

u(t, 0) = v(t, 0) = u(t, l) = v(t, l) = 0, t > T,

u(T, x) = u0(x), v(T, x) = v0(x), 0 ≤ x ≤ l,

and






























ut = d1uxx − au+H(v), t > T, x ∈ (0, l),

vt = d2vxx − bv +G(u), t > T, x ∈ (0, l),

u(t, 0) = v(t, 0) = 0, u(t, l) = K1, v(t, l) = K2, t > T,

u(T, x) = u0(x), v(T, x) = v0(x), 0 ≤ x ≤ l,

where (u0, v0) ≤ (u(T, x), v(T, x)) ≤ (u0, v0) in [0, l], (K1,K2) satisfies (2.10) and (K1,K2) ≥
(C1, C2) which is given in Theorem 1.1. Moreover, the compatibility conditions hold for (u0, v0)

and (u0, v0). By the comparison principle for parabolic systems, we have

(u(t, x), v(t, x)) ≤ (u(t, x), v(t, x)) ≤ (u(t, x), v(t, x)) for t ≥ T and x ∈ [0, l].

Using Lemmas 2.3 and 2.4 yields (u(t, x), v(t, x)) → (ul(x), vl(x)) and (u(t, x), v(t, x)) → (ūl(x), v̄l(x))

in C([0, l]) as t→ ∞, where (ul, vl) and (ūl, v̄l) are the unique positive solution of (2.6) and (2.12),

respectively. Thus we see

(ul(x), vl(x)) ≤ lim inf
t→∞

(u(t, x), v(t, x)) ≤ lim sup
t→∞

(u(t, x), v(t, x)) ≤ (ūl(x), v̄l(x)) in C([0, l]).

Since both (ul(x), vl(x)) and (ūl(x), v̄l(x)) converge to (U, V ) in Cloc([0,∞)) as l → ∞, where (U, V )

is the unique bounded positive solution of (2.8), we can derive the result as wanted. The step 1 is

finished.

Step 2. We now deal with the case B[w] = w′. Consider the ODE system

ut = −au+H(v), vt = −bv +G(u); u(0) = ‖u0‖C([0,h0]), v(0) = ‖v0‖C([0,h0]).

In view of R0 > 1, we see that (u, v) → (u∗, v∗) as t→ ∞. Using a comparison argument yields that

lim supt→∞(u(t, x), v(t, x)) ≤ (u∗, v∗) uniformly in [0,∞). For any l > l0, choose T large enough

16



such that h(T ) > l. Let (u, v) be the solution of problem






























ut = d1uxx − au+H(v), t > T, x ∈ (0, l),

vt = d2vxx − bv +G(u), t > T, x ∈ (0, l),

ux(t, 0) = vx(t, 0) = u(t, l) = v(t, l) = 0, t > T,

u(T, x) = u0(x), v(T, x) = v0(x), 0 ≤ x ≤ l,

where (u0, v0) ≤ (u(T, x), v(T, x)) in [0, l] and the compatibility condition holds for (u0, v0). From

a comparison method and Lemma 2.3, we immediately obtain lim inft→∞(u(t, x), v(t, x)) ≥ (u∗, v∗)

locally uniformly in [0,∞), which together with our early result, completes the step 2. Therefore,

the proof is ended.

Combining Lemmas 3.1 with 3.2, we immediately obtain a spreading-vanishing dichotomy,

namely, Theorem 1.2. In what follows, we investigate the criteria for spreading and vanishing.

Lemma 3.3. If R0 ≤ 1, then vanishing happens. Moreover,

h∞ ≤ h0 +
max{µ1, µ2}

min{d1, H
′(0)d2
b

}

∫ h0

0

(

u0(x) +
H ′(0)
b

v0(x)

)

dx.

Proof. By the Hopf lemma for parabolic equations, we see ux(t, h(t)) < 0, vx(t, h(t)) < 0, ux(t, 0) >

0 and vx(t, 0) > 0 if B[w] = w. By virtue of (H) and R0 ≤ 1, we have

d

dt

∫ h(t)

0

(

u+
H ′(0)
b

v

)

dx =

∫ h(t)

0

(

ut +
H ′(0)
b

vt

)

dx

= d1ux(t, h(t)) + d2vx(t, h(t)) − d1ux(t, 0) − d2vx(t, 0)

+

∫ h(t)

0

(

−au+H(v) −H ′(0)v +
H ′(0)
b

G(u)

)

dx

≤ d1ux(t, h(t)) + d2vx(t, h(t)) ≤
−min{d1, H

′(0)d2
b

}
max{µ1, µ2}

h′.

Integrating the above inequality from 0 to t yields

h(t) ≤ h0 +
max{µ1, µ2}

min{d1, H
′(0)d2
b

}

∫ h0

0

(

u0(x) +
H ′(0)
b

v0(x)

)

dx,

which completes the proof.

Next we focus on the case R0 > 1 which is assumed to be valid in the remainder of this section.

According to Lemma 2.2, there exists a unique critical length l0, defined by


























l0 = π

√

ad2 + bd1 +
√

(ad2 − bd1)2 + 4d1d2H ′(0)G′(0)

2(H ′(0)G′(0) − ab)
when operator B[w] = w,

l0 =
π

2

√

ad2 + bd1 +
√

(ad2 − bd1)2 + 4d1d2H ′(0)G′(0)

2(H ′(0)G′(0) − ab)
when operator B[w] = w′,

(3.2)

such that λ(l0) = 0 and λ(l)(l − l0) < 0 for l 6= l0. Thus taking advantaging of Lemma 3.1, we

directly have the following result.
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Lemma 3.4. If vanishing occurs, then h∞ ≤ l0 where l0 is defined in (3.2). This implies that if

h0 ≥ l0, then spreading happens.

The above result shows that if initial habitat is beyond the critical size l0, then spreading must

occur. Our next conclusion suggests that if h0 < l0 but µ1 or µ2 is large enough, then spreading

also will happen.

Lemma 3.5. Assume that h0 < l0. There exists a µ1 > 0 (µ2 > 0), which is independent of µ2

(µ1) such that spreading happens if µ1 ≥ µ1 (µ2 ≥ µ2).

Proof. We only prove the assertion about µ1 since the other case can be handled analogously. By

the maximum principle and Hopf lemma for parabolic equations, we have that u ≥ 0, v ≥ 0 and

ux(t, h(t)) < 0 and vx(t, h(t)) < 0 for t > 0 and x ∈ [0, h(t)]. Thus (u, h) satisfies































ut ≥ d1uxx − au, t > 0, x ∈ (0, h(t)),

B[u](t, 0) = u(t, h(t)) = 0, t > 0,

h′(t) > −µ1ux(t, h(t)), t > 0,

h(0) = h0, u(0, x) = u0(x), 0 ≤ x ≤ h0.

From [10, Lemma 3.2], there exists a µ1 depending only on (d1, d, d2, a,H
′(0), G′(0), h0, u0) such

that limt→∞ h(t) > l0 if µ1 ≥ µ1, which indicates that spreading happens. The proof is ended.

The above result show that if h0 < l0 and one of the expanding coefficients µ1 and µ2 is large

enough, then spreading occurs. One naturally thinks what will happen if both µ1 and µ2 are small.

The next result gives an answer.

Lemma 3.6. Suppose that h0 < l0. Then there exists a µ̄ > 0 such that vanishing happens if

µ1 + µ2 < µ̄.

Proof. Due to h0 < l0, by Lemma 2.2, we see λ(h0) > 0. Denote by (φ,ψ) the positive eigenfunction

of λ(h0). By Lemma 2.2 again, we have φ = pω and ψ = ω where

p =
H ′(0)

d1ν1(h0) + a− λ(h0)
> 0

and (ν1(h0), ω) is the principal eigenpair of (2.2). Define

h̄ = h0(1 + δ − δe−δt), ū =Me−δtφ

(

xh0
h̄(t)

)

, ū =Me−δtψ

(

xh0
h̄(t)

)

,

where δ and M are to be chosen later.

We now show that (ū, v̄, h̄) is an upper solution to the unique solution (u, v, h) of (1.7), i.e.,











































ūt ≥ d1ūxx − aū+H(v̄), t > 0, x ∈ (0, h̄(t)),

v̄t ≥ d2v̄xx − bv̄ +G(ū), t > 0, x ∈ (0, h̄(t)),

B[ū](t, 0) ≥ 0, B[v̄](t, 0) ≥ 0, ū(t, h̄(t)) ≥ 0, v̄(t, h̄(t)) ≥ 0, t > 0,

h̄′(t) ≥ −µ1ūx(t, h̄(t)) − µ2v̄x(t, h̄(t)), t > 0,

h̄(0) ≥ h0, ū(0, x) ≥ u0(x), v̄(0, x) ≥ v0(x), 0 ≤ x ≤ h0.

(3.3)
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Firstly, owing to (2.3) we can find a suitably large M > 0 such that ū(0, x) = Mφ(x) ≥ u0(x)

and v̄(0, x) = Mψ(x) ≥ v0(x) in [0, h0]. Moreover, it is easy to see that there exists a constant

K > 0 such that xφ′ ≤ Kφ and xψ′ ≤ Kφ in [0, h0]. For convenience, we denote (xh0)/h̄ by y.

Direct computations yield that for t > 0 and x ∈ (0, h̄(t)),

ūt − d1ūxx + aū−H(v̄)

= −δū−Me−δtφ′(y)
yh0δ

2e−δt

h̄
− d1Me−δtφ′′(y)(

h0
h̄
)2 + aū−H(v̄)

≥ ū

[

−δ − φ′(y)yh0δ2e−δt

φ(y)h̄
+ a− H ′(0)

p
+ (

h0
h̄
)2
(

λ(h0)− a+
H ′(0)
p

)]

≥ ū

[

−δ −Kδ2 +
λ(h0)

(1 + δ)2
+
H ′(0)
p

(

1

(1 + δ)2
− 1

)]

≥ 0

provided that δ is sufficiently small. Similarly, we can show that for t > 0 and x ∈ (0, h̄(t)),

v̄t ≥ d2v̄xx − bv̄ +G(ū). Thus to prove (3.3), it remains to verify the inequality in the fourth line

of (3.3) since those in the third line are obvious. Straightforward calculations leads to

−µ1ūx(t, h̄)− µ2v̄x(t, h̄)

= −µ1Me−δtφ′(h0)
h0
h̄

− µ2Me−δtψ′(h0)
h0
h̄

≤ −µ1Me−δtφ′(h0)− µ2Me−δtψ′(h0)

≤ (µ1 + µ2)Me−δt(−φ′(0) − ψ′(h0)) ≤ δ2h0e
−δt = h̄′,

if µ1 + µ2 ≤ δ2h0
−M(φ′(0)+ψ′(h0)

. So, in view of the comparison principle (Lemma 2.1), we see that

(ū(t, x), v̄(t, x), h̄(t)) ≥ (u(t, x), v(t, x), h(t)) ∀(t, x) ∈ [0,∞) × [0, h(t)],

which implies limt→∞ h(t) ≤ limt→∞ h̄(t) = h0(1 + δ) <∞. The proof is finished.

Remark 3.1. From the above proof, it follows that vanishing happens, if u0 and v0 are small

enough. This will be used later to derive a critical value for the parameterized initial function.

According to Lemmas 3.4 and 3.5, spreading happens if µ1+µ2 is large, while vanishing occurs

if µ1 + µ2 is small. One naturally thinks whether there exists a critical value for µ1 + µ2 such that

spreading happens if and only if µ1 + µ2 is beyond this value. Indeed, such value does not exist

since the unique solution (u, v, h) usually is not monotone about µ1 +µ2. But if we let µ2 = Q(µ1)

with Q ∈ C([0,∞)), Q(0) = 0 and strictly increasing to ∞, we can find a critical value as wanted.

Lemma 3.7. Suppose that h0 < l0 and µ2 = Q(µ1) with Q defined as above. Then there exists a

unique µ∗1 > 0 such that spreading happens if and only if µ1 > µ∗1.

Proof. By Lemma 3.4, we know that spreading happens if µ1 is suitably large. Moreover, thanks to

Lemma 3.5, vanishing occurs if µ1 is small enough. Using Lemma 2.1 yields that (u, v, h) is strictly

increasing in µ1. Combining these with the continuous dependence of (u, v, h) on µ1 and arguing

as in the proof of [6, Theorem 3.10], we can finish the proof. The details are omitted here.

Now we are in the position to investigate the effect of initial function (u0, v0) on spreading and

vanishing. Due to Remark 3.1, we know that if (u0, v0) is small enough, then vanishing happens.

Our next result show that if one of u0 and v0 is sufficiently large, then spreading occurs.
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Lemma 3.8. Suppose h0 < l0. Spreading will happen if u0 or v0 is large enough.

Proof. We will prove this result by constructing some suitable lower solution for (1.7). The proof

is divided into two step. Since the arguments are parallel, we only prove this assertion for u0.

Step 1. In this step, we deal with the case operator B[w] = w. Clearly, the solution component

(u, h) satisfies






























ut ≥ d1uxx − au, t > 0, x ∈ (0, h(t)),

u(t, 0) = u(t, h(t)) = 0, t > 0,

h′(t) > −µ1ux(t, h(t)), t > 0,

h(0) = h0, u(0, x) = u0(x), 0 ≤ x ≤ h0.

It is easy to verify that the eigenvalue problem






d1ϕ
′′ + 1

2ϕ+ λϕ = 0, x ∈ (12 , 1),

ϕ′(12) = ϕ(1) = 0
(3.4)

has an eigenpair (λ1, ϕ) with λ >
1

16d1
, ϕ positive in [12 , 1) and ϕ

′ < 0 in (12 , 1]. Define

Φ = ϕ(1− x), x ∈ [0, 1/2]; Φ(x) = ϕ(x), x ∈ [1/2, 1].

Certainly, Φ satisfies






d1Φ
′′ +

sgn(x− 1

2
)

2 Φ′ + λ1Φ = 0, x ∈ (0, 1),

Φ(0) = Φ(1) = 0.

Let positive constants ε, L0, T, σ, ρ satisfy

0 < ε < min{1, h20}, L0 = 1 + l0, T > L2
0,

σ > λ1 + a(T + 1), − 2µ1ρΦ
′(1) > (T + 1)σ.

Define

h(t) =
√
t+ ε and u =

ρ

(t+ ε)σ
Φ(
x

h
).

Direct computations yield that for t ∈ (0, T ] and x ∈ (0, h(t)),

ut − d1uxx + au =
−ρ

(t+ ε)σ+1

(

σΦ+
xΦ′

2h
+ d1Φ

′′ − a(t+ ε)Φ

)

≤ −ρ
(t+ ε)σ+1

(

sgn(x− 1
2)Φ

′

2
+ d1Φ

′′ + [σ − a(t+ ε)]Φ

)

≤ −ρ
(t+ ε)σ+1

(

sgn(x− 1
2)Φ

′

2
+ d1Φ

′′ + λ1Φ

)

= 0.

Notice that h(0) =
√
ε < h0. Thus u(0, x) = ρ

εσ
Φ( x√

ε
) ≤ u0(x) in [0,

√
ε] if u0 is large enough.

Moreover, u(t, 0) = u(t, h) = 0 for t ∈ [0, T ]. Simple calculations show

h′ + µ1ux(t, h) =
1

2h
+ µ1

ρ

(t+ ε)σh
Φ′(1) ≤ 1

2h

(

1 +
2µ1ρΦ

′(1)
(T + 1)σ

)

< 0.
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By a comparison argument, we know that h(t) ≥ h(t) for t ∈ [0, T ]. Thus h(T ) ≥ h(T ) =
√
T + ε >

L0 > l0, which combined with Lemma 3.4 implies that spreading happens. This step is ended.

Step 2. This step involves the case B[w] = w′. Let (λ1, ϕ1) be the principal eigenpair of (3.4)

with 1/2 replaced by 0. Clearly, λ1 >
1

16d1
, ϕ1 is positive in [0, 1) and ϕ′ < 0 in (0, 1]. The positive

constants ε, L0, T, σ, ρ are given as above but −2µ1ρϕ
′
1(1) > (T + 1)σ . Define

h(t) =
√
t+ ε and u =

ρ

(t+ ε)σ
ϕ1

(

x

h

)

.

Direct computations yield that for t ∈ (0, T ] and x ∈ (0, h(t)),

ut − d1uxx + au =
−ρ

(t+ ε)σ+1

(

σϕ1 +
xϕ′

1

2h
+ d1ϕ

′′
1 − a(t+ ε)ϕ1

)

≤ −ρ
(t+ ε)σ+1

(

ϕ′
1

2
+ d1ϕ

′′
1 + [σ − a(t+ ε)]ϕ1

)

≤ −ρ
(t+ ε)σ+1

(

ϕ′
1

2
+ d1ϕ

′′
1 + λ1ϕ1

)

= 0.

Obviously, h(0) =
√
ε < h0. So we can let u0 be large enough such that u(0, x) = ρ

εσ
Φ( x√

ε
) ≤ u0(x)

in [0,
√
ε]. Besides, u(t, 0) = u(t, h) = 0 for t ∈ [0, T ]. Similar to step 1, we have

h′ + µ1ux(t, h) =
1

2h
+ µ1

ρ

(t+ ε)σh
ϕ′
1(1) ≤

1

2h

(

1 +
2µ1ρϕ

′
1(1)

(T + 1)σ

)

< 0.

Analogously, the desired result follows from a comparison method. The proof is finished.

Let us parameterize the initial function (u0, v0) as τ(ϑ1, ϑ2) with τ > 0 and (I) holding for

(ϑ1, ϑ2). With the aid of Remark 3.1 and Lemma 3.8, we can derive a critical value for τ governing

spreading and vanishing.

Lemma 3.9. Assume that h0 < l0. Let (u0, v0) = τ(ϑ1, ϑ2). Then there exists a unique τ∗ > 0

such that spreading happens if and only if τ > τ∗.

Proof. Due to Remark 3.1, vanishing occurs for all small τ . In view of Lemma 3.8, spreading

happens for all large τ > 0. From Lemma 2.1, it follows that the unique solution (u, v, h) of (1.7)

is strictly increasing in τ . Define

τ∗ = inf{τ0 > 0 : spreading happens for τ ≥ τ0}.

Clearly, τ∗ is well defined and τ∗ > 0. It is easy to see that spreading happens for all τ > τ∗. Now

we show that vanishing occurs if τ < τ∗. Otherwise, there exists a τ0 ∈ (0, τ∗) such that spreading

happens with τ = τ0. By the monotonicity, we deduce that spreading occurs for all τ ≥ τ0 which

obviously contradicts the definition of τ∗. Thus if τ < τ∗, then vanishing must happen.

It remains to check the case τ = τ∗. If spreading happens for τ = τ∗, then there exists a t0 > 0

such that h(t0) > l0. By the continuous dependence of (u, v, h) on τ , there is a small ε > 0 such

that the unique solution (uε, vε, hε) of (1.7) with τ = τ∗ − ε satisfies that hε(t0) > l0 which, by

Lemma 3.4, implies that spreading occurs. Clearly, this is a contradiction. Hence if τ = τ∗, then

vanishing occurs. The proof is finished.

Clearly, Theorem 1.3 follows from Lemmas 3.3-3.9.
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