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Abstract—Bell-state measurement (BSM) on entangled states
shared between quantum repeaters is the fundamental operation
used to route entanglement in quantum networks. Performing
BSMs on Werner states shared between repeaters leads to
exponential decay in the fidelity of the end-to-end Werner state
with the number of repeaters, necessitating entanglement distilla-
tion. Generally, entanglement routing protocols use probabilistic
distillation techniques based on local operations and classical
communication. In this work, we use quantum error correcting
codes (QECCs) for deterministic entanglement distillation to route
Werner states on a chain of repeaters. To maximize the end-
to-end distillable entanglement, which depends on the number
and fidelity of end-to-end Bell pairs, we utilize global link-
state knowledge to determine the optimal policy for scheduling
distillation and BSMs at the repeaters. We analyze the effect
of the QECC’s properties on the entanglement rate and the
number of quantum memories. We observe that low-rate codes
produce high-fidelity end-to-end states owing to their excellent
error-correcting capability, whereas high-rate codes yield a larger
number of end-to-end states but of lower fidelity. The number
of quantum memories used at repeaters increases with the code
rate as well as the classical computation time of the QECC’s
decoder.

Index Terms—Quantum networks, entanglement distillation,
quantum error correction, entanglement routing

I. INTRODUCTION

Shared entanglement over long distances can be used for
entanglement-assisted sensing, distributed quantum computa-
tion, and quantum key distribution. Quantum networks aim to
provide shared entanglement between remote parties. Special
purpose nodes called quantum repeaters [1], are used to
route entanglement in the network. The quantum repeaters
store the qubits either in matter-based quantum memories
[2], [3] or using quantum error-correcting codes on photonic
graph states [4], [5], and can perform quantum circuits and
measurements on the stored qubits.

In a typical entanglement routing protocol, shared entan-
glement is generated by creating Bell states between quantum
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repeaters, followed by performing joint projective measure-
ments, e.g., Bell state measurements (BSMs) [6] or GHZ
projections [7], [8], on qubits of the entangled states at the
repeaters. Entanglement routing protocols can be classified
into two categories: those using ideal Bell states and those
with noisy Bell states [9]. In this paper, we focus on designing
routing protocols with the latter. We assume that the link-level
entangled states generated between neighboring repeaters are
Werner states, i.e., Bell states that have undergone depolarizing
noise.

The fidelity of a Werner state decays exponentially with
the number of BSMs it has undergone, making it eventually
unusable when used for routing in quantum networks. As
a result, the fidelity of Werner states in quantum networks
must be boosted periodically. This is precisely the purpose of
performing entanglement distillation, which consumes n ≥ 2
noisy Bell states to generate k ≥ 1 higher fidelity Bell
states. Several quantum circuits have been proposed for entan-
glement distillation [10]–[13]. These circuit-based techniques
implement local single- and two-qubit gates and single-qubit
measurements at each node. The measurement results are com-
municated between the nodes to herald distillation, making
these techniques probabilistic in nature. The probability of
successful distillation is proportional to the fidelity of the input
states.

Another approach to distill entangled states involves using
quantum error correcting codes (QECC). For an Jn, k, dK
QECC, n noisy Bell states are first shared between Alice
and Bob. One of them, say Alice, measures the QECC’s
stabilizers on her n qubits and communicates the syndrome
to Bob through a perfect classical communication channel.
Then Bob performs error correction on his n qubits by
measuring the same stabilizers and comparing the syndrome
with Alice’s. Finally, both of them unencode their qubits to
obtain k pairs of entangled qubits that are of higher fidelity
due to error correction. The QECC-decoder pair determines the
fidelity of the k output states. Although quantum circuit-based
probabilistic distillation is seemingly different from QECC-
based distillation, Bennett et al. [10] showed that these two
methods are inter-convertible. Wilde et al. [14] first showed
the use of convolutional codes for distillation. Rengaswamy et
al. [15], [16] developed QECC-based distillation protocols for
GHZ states.

Ref. [17] studies entanglement routing on a chain of re-
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peaters using quantum low-density parity check (QLPDC)
codes for trapped ion repeaters. It performs distillation be-
tween every pair of adjacent repeaters to calculate the number
of end-to-end entangled states. In this work, we use quantum
convolutional and toric codes for entanglement distillation
along a chain of repeaters. We map the error correction code
to an entanglement distillation protocol that always succeeds
by translating the qubit error probability and the logical error
rate of the code to infidelities of the input and output states
for distillation, respectively. In our protocol, the generation
of links, which are Werner states shared between adjacent
repeaters, is probabilistic, while the Bell state measurements
at the repeaters are deterministic. We assume that the quantum
memories are perfect. Instead of distilling between every pair
of repeaters, we have a dynamic scheduling of distillation,
i.e., we decide which repeaters would perform distillation
based on outcomes of link generation. We incorporate a
central processor in our protocol that takes all repeaters’
link outcomes as the input to determine the scheduling of
distillations along the chain of repeaters. The scheduling uses
the total distillable entanglement of the end-to-end states
shared between Alice and Bob as the cost function. We show
that the code rate determines the fidelity and the quantity of
the end-to-end states. We also give the timing diagram of our
protocol to calculate the latency, and use it to determine the
quantum memory requirements as a function of the timescales
of various protocol steps.

The paper is organized as follows: Section II reviews Werner
states and quantum error-correcting codes (QECCs). Sec-
tion III first describes the mapping of QECC to entanglement
distillation, followed by the entanglement routing protocol.
Section IV compares the entanglement rates and quantum
memory requirements for three QECCs with different rates.
We conclude by summarizing the main results and future work
in Section V.

II. BACKGROUND

A. Werner states

When the Bell state |Φ+⟩ = |00⟩+|11⟩√
2

is subjected to the
depolarizing noise channel, N : ρ 7→ W · ρ +

(
1−W

4

)
· I, it

transforms into the mixed state

ρW = W |Φ+⟩ ⟨Φ+|+
(
1−W

4

)
I. (1)

Here, I is the identity operator, ρW is the Werner state, and
W is called the Werner parameter. Since depolarizing noise
probabilistically replaces the input state with the completely
mixed state I, it is information-theoretically the most difficult
noise to correct, making it ideal to evaluate the worst-case
performance of the distillation protocol. We can expand Eq. (1)
in the Bell basis to obtain the equivalent expression

ρW = F |Φ+⟩ ⟨Φ+|+ 1− F

3

(
|Φ−⟩ ⟨Φ−|+ |Ψ+⟩ ⟨Ψ+|

+ |Ψ−⟩ ⟨Ψ−|
)
. (2)

The fidelity of ρW w.r.t. the Bell state |Φ+⟩ is F = 3W+1
4 .

When a BSM is performed on two Werner states with fi-
delities F1 and F2, if the quantum gates and the measurements
are ideal, then the resulting state is also a Werner state with
fidelity [9]

F =
1

4
+

3

4

(
4F1 − 1

3

)(
4F2 − 1

3

)
. (3)

Equivalently, the Werner parameter of the final state is W =
W1W2. Note that F < F1, F2 for F1, F2 < 1. For a chain of
n repeaters, if each repeater performs BSM, then the fidelity
of the final Werner state decays with n as.

F =
1

4
+

3

4

n+1∏
i=1

(
4Fi − 1

3

)
. (4)

Fi is the fidelity of i-th link.
Distillable entanglement measures the amount of quantum

information in a mixed state. It represents the number of
perfect Bell states that can be distilled from infinite copies
of the mixed state using local operations and classical com-
munication (LOCC) [10], [18]. For a Werner state with fidelity
F , the distillable entanglement is given by

D(F ) = 1 + F log2 F + (1− F ) log2
1− F

3
. (5)

It is useful to note that D(F ) > 0 only if F > 0.8107.

B. Quantum error correction for entanglement distillation

1) Stabilizer formalism: Let I,X, Y , and Z denote the
Pauli operators and Gn denote the n-qubit Pauli group, which
consists of Kronecker products of these operators along with
global phases from {±1,±ı}, where ı =

√
−1. Then a

stabilizer group S is defined as an Abelian subgroup of
Gn that does not contain −I . The stabilizer group S is
generated by a set of n− k independent generators. If k = 0,
then S is called a maximal stabilizer group, and its unique
common +1-eigenstate is called a stabilizer state. When a
Pauli measurement is applied to a stabilizer state, it is possible
to apply the stabilizer formalism [19], [20] to update S such
that the resulting stabilizer group uniquely identifies the post-
measurement state. The Bell state |Φ+

n ⟩AB = |Φ+⟩⊗n
AB is a

stabilizer state, and its stabilizer group is ⟨XAXB , ZAZB⟩⊗n.
It can be shown that |Φ+

n ⟩AB satisfies the Bell state matrix
identity [10]:

(MA ⊗ IB) |Φ+
n ⟩AB = (IA ⊗MT

B ) |Φ+
n ⟩AB , (6)

where M is an arbitrary n qubit operator. If M is a projector,
i.e., M2 = M , then one can replace M by M2 and apply
this property to only one M so that the operator on the right
hand side becomes (MA ⊗MT

B ). This means that projecting
Alice’s qubits by M induces a simultaneous projection of
Bob’s qubits by MT . If Alice’s qubits are projected onto
a stabilizer code via measurements of the stabilizers of the
code, then Bob’s qubits are also projected onto an equivalent
“transpose” code, whose stabilizers are the transposed versions
of Alice’s stabilizers. Since Y T = −Y , the transpose retains
the Pauli stabilizers up to a phase factor of −1.



2) Stabilizer codes: An Jn, k, dK stabilizer code is a 2k-
dimensional subspace C of the Hilbert space (C2)⊗n that
satisfies the condition S |Ψ⟩ = |Ψ⟩ ∀ S ∈ S, |Ψ⟩ ∈ C.
The minimum distance d is defined as the minimum num-
ber of non-identity operators of an element of N (S) \ S ,
where N (S) is the normalizer of S in Gn. Each Pauli error
E ∈ Gn \N (S) corresponds to a non-trivial syndrome, i,e., a
vector s ∈ {1,−1}n−k where the i-th entry is −1 if and only if
E anti-commutes with the i-th generator of S. The syndrome
is obtained as the result of measurements of the stabilizers of
the code. By definition, if E ∈ N (S), then s = 1. Given a
non-trivial syndrome, a decoding algorithm takes the measured
syndrome and the set of stabilizers as inputs, and outputs an
estimate of the corresponding error, Ê, that is consistent with
the syndrome. Then, a recovery is attempted by applying the
estimated error on the state. If the encoded logical state after
the recovery is preserved, i.e., if ÊE ∈ S, then we say that
the decoder succeeded; otherwise, if ÊE ∈ N (S) \ S , then
we declare a logical error.

3) The Toric code: It is a J2d2, 2, dK stabilizer code that
can be described by a d × d square lattice whose opposite
boundaries are identified with each other (to make a torus).
Here, qubits reside on edges and the set of stabilizers is
given by the incidence relations between vertices, edges and
faces [21]. Specifically, each face or plaquette (resp. vertex)
represents a weight-4 Z-type (resp. X-type) stabilizer acting
on the four incident edges. It can be shown that the minimum
distance of the code is indeed the lattice size, d. For decoding
the toric code we consider the the minimum-weight perfect-
matching (MWPM) decoder [22]. Since this algorithm has a
high decoding latency, we also consider LILLIPUT [23], an
efficient look-up table decoder for small toric codes.

4) Quantum convolutional codes: A quantum convolutional
code (QCC) is defined by n − k commuting Pauli sequences
S0 = {sj , 1 ≤ j ≤ n − k}, where sj is of length (ν + 1)n
and ν is called the memory of the code. The full stabilizer
S is infinite, which contains S0 as well as the shifts of S0

by multiples of n qubits, denoted as Si, i ∈ N. In this
paper we consider the J3, 1, 3K QCC over F4 from [24]. Its
stabilizer matrix is the generator matrix of a classical rate-1/3
quaternary self-orthogonal convolutional code with memory
ν = 1, which is generated by the following generator as well
as all its shifts by multiples of n = 3 symbols:

s1 =
[
1 1 1 1 ω ω̄

]
. (7)

Note that ω̄ = ω2 in GF(4). To perform the decoding, we use
a quaternary syndrome Viterbi decoder [25].

5) Entanglement distillation with error correction: Quan-
tum error correcting codes can be used to perform entangle-
ment distillation [15]. Assume that Alice and Bob want to
share high-fidelity Bell pairs, and that Alice can generate n
Werner states (noisy Bell pairs), each with Werner parameter
W . The 2n qubits can be represented by the stabilizer group
SW (|Φ+

n ⟩AB), which has 2n generators. Alice projects her
qubits onto the code space of an Jn, k, dK stabilizer code by
measuring the n − k stabilizer generators of the code and,

using the stabilizer formalism, updates the stabilizer group,
i.e., the signs of stabilizers. The code Q(S) is then defined
by the set of stabilizers and the results of the measurements,
which we still call syndrome even though they are random and
do not arise from a Pauli error on the state. Due to (6), Bob’s
qubits will also be projected onto the “transpose” code, and
his stabilizers must belong to the evolved group S ′

W . In total,
there will be 2(n−k) code stabilizer generators for this group;
the remaining 2k operators are not stabilizers, but since they
all commute with all the stabilizers (due to the evolution of
the stabilizer group), they must be logical operators of Alice’s
and Bob’s qubits. It is possible to conclude that those logical
operators correspond to logical operators XAXB and ZAZB

for each of the k encoded Bell pairs (see [15] for more details).
After Alice projects her n halves of Werner states onto the

code space, she can send Bob’s qubits to him. Since we can see
Werner states as perfect Bell pairs going through depolarizing
noise, we can use (6) to consider Alice’s qubits as perfect Bell
pairs and Bob’s qubits as affected by additional depolarizing
noise. Alice then sends the qubits labeled with B to Bob,
along with the syndrome of the stabilizer group after the
evolution, which are sent through a classical channel. If the
quantum channel is a depolarizing channel, then the additional
Pauli errors will add on top of Bob’s already corrupted qubits.
Now, Bob measures all the stabilizer generators on his qubits;
since the qubits are already projected onto Q(S) from Alice’s
measurement, the outcome of Bob’s measurement is an error
syndrome, which he can use to correct errors using a decoder.
If the amount of noise is correctable by the stabilizer code,
and if the decoder succeeds, then Bob can revert the Pauli
errors on his qubits, and the resulting state corresponds to k
perfect Bell pairs shared between Alice and Bob, encoded in
two Jn, k, dK quantum stabilizer codes. Otherwise, if a logical
(uncorrectable) error occurs, one or more of the encoded Bell
states will be altered to one of the orthogonal Bell states.
This protocol can further be extended to the case where the
stabilizer code is a quantum convolutional code [14]. After
performing the distillation, Alice and Bob can retrieve the
k distilled Bell pairs by independently applying the inverse
encoding circuit of the stabilizer code Q(S) on their n physical
qubits.

III. THE GLOBAL LINK-STATE PROTOCOL

In this section, we discuss an entanglement routing protocol
assuming the quantum memory coherence time is longer than
all other timescales in the network. Hence, the wait times
do not affect the quality of Werner states stored in quantum
memories. We first discuss using QECCs for entanglement
distillation, followed by the routing protocol and its latency.

A. Entanglement distillation

Section II-B5 discusses the use of Jn, k, dK QECC to distill
n Werner states into k Werner states. We now calculate the
output fidelity and the success probability of this scheme.

Our paper utilizes the toric and quantum convolutional
codes for entanglement distillation, and decoders (MWPM and



Fig. 1. The infidelity (1 − Fout) of the output Werner state distilled using
QEC codes vs. infidelity (1 − Fin) of the input Werner state. The J3, 1, 3K
code is a quantum convolutional code while the other two are toric codes.

Viterbi) that always converge to a valid error estimate. We then
map the decoder’s convergence probability to the distillation
success probability, resulting in a distillation success prob-
ability of 1 for the toric and quantum convolutional codes.
However, the decoder’s convergence does not ensure a state
free of uncorrectable errors, leading to logical errors in the
output state. We map the logical error probability of the code
to the infidelity of the output state(s) of distillation. Similarly,
the infidelity of the input state is the error probability in
the QECC. We relabel the logical error rate vs. qubit error
probability plot for the Jn, k, dK QECC with rate k/n as the
output infidelity (1−Fout) vs. the input infidelity (1−Fin) as
shown in Fig. 1. We assume that the syndrome measurements
on the QECC are perfect. For a given quantum code, there
exists a threshold fidelity Fth such that if Fin < Fth, then
Fout < Fin, i.e., the quantum code fails to improve the input
Werner state fidelity. We refer to Fth as the pseudo-threshold
of the code.

B. The protocol

We have a linear chain of N repeaters connecting users
Alice and Bob at a distance L from each other. We assume
that the quantum memories are perfect, i.e. their coherence
times are much larger than all other timescales of the protocol.

In every time slot of length τ seconds, each repeater gen-
erates 2M Werner states and transmits M qubits from those
states over the parallel optical channels on either side. The
Werner states from adjacent repeaters meet at the intermediate
nodes and undergo photonic BSM. Each BSM succeeds i.i.d.
with probability p. The successful BSMs generate links, i.e.,
Werner states each with fidelity F0 between the quantum
memories at each pair of neighboring repeaters. Here, M is
the spatial multiplexing block length. The time required to
generate links is τl = L

2(N+1)cf
, where cf is the speed of

light in optical fiber.
The network’s link state after an attempt to generate links is

called the snapshot. We use a central processor to incorporate
global link-state knowledge. Once the links are generated,

the minor nodes send their link-state to the processor. The
processor uses a brute-force method (see Section III-C) to
devise a scheduling strategy for the received snapshot. We
assume that the classical computation required to calculate the
scheduling strategy is instantaneous. The scheduling strategy
decides which repeaters perform distillation. We refer to
those repeaters as the “distillation repeaters”; the remaining
repeaters that perform only BSMs are called the “BSM re-
peaters”. The processor relays this strategy to all repeaters. It
includes the operations at every repeater and their sequence
until Alice and Bob are delivered entangled states.

We assume that it takes time τp to send the snapshot to
the processor and receive the scheduling strategy at all the
repeaters. Assuming that the processor is located halfway
between Alice and Bob, we have τp = (2N+1)L

2(N+1)cf
.

For two sets of n links on opposite sides of a BSM repeater,
the link-level BSMs at the repeater and the distillation at
the neighboring repeaters do not commute. As a result, the
distillation is performed after the BSMs at the BSM repeaters.
We assume that the BSM is deterministic but takes time τBSM.
The BSM repeaters perform BSMs on the maximum number
of possible links simultaneously.

The distillation repeaters perform distillation using an
Jn, k, dK QECC as discussed in Section III-A. Let τDec be the
runtime of the classical decoder during distillation. We con-
sider the decoding runtime of MWPM to be around 1ms (see
qecsim implementation [22]). In comparison, the runtime of
an FPGA implementation of the Viterbi decoder is around 1µs
for a rate-1/3 convolutional code [26]. However, for the toric
codes (n = 18 and n = 50), we consider efficient look-up
tables that achieve a runtime lower than 50ns [23].

Once the distillation is complete, every repeater commu-
nicates the Pauli corrections from distillation to the central
processor, which then transmits all the corrections to Bob.
This classical communication step takes time τDist = L

cf
(to

communicate the distillation outcomes from Alice) and affects
only the latency of the protocol. The distillation repeaters
apply BSM on the distilled links to generate end-to-end
Werner states between Alice and Bob. Links with the highest
fidelity are paired together to perform BSM and maximize
distillable entanglement. All repeaters send the BSM outcomes
to Bob. The upper limit for the time required to send the
BSM outcomes is the time it takes to send them from the
repeater farthest from Bob, so τCC = NL/((N + 1)cf ).
Bob applies Pauli corrections to his qubits based on the
distillation and BSM outcomes. We define entanglement rate
as the sum of the distillable entanglement of all end-to-end
Werner states (Dtotal) per optical mode per time step τ , i.e.,
Dtotal/(2Mτ). We assume that link qubits are encoded in the
dual-rail photonic basis, resulting in two optical modes per
qubit.

After the protocol starts, assuming τBSM < τDist < (τBSM+
τCC), Bob finishes applying Pauli corrections on the first end-
to-end state at time τlat = τl + τp + 2τBSM + τDec + τCC,
the initial classical communication latency of the protocol as
shown in Fig. 3. τDist does not affect the latency as the pauli



Fig. 2. Schematic of the protocol with M = 6, n = 3, and k = 1.
The central processor is shown as a circle halfway between Alice and Bob.
(a) Snapshop of the network. Links (black lines) are generated between the
neighboring repeaters’ quantum memories (black circles). The vertical black
lines are intermediate nodes used to generate links. The distillation repeaters
are marked with green arrows; the remaining are the BSM repeaters. (b)
The BSM repeaters perform BSM on all possible links. (c) The distillation
repeaters then divide the links into groups of three to distill one link with
higher fidelity (thick black line) (d) Distillation repeaters that are not Alice
or Bob perform BSM to get an end-to-end link.

corrections due to distillation reach Bob before the corrections
due to BSMs.

C. Scheduling strategy

The processor uses a brute-force method to decide the se-
quence of BSMs and distillations at the repeaters. This method
searches over all possible BSM and distillation sequences. We
first calculate C(N + 1), the set of all possible compositions
of the integer (N + 1). A composition is an ordered partition
of an integer. For example, all possible compositions of 3
are (1, 1, 1), (1, 2), (2, 1), (3). Composition decides the hop
distance between repeaters that perform distillation.

For a composition c = (n1, n2, . . . , ni) in C(N + 1),
the distillation is performed between Alice and the n1-th
repeater, the n1-th and (n1 + n2)-th repeater, and so on; the
remaining repeaters are BSM. The central processor calculates
the end-to-end distillable entanglement for the composition
c = (n1, n2, . . . , ni) ∈ C(N + 1) as follows:

1) The processor first performs BSM on maximum possible
links at the BSM repeaters (refer Fig. 2(b)).

2) Once the BSMs are complete, the distillation repeaters
will have long-range links between them. The fidelities
of these long-range links are lower than F0. The processor
distills the long-range links using the following rules
(refer Fig. 2(c)):
• If a distillation repeater has l successful links with its

neighbor, it divides them into groups of n to distill
using an Jn, k, dK code. The distillation step converts
n links into k links with higher fidelity.

Nodes Processor

Snapshot

scheduling strategy

Distillation corrections

Distillation corrections

BSM corrections

BSM corrections

Links created
τl

Strategy recieved
BSMs start
τl + τp

BSMs complete
Distillations start

τl + τp + τBSM

Distillation complete
BSMs at distilla-

tion repeaters start
τl + τp + τBSM + τDec

BSMs complete
End-to-end entanglement

τl + τp + 2τBSM + τDec

Received by Bob
τl + τp + τBSM + τDec + τDist

Received by Bob
τl + τp + 2τBSM + τDec + τCC

Fig. 3. Timing diagram to illustrate the latency of the protocol. Network nodes
include Alice, Bob, and the repeaters. Here, τBSM < τDist < (τBSM+τCC).

• The l mod n non-grouped links are not distilled.
• The processor calculates the fidelity of links after

BSMs using Eq.(4). It then decides to distill the links
only if it improves the fidelity using Fig. 1.

3) Once the distillation is complete, at every distillation
repeater, the processor pairs up their links (including the
links that are not distilled) in the increasing order of
fidelity to maximize the distillable entanglement and per-
forms BSMs. This step creates end-to-end links between
Alice and Bob (refer Fig. 2(d)).

4) If the composition c generates m end-to-end link with
fidelities F c

i , i ∈ {1, 2, . . .m}, then the total distillable
entanglement is Dc

total =
∑m

i=1 f(F
c
i ) such that

f(F c
i ) =

{
D(F c

i ) if F c
i > 0.8107,

0 otherwise.

Here, D(F c
i ) is the distillable entanglement calculated

using Eq. (5).
5) The processor calculates Dc

total for all compositions
C(N + 1) and chooses the composition with the high-
est Dc

total to send to the repeaters. Maximizing Dc
total

maximizes the number of shared Werner states while
simultaneously ensuring that they are of high quality.

The steps above are performed on a classical computer
at the processor. The repeaters perform measurements only
according to the optimal composition, after receiving it from
the processor.



IV. RESULTS

A. Rate calculations

In this section, we compare the performances of the J3, 1, 3K
quantum convolutional code and the J18, 2, 3K and J50, 2, 5K
toric codes for our global link-state protocol. We use the
notation (n,N) for a protocol that uses Jn, k, dK distillation
code over a chain of N repeaters. Fig. 4(a) compares the three
codes when F0 = 0.99. The rate monotonically increases with
the link success probability p, except for the (50, 8) protocol.
The distillable entanglement for (50, 9) is much higher than
(50, 8) for F0 = 0.99 and multiplexing M = 450. Fig. 4(b)
shows the contributions of the number of end-to-end links
and their average fidelity to the distillable entanglement when
p = 1.

The optimal composition for the (50, 8) protocol is
(1, 1, . . . , 1) for p = 1. This composition distills between
every pair of repeaters as F0 exceeds the pseudo-threshold
to generate M × 2/50 = 18 distilled links between adjacent
repeaters. Consequently, Alice and Bob have 18 shared links.

On the other hand, the (10, 0) composition is optimal for
the (50, 9) protocol, when p = 1. This composition first
applies BSM at all repeaters to get M = 450 long-range links
(between Alice and Bob) with fidelity F ′

(10,0). For F0 = 0.99,
F ′
(10,0) falls below the pseudo-threshold of the J50, 2, 5K code;

Alice and Bob do not distill the shared links. The result is M
end-to-end links with fidelity F ′

(10,0). (1, 1, . . . , 1) is not the
optimal composition as it generates only 18 links, although of
higher fidelity than the (10, 0) composition. Our measurement
strategy maximizes distillable entanglement, which depends on
both the number and fidelity of states. The (10, 0) composition
generates more links than (1, 1, . . . , 1), compensating for
lower quality links and resulting in a higher entanglement rate
than the (50, 8) protocol. Similarly, the (3, 8), (3, 9), (18, 8),
and (18, 9) protocols perform only BSMs and no distillation,
resulting in identical entanglement rates as the (50, 9) protocol.
The entanglement rates for (3, 9) and (18, 9) are lower than
(3, 9) and (18, 9) due to an additional BSM.

Note that, the (9, 0) composition for the (50, 8) protocol is
not optimal. In this case, the fidelity of 450 links between Alice
and Bob after BSMs at all repeaters is higher than pseudo-
threshold, resulting in 18 distilled links between Alice and
Bob, identical to the (1, 1, . . . , 1) composition. However, the
fidelity of links is higher when the (1, 1, . . . , 1) composition
is used.

The pseudo-threshold of the code, the input fidelity below
which distillation does not improve the fidelity of the out-
put states, plays a crucial role in determining the number
and quality of the end-to-end states. The pseudo-threshold
decreases with the code rate. Low-rate can distill input states
with lower fidelity than high-rate codes. Moreover, a low-rate
code consumes more links per distillation. As a result, using a
low-rate code for distillation results in fewer but better quality
end-to-end states than a high-rate code.

We use the same reasoning as above to explain a higher
rate for p = 0.9 than p = 1 for the (50, 8) protocol. The

protocol generates more end-to-end states when p = 0.9, since,
on average, pM links will be generated between repeaters.
When p = 0.9, the links cannot be divided into perfect groups
of 50. Ungrouped links will undergo only BSM, resulting in
increased end-to-end links.

When we lower F0 to 0.97, the optimal composition for
(18, 8), (18, 9), (50, 8), and (50, 9) protocols is (1, 1, . . . , 1)
(see Fig. 5). This results in a monotonic increase in the rate
with p and Fout decreases with N for (18, 8), (18, 9), (50, 8),
and (50, 9) protocols. F0 = 0.97 is lower than pseudo-
threshold of the J3, 1, 3K code, rendering this code unusable
for distillation. In this case, the repeaters use the (N + 1, 0)
composition. For the (N + 1, 0) composition when N = 8 or
N = 9, the fidelity of links between Alice and Bob after BSMs
at all repeaters is lower than 0.8107, the threshold for non-zero
distillable entanglement (see Eq.(5)), making the entanglement
rate for the J3, 1, 3K code zero.

To summarize, for high p, the optimal compositions is:
• (1, 1, . . . , 1) if the fidelity of links after all BSMs of the
(N + 1, 0) composition is above the pseudo-threshold.

• (N + 1, 0) if the fidelity of links after all BSMs in the
(N + 1, 0) composition is below the pseudo-threshold.
No distillation is performed.

• (N + 1, 0) if F0 is below the pseudo-threshold.

B. Quantum memory requirements

In this section, we calculate the upper bound to the number
of quantum memories our protocol uses per repeater. The
memories used per repeater depend upon the relative values
of all the network timescales and the error correction code
rate. We plot the number of quantum memories used as time
progresses in Fig. 6 when p = 1. At time t = 0, a repeater
starts link generation and utilizes 2M memories. Every time
step τ , a repeater uses a new set of 2M memories to store
links. The number of quantum memories used at time t is
2M(t/τ + 1). The BSM repeater frees 2M memories for the
first time by performing BSM at time τl + τp + τBSM (refer
Fig. 3). By this time, it has utilized 2M [(τl+τp+τBSM)/τ+1]
memories, assuming (τl + τp + τBSM) is a multiple of τ .
After the BSMs, the number of used memories reduces to
2M(τl + τp + τBSM)/τ . At time τl + τp + τBSM + τ , another
2M memories are used, and the links generated at time t = 2τ
are measured. As a result, the maximum number of memories
a BSM repeater uses is 2M(τl + τp + τBSM)/τ + 2M .

A distillation repeater accumulates memories until t = τl+
τp+τBSM+τDec, resulting in 2M [(τl+τp+τBSM+τDec)/τ+1]
used memories. Distillation reduces the number of used memo-
ries by 2M(n−k)/n. The number of memories used increases
until the distillation repeater finishes performing BSM on links
generated at t = 0. The number of memories entangled at
t = τl + τp + 2τBSM + τDec are 2M [(τl + τp + 2τBSM +
τDec)/τ + 1 − (1 + τBSM/τ)(n − k)/n]. They reduce to
2M [(τl + τp + 2τBSM + τDec)/τ − (τBSM/τ)(n− k)/n] after
BSM on the k distilled links.

Note that, the distillation repeater requires more quantum
memories than the BSM repeater due to the classical com-



Fig. 4. Performance comparisons when the 18-qubit and 50-qubit surface codes are used for distillation. (a) Distillable entanglement as a function of p (b)
Number of end-to-end states and the average fidelity of those states when p = 1.

Fig. 5. Performance comparison for when the 18-qubit and 50-qubit surface codes are used for distillation. (a) Distillable entanglement as a function of p
(b) Number of end-to-end states and the average fidelity of those states when p = 1

putation time of decoding, τDec. If τDec ≪ τ , the BSM and
the distillation repeaters would require the same number of
memories. Similarly, increasing the code rate increases the
maximum number of memories used at the distillation repeater.

V. CONCLUSION AND DISCUSSION

We have designed a protocol to route Werner states on
a chain of quantum repeaters. It utilizes quantum error-
correcting codes (QECC) for entanglement distillation and
global link-state knowledge to decide the location of distil-
lation, if any, along the chain for maximum end-to-end distil-
lable entanglement. We have designed a scheduling strategy
for distillation that maximizes the end-to-end distillable en-
tanglement for every network snapshot. The QECC’s rate and
pseudo-threshold determine the fidelity and number of end-to-
end states between Alice and Bob. Lower code rates increase
error-correction capability and result in higher output fidelity.
Using a sufficiently low rate code allows the distribution of

long-range links with higher fidelity than shared links between
repeaters at the start of the protocol. However, fewer end-
to-end states are yielded as more links are consumed per
distillation with decreasing code rates. These observations can
help determine the code rate based on the specific applica-
tion. A higher rate code is chosen for applications requiring
many shared entangled states, while applications demanding
high-quality links use a lower rate code. For low-rate code,
multiplexing more increases the number of end-to-end links.

The code rate also dictates the number of quantum mem-
ories used at the distillation repeaters. In an Jn, k, dK QECC,
the fraction of freed quantum memories due to distillation is
(n − k)/n. A low-rate code frees up more memories than a
high-rate code, reducing memory requirements. The memory
requirements grow with the classical computation time of the
decoder. Reducing memory usage requires a low-rate code
with a fast decoder.

In this work, we have assumed perfect quantum memories



Fig. 6. The number of quantum memories used at distillation and BSM
repeaters for the J50, 2, 5K code. Here, τp = 20τ, τl = τ, τBSM =
4τ, τDec = 10τ .

with infinite coherence times, s.t., the fidelity of links held in
the memories does not degrade with time. A trivial protocol
extension would incorporate quantum memories with finite
coherence times. In this case, the links would decohere while
waiting for classical communication, computation and BSM.

The optimal composition for the QECC codes used here is
either (1, 1, . . . , 1) or (N +1, 0), depending upon the number
of repeaters N , initial fidelity F0, and the rate of the code.
The (1, 1, . . . , 1) composition is optimal due to the deter-
ministic distillation. We conjecture that if the distillation is
probabilistic, i.e., if a penalty is associated with the distillation
in the cost function to calculate the scheduling strategy, com-
positions with distillation between non-neighboring repeaters
will become optimal. In future work, we aim to study our
protocol with probabilistic QECC distillation techniques, such
as in refs. [15], [17] and derive insights on the scheduling of
distillation as a function of network parameters.

We have used global link state knowledge to design the
scheduling strategy. We calculated the optimal compositions
under different network parameters. This calculation makes
it possible to schedule distillation using only local-link state
knowledge for given network parameters. The local-link state
protocol does not require a central processor to calculate the
scheduling strategy. If a repeater knows their position along
the chain, F0, and the QECC used, it can locally decide if it is
a distillation repeater. The local-link state protocol will have
a reduced latency of 2τl + 2τBSM + τDec + τCC, and require
2M(τp − τl)/τ fewer quantum memories.
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