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COMPLEX ANALYTIC SOLUTIONS FOR THE TQG MODEL

PRINCE ROMEO MENSAH

Abstract. We present a condition under which the thermal quasi-geostrophic (TQG) model possesses a
solution that is holomorphic in time with values in the Gevrey space of complex analytic functions. This
can be seen as the complex extension of the work by Levermore and Oliver (1997) for the generalized
Euler equation but applied to the TQG model.

1. Introduction

There are several 2-dimensional models for geophysical fluid flows where horizontal length scales are
very large compared to their vertical scale. One such model is the Thermal Quasi-Geostrophic (TQG)
model where there is a near balance between the Coriolis force, the hydrostatic pressure gradient force
and the buoyancy gradient force. We refer to [2, 3, 12] for the historical account, the derivation and some
simulations. In precise form, the TQG model posed on the spacetime spatially periodic cylinder I × T

2

where I := (0, T ), T > 0, is a coupled system of equations governed by the evolution of the buoyancy
b : (t,x) ∈ I × T2 7→ b(t,x) ∈ R and the potential vorticity q : (t,x) ∈ I × T2 7→ q(t,x) ∈ R in the
following way:

∂tb+ (u · ∇)b = 0, (1.1)

∂tq + (u · ∇)(q − b) = −(uh · ∇)b, (1.2)

b0(x) = b(0, x), q0(x) = q(0, x), (1.3)

where

u = ∇⊥ψ, uh =
1

2
∇⊥h, q = (∆− 1)ψ + f. (1.4)

In (1.4), the vector u : (t,x) ∈ I×T2 7→ u(t,x) ∈ R2 is the velocity field, ψ : (t,x) ∈ I×T2 7→ ψ(t,x) ∈ R

is the streamfunction, h : (t,x) ∈ I × T2 7→ h(t,x) ∈ R is the spatial variation around a constant
bathymetry profile and f : (t,x) ∈ I × T2 7→ f(t,x) ∈ R is the spatial variation around a constant
background rotation rate. Note that since ∇⊥ = (−∂x2

, ∂x1
), both u and uh are incompressible vector

fields.
The existence of unique local-in-time strong solutions of (1.1)-(1.4) have recently been shown in [8]

and in [7] for the stochastic variant. Here, ‘strong solutions’ are those having a minimal spatial regularity
of (b(t), q(t)) ∈W 3,2(T2)×W 2,2(T2) for a corresponding dataset (uh, f, b0, q0) satisfying

(uh, f) ∈W 3,2
divx

(T2)×W 2,2(T2), (b0, q0) ∈W 3,2(T2)×W 2,2(T2)

where W 3,2
divx

(T2) is the space of divergence-free vector fields in W 3,2(T2). Since we work on a torus, one
can use the standard method of taking partial spatial derivative of the equation and applying commutator
estimates to the advection terms (see [20, Proposition 2.1] and [13, Appendix] for instance) to extend
this solution to (b(t), q(t)) ∈ W k+1,2(T2) × W k,2(T2) for all k ≥ 2. Consequently, smooth solutions
(b(t), q(t)) ∈ C∞(T2) × C∞(T2) also exists locally in time provided the data are also smooth. The
existence of solutions in the larger class (b(t), q(t)) ∈W k+1,2(T2)×W k,2(T2) for any k < 2 as well as the
existence of global-in-time solution in any class, however, remains interesting open problems.

In this work, we are interested in studying the analytical property of smooth solutions of (1.1)-(1.4).
In particular, we give a condition under which smooth solutions have convergent Taylor series. This
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will follow by showing that smooth solutions belongs to the Gevrey class of analytic functions under
the condition that the radius of analyticity solves a suitable ordinary differential equation. The precise
statement of this result is given below in Theorem 3.1. See [4] for a related result for the supercritical
surface quasi-geostrophic equation, [14] for the hydrostatic Euler equations and [1, 5, 6, 15, 16, 17] for
the (generalized) Euler equation

2. Preliminaries

2.1. Notation. We consider a spacetime cylinder consisting of spatial points x = (x1, . . . , xd) on the
torus Td = (R/2πZ)d, d = 2, 3 with periodic boundary condition and a time variable t ∈ [0, T ] where
T > 0 is fixed and arbitrary. For functions F and G, we write F . G if there exists a generic constant
c > 0 such that F ≤ cG. We also write F .p G if the constant c(p) > 0 depends on a variable p. If F . G
and G . F both hold (respectively, F .p G and G .p F ), we use the notation F ∼ G (respectively,
F ∼p G). The symbol | · | may be used in four different context. For a scalar function f ∈ R, |f | denotes
the absolute value of f . For a vector f ∈ Rd, |f | denotes the Euclidean norm of f . For a square matrix

F ∈ Rd×d, |F| shall denote the Frobenius norm
√

trace(FTF). Also, if S ⊆ Rd is a (sub)set, then |S| is
the d-dimensional Lebesgue measure of S. Lastly, for any two normed spaces (V1, ‖ · ‖V1

) and (V2, ‖ · ‖V2
)

with v1 ∈ V1 and v2 ∈ V2, we let

‖(v1 , v2)‖
p
V1×V2

:= ‖v1‖
p
V1

+ ‖v2‖
p
V2

represent the product norm for any p ∈ [1,∞).

2.2. The functional setting. Let C∞
divx

(Td) denote the space of all divergence-free smooth periodic

functions. For r ≥ 0, let the Hilbert space (Hr(Td), ‖ · ‖Hr ) represent the L2-homogeneous Sobolev space
of mean-free functions defined as

Hr(Td) =

{

f(x) =
∑

k∈Zd
0

f̂ke
ik·x ∈ L2(Td)

∣

∣

∣

∣

f̂k =

ˆ

Td

e−ik·xf(x) dx ∈ C
d,

f̂k = f̂−k, f̂0 = 0, ‖f‖Hr =

(

∑

k∈Zd
0

|k|2r |f̂k|
2

)
1
2

<∞

}

.

(2.1)

Here, the f̂ks are the Fourier coefficients of the function f ∈ L2(Td) and Zd
0 := 2πZd \ {0}. Furthermore,

note the f̂0 = 0 is equivalent to saying that elements f ∈ Hr(Td) in (2.1) are mean-free, i.e.,
´

Td f(x) dx =
0.
With (2.1) in hand, we now define (Hr(Td), ‖ · ‖Hr ) as the subclass of (Hr(Td), ‖ · ‖Hr ) given by

H
r(Td) =

{

f(x) =
∑

k∈Zd
0

f̂ke
ik·x ∈ Hr(Td)

∣

∣ f̂k · k = 0

}

. (2.2)

Here, the condition f̂k · k = 0 corresponds to the divergence-free condition divxf = 0 in frequency space.
Thus, Hr(Td) is the subclass of divergence-free vectors in Hr(Td). Next, if we consider the positive,
self-adjoint operator Λ = −∆ which is known to posses a nondecreasing sequence {λj}j∈N of strictly
positive eigenvalues that approaches infinity as j → ∞, see [18]. Then for any r ∈ R, we can define its
fractional power Λr as the mapping

f(x) =
∑

k∈Zd
0

f̂ke
ik·x 7→ Λrf =

∑

k∈Zd
0

|k|2r f̂ke
ik·x =

∑

k∈Zd
0

λr|k|〈f(x), e
ik·x〉L2eik·x

with Λ0 = I so that

‖Λrf‖2L2 =
∑

k∈Zd
0

|k|4r|f̂k|
2 =

∑

k∈Zd
0

λ2r|k||f̂k|
2 = ‖f‖2H2r .

A special subclass of the space (2.2) are the Gevrey-class-(s, r, ϕ) spaces Gs,r
ϕ (Td) given by

D(eϕΛ1/2s

: Hr(Td)) ≡
{

f(x) ∈ H
r(Td) : ‖eϕΛ1/2s

f(x)‖Hr <∞
}

(2.3)
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for real numbers s > 0, r ≥ 0 and a given time-dependent function ϕ : I → [0,∞). The space (2.2) is
recovered when ϕ = 0 whereas

D(eϕΛ1/2s

: Hr(Td)) ⊆ C∞
divx

(Td) ⊆ H
r(Td)

when ϕ > 0. A similar relation holds between D(eϕΛ1/2s

: Hr(Td)), C∞(Td) and Hr(Td) as defined in

(2.1). See [17] for further details. In particular, the spaces D(eϕΛ1/2s

: Hr(Td)) are nested just as Hr(Td)

are, in the sense that the embedding D(eϕΛ1/2s

: Hr2(Td)) →֒ D(eϕΛ1/2s

: Hr1(Td)) is always continuous
for r1 ≤ r2.

With the above preliminaries in hand, we now present some useful results for this work. Firstly, letting
〈·, ·〉 represent the L2 inner product we have the following generalisation of the crucial result from [17,
Lemma 8].

Lemma 2.1. For u,v ∈ D(eϕΛ1/2

: Hr+1/2(Td)) and w ∈ D(eϕΛ1/2

: Hr+1(Td)) with r > d/2 + 3/2, we
have that

|〈Λr/2eϕΛ1/2

(u · ∇v) , Λr/2eϕΛ1/2

w〉| . ‖u‖Hr‖v‖Hr‖w‖Hr

+ ϕ
(

‖eϕΛ1/2

v‖Hr‖eϕΛ1/2

u‖
Hr+ 1

2
+ ‖eϕΛ1/2

u‖Hr‖eϕΛ1/2

v‖
Hr+ 1

2

)

‖eϕΛ1/2

w‖
Hr+1

2

Remark 2.2. Lemma 2.1 generalises [17, Lemma 8] in two ways and we defer its proof to the appendix

below. Firstly, nowhere is the incompressibility condition used (hence u ∈ D(eϕΛ1/2

: Hr+1/2(Td)) rather

than u ∈ D(eϕΛ1/2

: Hr+1/2(Td))) whereas u was taken to be (weighted) incompressible in the cited
result. Secondly, we clearly do not require v = w nor do they need to be scaler-valued.

Finally, we recall the following result in [8, Lemma 2.2]. Although the original result is stated for
non-negative integers k ∈ N ∪ {0}, a look at the proof shows that it extends to all non-negative real
numbers r ≥ 0 with no further modication to the proof.

Lemma 2.3. Let r ≥ 0 and assume that the triple (ψ,u, ω) satisfies

u = ∇⊥ψ, ω = (∆− 1)ψ.

If ω ∈ Hr(T2), then the following estimate

‖u‖2Hr+1 . ‖ω‖2Hr

holds.

3. Main result

3.1. Complexified TQG. We wish to find a complex neighbourhood of the initial time where we can find
a unique solution of the complexified TQG that is holomorphic in time with values in the Gevrey space
of complex analytic functions. For us to extend the TQG equation to a complex time with complex-
valued solutions (b, q) = (b1 + ib2, q1 + iq2) where (b1, q1) and (b2, q2) are real-valued solutions, we
consider the complexification of the all the functions spaces under consideration [19]. For example, The
complexification of the domain of Λ, D(Λ), is D(Λ)C := D(Λ) + iD(Λ) and so on. Furthermore, for
f ,g ∈ C given by f = f1 + if2 and g = g1 + ig2, the complexified L2-inner product is given by

〈f , g〉C = 〈f1 , g1〉+ 〈f2 , g2〉+ i[〈f2 , g1〉 − 〈f1 , g2〉]

whereas the complexified bilinear form B(f , g) := (f · ∇)g is given by the bilinear form

B(f , g)C = B(f1 , g1)−B(f2 , g2) + i[B(f2 , g1) +B(f1 , g2)].

Correspondingly, the complexified trilinear form is given by

〈B(f , g)C , h〉C =〈B(f1 , g1)−B(f2 , g2) , h1〉+ 〈B(f2 , g1) +B(f1 , g2) , h2〉

+ i
[

〈B(f2 , g1) +B(f1 , g2) , h1〉 − 〈B(f1 , g1)−B(f2 , g2) , h2〉
]

.
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Note that since we work on a periodic domain, if f is divergence free (i.e. f1 and f2 are both divergence
free) and g = h (i.e. g1 = h1, and g2 = h2), then the orthogonality property of the real-valued trilinear
form means that

〈B(f , g)C , g〉C =− 〈B(f2 , g2) , g1〉+ 〈B(f2 , g1) , g2〉

+ i
[

〈B(f1 , g2) , g1〉 − 〈B(f1 , g1) , g2〉
]

.

Thus, the complexified trilinear form is not orthogonal in its last two variables. With this preparation
in hand, we fix θ ∈ (π2 ,

π
2 ) and consider the time ζ = seiθ for s ∈ I so that Re ζ = s cos(θ) ∈ I. Here,

without loss of generality, we assume that I = (0, T ) is such that T > 0 is the maximal time for the
existence of smooth solutions. The complexified TQG equation is given by

db

dζ
+B(u, b)C = 0, (3.1)

dq

dζ
+B(u, q)C −B(u, b)C = −B(uh, b)C, (3.2)

b0(x) = b(0, x)C, q0(x) = q(0, x)C, (3.3)

with

u = ∇⊥ψC, uh =
1

2
∇⊥hC, q = (∆− 1)ψC + fC (3.4)

where gC := g1 + ig2 for g1, g2 ∈ R. Our main result is now given by the following.

Theorem 3.1. Let ϕ0 > 0 be a constant and let (uh, f, b0, q0) be a dataset satisfying

(b0, q0) ∈ D(eϕ0Λ
1/2

: H4(T2))C ×D(eϕ0Λ
1/2

: H3(T2))C, (3.5)

(uh, f) ∈ D(eϕ0Λ
1/2

: H7/2(T2))C ×D(eϕ0Λ
1/2

: H7/2(T2))C. (3.6)

Fix θ ∈ (−π
2 ,

π
2 ) and for s ∈ I, let ϕ = ϕ(s cos θ) be such that ϕ ∈ C1(I). If the function ϕ solves

ϕ(s) = ϕ0e
−c
´

s
0
Θ(τ) dτ , ϕ(s = 0) = ϕ0 (3.7)

for c > 0, where

Θ(s) :=‖(eϕ(s cos θ)Λ1/2

b(ζ, ·) , eϕ(s cos θ)Λ1/2

q(ζ, ·))‖H4
C
×H3

C

+ ‖(eϕ0Λ
1/2

uh(·) , e
ϕ0Λ

1/2

f(·))‖H3
C
×H3

C

,
(3.8)

ζ = seiθ, then a dataset (uh, f, b0, q0) satisfying (3.5)-(3.6) generates a unique solution of (3.1)-(3.4) in

the region
{

ζ = seiθ : Re ζ ∈ I, |θ| <
π

2
, 0 < sD(data)

1
2 <

1

c cos θ

}

where

D(data) := ‖(eϕ0Λ
1/2

b0 , e
ϕ0Λ

1/2

q0)‖
2
H4

C
×H3

C

+ ‖(eϕ0Λ
1/2

uh , e
ϕ0Λ

1/2

f)‖2
H

7/2
C

×H
7/2
C

.

Remark 3.2. Theorem 3.1 remains true if the family of spaces {H3, H7/2,H7/2, H4} (and their complex-

ified variants) are replaced with {Hr, Hr+ 1
2 ,Hr+ 1

2 , Hr+1} (and their complexified variants), respectively,
provided that r > 5

2 . This is consequence of Lemma 2.1. The choice of the former family is to make the
analysis clear.

Remark 3.3. Under the Beale–Kato–Majda criterion for the blow-up of solution to the TQG [9], the time
span T > 0 can be made arbitrary large. In this case, the complex neighbourhood where the solution is
of Gevrey analytic class becomes

{

ζ = seiθ : Re ζ > 0, |θ| <
π

2
, 0 < sD(data)

1
2 <

1

c cos θ

}

so that by tuning θ, one can make s arbitrary large.
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3.2. Proof of result. We now present the proof of Theorem 3.1 which uses arguments in [11, 17]
and [10, Chapter II]. This will involve formal a priori estimates which, as usual, can be made rigorous
by first considering a finite-dimensional Galerkin approximation and later passing to the limit in the
approximation parameter. With this said, for ϕ := ϕ(Re ζ) = ϕ(s cos θ) with fixed θ ∈ (−π

2 ,
π
2 ), we first

consider the following equation that is due to the product rule for the product of two functions:

1

2

d

ds
‖eϕΛ1/2

b‖2H4
C

=Re
〈

Λ2 d

ds

(

eϕ(s cos θ)Λ1/2

b(ζ)
)

, Λ2eϕ(s cos θ)Λ1/2

b(ζ)
〉

C

=cos θ ϕ̇‖eϕΛ1/2

b(ζ)‖2
H

9/2
C

+Re
〈

Λ2eϕΛ1/2

eiθ db(ζ)
dζ , Λ2eϕΛ1/2

b(ζ)
〉

C

=cos θ ϕ̇‖eϕΛ1/2

b‖2
H

9/2
C

− Re eiθ
〈

Λ2eϕΛ1/2

B(u, b)C, Λ
2eϕΛ1/2

b
〉

C

.

Similarly, we obtain

1

2

d

ds
‖eϕΛ1/2

q‖2H3
C

=cos θ ϕ̇‖eϕΛ1/2

q‖2
H

7/2
C

− Re eiθ
〈

Λ3/2eϕΛ1/2

B(u, q)C, Λ
3/2eϕΛ1/2

q
〉

C

+Re eiθ
〈

Λ3/2eϕΛ1/2

B((u− uh), b)C, Λ
3/2eϕΛ1/2

q
〉

C

.

Thus, by combining the two equations above, we obtain

1

2

d

ds
‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2H4
C
×H3

C

≤ cos θ ϕ̇‖(eϕΛ1/2

b(ζ) , eϕΛ1/2

q(ζ))‖2
H

9/2
C

×H
7/2
C

+ cos θ
(∣

∣

〈

Λ2eϕΛ1/2

B(u, b)C, Λ
2eϕΛ1/2

b
〉

C

∣

∣

+
∣

∣

〈

Λ
3
2 eϕΛ1/2

B(u, q)C, Λ
3
2 eϕΛ1/2

q
〉

C

∣

∣

+
∣

∣

〈

Λ
3
2 eϕΛ1/2

B((u− uh), b)C, Λ
3
2 eϕΛ1/2

q
〉

C

∣

∣

)

.

Now, by using Lemma 2.1 and the fact that for any complex f = f1+ if2 in a complexified normed space
(XC, ‖ · ‖XC

) the estimate ‖fi‖X ≤ ‖f‖XC
hold for any i = {1, 2}, we obtain

∣

∣

〈

Λ2eϕΛ1/2

B(u, b)C, Λ
2eϕΛ1/2

b
〉

C

∣

∣ .‖u‖H4
C

‖b‖2H4
C

+ ϕ
(

‖eϕΛ1/2

u‖H4
C

‖eϕΛ1/2

b‖2
H

9/2
C

+ ‖eϕΛ1/2

u‖
H

9/2
C

‖eϕΛ1/2

b‖H4
C

‖eϕΛ1/2

b‖
H

9/2
C

.‖b‖3H4
C

+ ‖q‖3H3
C

+ ‖f‖3H3
C

+ ϕ
(

‖(eϕΛ1/2

b , eϕΛ1/2

q)‖H4
C
×H3

C

+ ‖eϕ0Λ
1/2

f‖H3
C

)

×
(

‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2
H

9/2
C

×H
7/2
C

+ ‖eϕ0Λ
1/2

f‖2
H

7/2
C

)

where in the second inequality, we apply Lemma 2.3 to (3.4) and use Young’s equality. We also use the
assumption ϕ(s) ≤ ϕ0 (which follows (3.7) since the negative exponential is decreasing) in the forcing
term. Similarly,

∣

∣

〈

Λ
3
2 eϕΛ1/2

B(u, q)C, Λ
3
2 eϕΛ1/2

q
〉

C

∣

∣ .‖u‖H3
C

‖q‖2H3
C

+ ϕ
(

‖eϕΛ1/2

u‖H3
C

‖eϕΛ1/2

q‖2
H

7/2
C

+ ‖eϕΛ1/2

u‖
H

7/2
C

‖eϕΛ1/2

q‖H3
C

‖eϕΛ1/2

q‖
H

7/2
C

.‖q‖3H3
C

+ ‖f‖3H2
C

+ ϕ
(

‖eϕΛ1/2

q‖H3
C

+ ‖eϕ0Λ
1/2

f‖H3
C

)

×
(

‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2
H

9/2
C

×H
7/2
C

+ ‖eϕ0Λ
1/2

f‖2
H

7/2
C

)

.

Finally, we also obtain
∣

∣

〈

Λ
3
2 eϕΛ1/2

B((u − uh), b)C, Λ
3
2 eϕΛ1/2

q
〉

C

∣

∣

.
(

‖u‖H3
C

+ ‖uh‖H3
C

)

‖b‖H3
C

‖q‖H3
C

+ ϕ
(

‖eϕΛ1/2

u‖
H

7/2
C

+ ‖eϕ0Λ
1/2

uh‖H7/2
C

)

‖eϕΛ1/2

b‖H3
C

‖eϕΛ1/2

q‖
H

7/2
C
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+ ϕ
(

‖eϕΛ1/2

u‖H3
C

+ ‖eϕ0Λ
1/2

uh‖H3
C

)

‖eϕΛ1/2

b‖
H

7/2
C

‖eϕΛ1/2

q‖
H

7/2
C

.‖b‖3H3
C

+ ‖q‖3H3
C

+ ‖uh‖
3
H3

C

+ ‖f‖3H2
C

+ ϕ
(

‖eϕΛ1/2

b‖H3
C

+ ‖eϕ0Λ
1/2

uh‖H3
C

)

×
(

‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2
H

7/2
C

×H
7/2
C

+ ‖(eϕ0Λ
1/2

uh , e
ϕ0Λ

1/2

f)‖2
H

7/2
C

×H
5/2
C

)

.

Collecting everything yields

1

2

d

ds
‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2H4
C
×H3

C

≤ cos θ ϕ̇‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2
H

9/2
C

×H
7/2
C

+ c cos θ
(

‖(b , q)‖3H4
C
×H3

C

+ ‖(uh , f)‖
3
H3

C
×H3

C

)

+ c cos θ ϕ
(

‖(eϕΛ1/2

b , eϕΛ1/2

q)‖H4
C
×H3

C

+ ‖(eϕ0Λ
1/2

uh , e
ϕ0Λ

1/2

f)‖H3
C
×H3

C

)

×
(

‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2
H

9/2
C

×H
7/2
C

+ ‖(eϕ0Λ
1/2

uh , e
ϕ0Λ

1/2

f)‖2
H

7/2
C

×H
7/2
C

)

(3.9)

where, due to (3.6) and [8] we have that for all Re(ζ) ∈ I,

‖(b(ζ) , q(ζ))‖3H4
C
×H3

C

+ ‖(uh , f)‖
3
H3

C
×H3

C

. ‖(b0 , q0)‖
3
H4

C
×H3

C

+ ‖(uh , f)‖
3
H4

C
×H3

C

.

However, since we can use |k| = 1
2ϕ0

2ϕ0|k| ≤
1

2ϕ0
e2ϕ0|k| to obtain

‖uh‖
3
H4 ≤

1

(2ϕ0)3/2

(

∑

k∈Zd
0

|k|7e2ϕ0|k||ûh,k|
2
)3/2

=
1

(2ϕ0)3/2
‖eϕ0Λ

1/2

uh‖
3
H7/2 ,

it follows that for

D(data) := ‖(eϕ0Λ
1/2

b0 , e
ϕ0Λ

1/2

q0)‖
2
H4

C
×H3

C

+ ‖(eϕ0Λ
1/2

uh , e
ϕ0Λ

1/2

f)‖2
H

7/2
C

×H
7/2
C

,

we have that

‖(b(ζ) , q(ζ))‖3H4
C
×H3

C

+ ‖(uh , f)‖
3
H3

C
×H3

C

. cD(data)
3
2

holds for all Re(ζ) ∈ I. Thus, it follows from (3.9) that

1

2

d

ds
‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2H4
C
×H3

C

≤ cD(data)
3
2 cos θ + cos θ(ϕ̇+ c ϕΘ(s))Γ(s)

where

Γ(ζ) := ‖(eϕΛ1/2

b , eϕΛ1/2

q)‖2
H

9/2
C

×H
7/2
C

+ ‖(eϕ0Λ
1/2

uh , e
ϕ0Λ

1/2

f)‖2
H

7/2
C

×H
7/2
C

.

Since (3.7) holds, it follows that

ϕ̇(s) = −cΘ(s)ϕ0e
−c
´

s
0
Θ(τ) dτ = −cΘ(s)ϕ(s).

Thus, it follow from integration that

‖(eϕ(s cos θ)Λ1/2

b(seiθ) , eϕ(s cos θ)Λ1/2

q(seiθ))‖2H4
C
×H3

C

≤ ‖(eϕ0Λ
1/2

b0 , e
ϕ0Λ

1/2

q0)‖
2
H4

C
×H3

C

+ c sD(data)
3
2 cos θ

(3.10)

holds for any Re(ζ) ∈ I. As such, if

sD(data)
1
2 ≤

1

c cos θ

we obtain

‖(eϕ(s cos θ)Λ1/2

b(seiθ) , eϕ(s cos θ)Λ1/2

q(seiθ))‖2H4
C
×H3

C

≤ D(data) (3.11)
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so that the domain of analyticity is the set
{

ζ = seiθ : s cos θ ∈ I, |θ| <
π

2
, 0 < sD(data)

1
2 <

1

c cos θ

}

.

4. Appendix

We devote this section to the proof of Lemma 2.1 which follows the arguments of [17, Lemma 8]. We
rely on two preliminary results, the first of which is given by [17, Lemma 9].

Lemma 4.1. Let r ≥ 1 and ϕ ≥ 0. Then for all all real numbers ξ, η ≥ 0, the estimate
∣

∣ξreϕξ − ηreϕη
∣

∣ .r |ξ − η|
[

(|ξ − η|r−1 + ηr−1) + ϕ(|ξ − η|r + ηr)eϕ(|ξ−η|+η)
]

holds.

The second preliminary result is the following.

Lemma 4.2. For j := |j|, the sequence j−2(r− 3
2
) is summable over j ∈ Zd

0 = 2πZd \ {0} for r > d
2 + 3

2 .

Proof. In the following, we work in dimension d = 2 for simplicity so that r > 5
2 . The extension to

arbitrary dimensions follows by modifying N(s) below.
Let j ∈ Z2

0 = 2πZ2 \ {0} with |j| = j. If we consider N(s) = πs2 +O(s), the number of lattice points in
the circle of radius s > 0 (Gauss circle problem), then since j ≥ 1, we have that

∑

j∈Z2
0

j−2(r− 3
2
) = lim

R→0

∑

j∈Z
2
0

1≤j2≤R

j−2(r− 3
2
) = lim

R→0

ˆ

√
R

1

s−2(r− 3
2
) dN(s).

However, for r > 5
2 ,

ˆ

√
R

1

s−2(r− 3
2
) dN(s) = s−2(r− 3

2
)N(s)

∣

∣

∣

∣

√
R

1

+ 2
(

r −
3

2

)

ˆ

√
R

1

s−2(r−1)N(s) ds

= πR−(r− 5
2
) + 2

(

r −
3

2

)

[

−π

2r − 5
s−2(r− 5

2
)

]

√
R

1

+O(1)

= πR−(r− 5
2
) +

−π(2r − 3)

2r − 5

[

R−(r− 5
2
) − 1

]

+O(1).

Because r > 5
2 , passing to the limit R → ∞, yields

∑

j∈Z2
0

j−2(r− 3
2
) =

π(2r − 3)

2r − 5
+O(1).

and thus, summable. �

Getting back to the proof of Lemma 2.1, we begin by setting z := Λr/2eϕA1/2

w so that
〈

Λr/2eϕΛ1/2

(u · ∇)v, Λr/2eϕΛ1/2

w
〉

=I1 + I2

where

I1 =
〈

(u · ∇)(Λr/2eϕΛ1/2

v), Λr/2eϕA1/2

w
〉

I2 =
〈

(u · ∇)v, Λr/2eϕΛ1/2

z
〉

− I1.

To simplify notations, for j,k, ℓ ∈ Zd
0 = 2πZd \ {0}, we let j := |j|, k := |k| and ℓ := |ℓ| and note that for

n ∈ 2πZd,

1

(2π)d

ˆ

Td

ein·x dx =

{

0 if n 6= 0

1 if n = 0.
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With this information, we are able to rewrite I1 as follows:

I1 =
〈

∑

j

ûje
ij·x ·

∑

k

ik kreϕkv̂ke
ik·x ,

∑

ℓ

ℓreϕℓŵℓe
iℓ·x

〉

= i(2π)d
∑

n

∑

j+k+ℓ=n

ûj · k k
reϕkℓreϕℓv̂k · ŵℓ

1

(2π)d

ˆ

Td

ein·x dx

= i(2π)d
∑

j+k+ℓ=0

ûj · k k
reϕkℓreϕℓv̂k · ŵℓ.

However, note that |k| ≤ k
1
2 (ℓj)

1
2 (since j, k, ℓ ≥ 1, it follows that k ≤ kℓ ) and so

|k|krℓr ≤ j
1
2 kr+

1
2 ℓr+

1
2 = jr−1j−(r− 3

2
)kr+

1
2 |j+ k|r+

1
2 .

Consequently, it follows that

|I1| .
∑

j

jr−1j−(r− 3
2
)ûj

∑

j+k 6=0

kr+
1
2 eϕk|v̂k||j+ k|r+

1
2 eϕ|j+k||ŵj+k|

.
(

∑

j

j−2(r− 3
2
)
)

1
2
(

∑

j

j2(r−1)|ûj|
2
)

1
2
(

∑

k

k2(r+
1
2
)e2ϕk|v̂k|

2
)

1
2

×
(

∑

j+k 6=0

|j+ k|2(r+
1
2
)e2ϕ|j+k||ŵj+k|

2
)

1
2

. ϕ‖eϕΛ1/2

u‖Hr‖eϕΛ1/2

v‖
Hr+ 1

2
‖eϕΛ1/2

w‖
Hr+ 1

2

where in the last step, we use the summability of j−2(r− 3
2
) (see Lemma 4.2) and also use the estimate

1 . xex for x = ϕj > 0 inside the ûj-term . We now estimate I2. Similar to I1, we obtain
〈

(u · ∇)v , Λr/2eϕΛ1/2

z
〉

=
〈

∑

j

ûje
ij·x ·

∑

k

ik v̂ke
ik·x ,

∑

ℓ

ℓreϕℓẑℓe
iℓ·x

〉

= i(2π)d
∑

n

∑

j+k+ℓ=n

ûj · k v̂k · ℓreϕℓẑℓ
1

(2π)d

ˆ

Td

ein·x dx

= i(2π)d
∑

j+k+ℓ=0

ûj · k v̂k · ℓreϕℓẑℓ.

Subtracting the identity for I1 from this results in

I2 = i(2π)d
∑

j+k+ℓ=0

ûj · k v̂k · ẑℓ(ℓ
reϕℓ − kreϕk)

where since z = Λr/2eϕΛ1/2

w, we have

|ẑℓ| = ℓreϕℓ|ŵℓ| . ℓr|ŵℓ|+ ℓreϕℓ|ŵℓ|ϕ(j + k) = ℓr|ŵℓ|+ ϕ(j + k)|ẑℓ|.

We also note that by using Lemma 4.1, we obtain
∣

∣ℓreℓ − krek
∣

∣ . |ℓ− k|
[

(|ℓ− k|r−1 + kr−1) + ϕ(|ℓ − k|r + kr)eϕ(|ℓ−k|+k)
]

. j
[

(jr−1 + kr−1) + ϕ(jr + kr)eϕ(j+k)
]

Combining the two relations yields

|ẑℓ|
∣

∣ℓreℓ − krek
∣

∣ . j |ẑℓ|
[

(jr−1 + kr−1) + ϕ(jr + kr)eϕ(j+k)
]

. j
(

ℓr|ŵℓ|+ ϕ(j + k)|ẑℓ|
)

(jr−1 + kr−1) + ϕ j |ẑℓ|(j
r + kr)eϕ(j+k)

.r jℓ
r|ŵ−(j+k)|(j

r−1 + kr−1) + ϕ j |ẑ−(j+k)|(j
r + kr)eϕ(j+k)
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where in the last line, we have used Young inequality to obtain

(j + k)(jr−1 + kr−1) .r (j
r + kr) .r (j

r + kr)eϕ(j+k).

as well as the identity ẑℓ = ẑ−(j+k) which hold since j+ k+ ℓ = 0. Consequently, we obtain

I2 .
∑

j+k+ℓ=0

k|ûj||v̂k| |ẑℓ|
∣

∣ℓreℓ − krek
∣

∣ . IA2 + IB2

where

IA2 :=
∑

j+k+ℓ=0

ℓr|ûj||v̂k| |ŵ−(j+k)|(j
rk + krj),

IB2 :=
∑

j+k+l=0

ϕ|ûj||v̂k| |ẑ−(j+k)|(j
r+1k + kr+1j)eϕ(j+k).

Now given that |ŵ−(j+k)| = |ŵj+k| = |ŵj+k|, we note that

IA2 ≤
∑

k

k |v̂k|
∑

j+k 6=0

|j+ k|r|ûj||ŵj+k|j
r

+
∑

j

j|ûj|
∑

j+k 6=0

|j+ k|r |v̂k||ŵj+k|k
r

where
∑

k

k |v̂k|
∑

j+k 6=0

|j+ k|r|ûj||ŵj+k|j
r

.
(

∑

k

k2(1−r)
)

1
2
(

∑

k

k2r |v̂k|
2
)

1
2
(

∑

j

j2r|ûj|
2
)

1
2
(

∑

j+k 6=0

|j+ k|2r|ŵj+k|
2
)

1
2

.
(

∑

k

k2r |v̂k|
2
)

1
2
(

∑

j

j2r|ûj|
2
)

1
2
(

∑

j+k 6=0

|j+ k|2r |ŵj+k|
2
)

1
2

. ‖v‖Hr‖u‖Hr‖w‖Hr .

The same estimate holds for the second summand in IA2 so that we have

IA2 . ‖v‖Hr‖u‖Hr‖w‖Hr .

Next, for IB2 , we rewrite it as

IB2 :=
∑

j+k+ℓ=0

ϕ|ûj||v̂k| |ẑj+k|j
r+1keϕ(j+k)

+
∑

j+k+ℓ=0

ϕ|ûj||v̂k| |ẑj+k|k
r+1jeϕ(j+k).

Now, by recalling that z = Λr/2eϕΛ1/2

w and j
1
2 ≤ ℓ

1
2 k

1
2 (note that j, k, ℓ ≥ 1) , we obtain

∑

j+k+ℓ=0

ϕ|ûj||v̂k| |ẑj+k|j
r+1keϕ(j+k)

≤ ϕ
∑

k

k
3
2 eϕk|v̂k|

∑

j+k 6=0

jr+
1
2 eϕj |ûj||j+ k|r+

1
2 eϕ|j+k||ŵj+k|

. ϕ
(

∑

k

1

k2(r−
3
2
)

)
1
2
(

∑

k

k2re2ϕk|v̂k|
2
)

1
2
(

∑

j

j2(r+
1
2
)e2ϕj|ûj|

2
)

1
2

×
(

∑

j+k 6=0

|j+ k|2(r+
1
2
)e2ϕ|j+k||ŵj+k|

2
)

1
2

. ϕ‖eϕΛ1/2

v‖Hr‖eϕΛ1/2

u‖
Hr+ 1

2
‖eϕΛ1/2

w‖
Hr+1

2
.
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for r > 2. Similarly, we can use k
1
2 ≤ ℓ

1
2 j

1
2 to obtain

∑

j+k+ℓ=0

ϕ|ûj||v̂k| |ẑj+k|k
r+1jeϕ(j+k)

≤ ϕ
∑

j

j
3
2 eϕj|ûj|

∑

j+k 6=0

kr+
1
2 eϕk|v̂k||j+ k|r+

1
2 eϕ|j+k||ŵj+k|

. ϕ
(

∑

j

1

j2(r−
3
2
)

)
1
2
(

∑

j

j2re2ϕj |ûj|
2
)

1
2
(

∑

k

k2(r+
1
2
)e2ϕk|v̂k|

2
)

1
2

×
(

∑

j+k 6=0

|j+ k|2(r+
1
2
)e2ϕ|j+k||ŵj+k|

2
)

1
2

. ϕ‖eϕΛ1/2

u‖Hr‖eϕΛ1/2

v‖
Hr+ 1

2
‖eϕΛ1/2

w‖
Hr+ 1

2

so that

IB2 .ϕ
(

‖eϕΛ1/2

v‖Hr‖eϕΛ1/2

u‖
Hr+1

2
+ ‖eϕΛ1/2

u‖Hr‖eϕΛ1/2

v‖
Hr+ 1

2

)

‖eϕΛ1/2

w‖
Hr+ 1

2
.

Combining the estimates for |I1|, I
A
2 and IB2 above yields the desired result.
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[1] Bardos, C., Benachour, S., Zerner, M.: Analyticité des solutions périodiques de l’équation d’Euler en deux dimensions.
C. R. Acad. Sci. Paris Sér. A-B 282(17), Aiii, A995–A998 (1976)

[2] Beron-Vera, F.: Geometry of shallow-water dynamics with thermodynamics. arXiv preprint arXiv:2106.08268 (2021)
[3] Beron-Vera, F.J.: Nonlinear saturation of thermal instabilities. Physics of Fluids 33(3), 036,608 (2021)
[4] Biswas, A.: Gevrey regularity for the supercritical quasi-geostrophic equation. J. Differential Equations 257(6), 1753–

1772 (2014)
[5] Biswas, A., Hudson, J.: Space and time analyticity for inviscid equations of fluid dynamics. Pure Appl. Funct. Anal.

7(1), 81–98 (2022)
[6] Cappiello, M., Nicola, F.: Some remarks on the radius of spatial analyticity for the Euler equations. Asymptot. Anal.

91(2), 103–110 (2015)
[7] Crisan, D., Holm, D.D., Lang, O., Mensah, P.R., Pan, W.: Theoretical analysis and numerical approximation for the

stochastic thermal quasi-geostrophic model. Stoch. Dyn. 23(5), Paper No. 2350,039, 57 (2023).
[8] Crisan, D., Holm, D.D., Luesink, E., Mensah, P.R., Pan, W.: Theoretical and computational analysis of the thermal

quasi-geostrophic model. J. Nonlinear Sci. 33(5), Paper No. 96, 58 (2023).
[9] Crisan, D., Mensah, P.R.: Blow-up of strong solutions of the thermal quasi-geostrophic equation. Stochastic Transport

in Upper Ocean Dynamics p. 1 (2021)
[10] Foias, C., Manley, O., Rosa, R., Temam, R.: Navier-Stokes equations and turbulence, Encyclopedia of Mathematics

and its Applications, vol. 83. Cambridge University Press, Cambridge (2001).
[11] Foias, C., Temam, R.: Gevrey class regularity for the solutions of the navier-stokes equations. Journal of Functional

Analysis 87(2), 359–369 (1989)
[12] Holm, D.D., Luesink, E., Pan, W.: Stochastic mesoscale circulation dynamics in the thermal ocean. Physics of Fluids

33(4), 046,603 (2021)
[13] Klainerman, S., Majda, A.: Singular limits of quasilinear hyperbolic systems with large parameters and the incom-

pressible limit of compressible fluids. Comm. Pure Appl. Math. 34(4), 481–524 (1981).
[14] Kukavica, I., Temam, R., Vicol, V., Ziane, M.: Existence and uniqueness of solutions for the hydrostatic Euler equations

on a bounded domain with analytic data. C. R. Math. Acad. Sci. Paris 348(11-12), 639–645 (2010).
[15] Kukavica, I., Vicol, V.: On the radius of analyticity of solutions to the three-dimensional Euler equations. Proc. Amer.

Math. Soc. 137(2), 669–677 (2009).

http://arxiv.org/abs/2106.08268


11

[16] Kukavica, I., Vicol, V.C.: The domain of analyticity of solutions to the three-dimensional Euler equations in a half
space. Discrete Contin. Dyn. Syst. 29(1), 285–303 (2011).

[17] Levermore, C.D., Oliver, M.: Analyticity of solutions for a generalized Euler equation. J. Differential Equations 133(2),
321–339 (1997).

[18] Lions, P.L.: Mathematical topics in fluid mechanics. Vol. 1, Oxford Lecture Series in Mathematics and its Applica-

tions, vol. 3. The Clarendon Press, Oxford University Press, New York (1996). Incompressible models, Oxford Science
Publications

[19] Luna-Elizarrarás, M.E., Ramı́rez-Reyes, F., Shapiro, M.: Complexifications of real spaces: general aspects (2012)
[20] Majda, A.: Compressible fluid flow and systems of conservation laws in several space variables, Applied Mathematical

Sciences, vol. 53. Springer-Verlag, New York (1984).

Institut für Mathematik, Technische Universität Clausthal, Erzstraße 1, 38678 Clausthal-Zellerfeld,

Germany

Email address: prince.romeo.mensah@tu-clausthal.de, orcid ID: 0000-0003-4086-2708


	1. Introduction
	2. Preliminaries
	2.1. Notation
	2.2. The functional setting

	3. Main result
	3.1. Complexified TQG
	3.2. Proof of result

	4. Appendix
	Statements and Declarations
	Author Contribution
	Conflict of Interest
	Data Availability Statement
	Competing Interests

	References

