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Abstract—Weight quantization is used to deploy high-
performance deep learning models on resource-limited hardware,
enabling the use of low-precision integers for storage and compu-
tation. Spiking neural networks (SNNs) share the goal of enhanc-
ing efficiency, but adopt an ‘event-driven’ approach to reduce the
power consumption of neural network inference. While extensive
research has focused on weight quantization, quantization-aware
training (QAT), and their application to SNNs, the precision
reduction of state variables during training has been largely
overlooked, potentially diminishing inference performance. This
paper introduces two QAT schemes for stateful neurons: (i) a
uniform quantization strategy, an established method for weight
quantization, and (ii) threshold-centered quantization, which
allocates exponentially more quantization levels near the firing
threshold. Our results show that increasing the density of quanti-
zation levels around the firing threshold improves accuracy across
several benchmark datasets. We provide an ablation analysis of
the effects of weight and state quantization, both individually
and combined, and how they impact models. Our comprehensive
empirical evaluation includes full precision, 8-bit, 4-bit, and 2-
bit quantized SNNs, using QAT, stateful QAT (SQUAT), and
post-training quantization methods. The findings indicate that
the combination of QAT and SQUAT enhance performance the
most, but given the choice of one or the other, QAT improves
performance by the larger degree. These trends are consistent all
datasets. Our methods have been made available in our Python
library snnTorch: https://github.com/jeshraghian/snntorch.

I. INTRODUCTION

The development of low-power neural networks is crucial
for enabling operation on portable and edge devices [1]–
[3]. Techniques such as pruning [4], specialized data encod-
ing [5], model compression [6], early exiting [7], amongst
many others, can be used to reduce the computational cost of
running a neural network [8], [9]. In tandem with all these
approaches, most edge devices require low or fixed precision
model parameters. Quantized neural networks (QNNs) require
full precision weights to be approximated down to lower-
capacity representations which further reduces memory and
computation demands [10], [11].

Spiking neural networks (SNNs), drawing from models of
biological neurons, use binarized activations, enabling a neu-
ron to either emit a spike or remain inactive. This binary rep-
resentation allows neuromorphic processors to bypass certain
computations and memory accesses typical in conventional
deep learning, leading to significant power savings [12]–[15].
The hidden state of a spiking neuron is often governed by a

dynamical system, and is thought to encode information which
is then communicated through the firing pattern of the neuron.
These patterns can vary in spike timing, frequency, intervals
between spikes, amongst many other theories, offering a range
of encoding possibilities [16]–[19].

SNNs are often tailored for edge devices and have demon-
strated powerful computational capabilities even with consid-
erably small models [20]–[23], and larger-scale models are
also emerging [24]. Fixed-precision representations in SNN
accelerators are standard, and quantized SNNs (QSNNs) are
commonplace when deploying spike-based models on neuro-
morphic hardware [25]–[30].

By default, the most widely used deep learning Python
libraries train models with full precision parameters. Quan-
tizing a model after it has been trained in full precision is
known as ‘Post-Training Quantization’ (PTQ). Performance
can be enhanced further by using ‘Quantization-Aware Train-
ing’ (QAT), where weights are quantized during the forward-
pass but gradients are calculated in full precision. The quan-
tization step is ignored during error backpropagation as it is
a non-differentiable function. This process allows for the loss
from the model to account for truncation errors made during
quantization. This modification to the backpropagation process
takes more computational resources, but enhances accuracy.

To improve loss convergence, training QNNs and QSNNS
both benefit from modifying the training process [31]–[36]. In
general, noise has been regarded as an obstacle towards con-
vergence1 [40], [41]. Though it was suggested in Ref. [42] that
QSNNs are tolerant to truncation, provided that any rounding
errors do not trigger a threshold-crossing of the neuron state,
thus either hallucinating or eliminating a spike [43].

Most advances in low-precision neural networks apply
variations of QAT to learning fixed-precision weights [44]–
[46]. At one extreme, Ref. [47] demonstrated promising
performance in a ternary language model with over one
billion weights. These variants of QAT may involve alternative
distributions from which quantization levels are sampled from
(e.g., uniform quantization, exponentially distributed quantiza-
tion). The most common practice is to rely on full precision
simulators that emulate quantized weights. This is done by

1Note that targeted non-systematic noise has been demonstrated to assist
in convergence, due to the noise acting as a regularizer [37]–[39], and is not
included in this claim
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restricting the permitted full precision levels of weights, and
then training such models with QAT (e.g., using the Brevitas
Python library [48]).

While it may be conceptually trivial to extend this practice
to the hidden state of neurons: e.g., quantizing states during
the forward-pass of training such that the loss accounts for
truncation error of states, it is not done in practice. There are
a variety of reasons why this is the case: i) an absence of
tools that simplify quantization of states; ii) applying QAT
to neuron states is computationally expensive: weights are
constant over sequence steps, whereas the state must be re-
quantized at every sequence step; iii) modern deep learning
is less reliant on stateful and sequential neural networks, and
iv) there are typically more weights than there are neurons, so
optimizing for weights may be thought of as more important
− i.e., it is just ‘easier’ to apply post-quantization to the states
once a QSNN is deployed.

This study analyzes two forms of stateful quantization aware
training (‘SQUAT’) for training QSNNs: ‘uniform quantiza-
tion’ and ‘exponential quantization’. Exponential quantization
allocates more states about the firing threshold of a neuron as
near-threshold activity of a neuron is likely to have a greater
impact on downstream neurons. Therefore, higher precision is
more useful at this point of criticality.

Beyond proposing SQUAT, we present an empirical analysis
evaluating how the quantization of weights and states compare
in both the post-quantization and quantization-aware training
regimes. A comprehensive evaluation is performed across three
different datasets of varying difficulty and modality: an image
dataset, FashionMNIST [49], an auditory dataset, Spiking
Heidelberg Digits (SHD) [50], and an event-based dataset, the
DVS Gesture Dataset [51]. Specifically, we test 2-bit, 4-bit,
and 8-bit QSNNs under the following cases:

• PTQ of states and weights, both together and separately,
for uniform quantization

• PTQ of states and weights, both together and separately,
for exponential quantization

• QAT and SQUAT, both together and separately, for uni-
form quantization

• QAT and SQUAT, both together and separately, for ex-
ponential quantization

• A high precision SNN baseline for each experiment

In total, we conduct 129 experiments across three trials
each culminating in insights about the impacts of quantization
across weights and states, and how to gain the ‘last mile’
of performance from an SNN. Our findings are summarized
below:

• 8-bit QSNNs perform competitively against their full pre-
cision counter parts for all tested quantization schemes:
i.e., PTQ vs. QAT and Exponential Distribution vs Uni-
form Distribution.

• 4-bit and 2-bit models are far more sensitive to quantiza-
tion and require more care during training.

• QAT (weights) and SQUAT (states) combined consis-
tently provided the best performance across all bit-widths

for fixed-precision performance.
• When using either SQUAT or PTQ, exponentially dis-

tributed levels centered about the threshold consistently
improved accuracy for all experiments.

• QAT-only consistently outperforms SQUAT-only. Given
a large computational budget, combining both is most
effective. Where there are limited training resources and
one technique must be prioritized, QAT is more important
than SQUAT.

Finally, we release code to assist other researchers to
train QSNNs using SQUAT in a straightforward and intuitive
manner.

II. BACKGROUND

A. Spiking Neuron Model

The spiking neuron model adopted is the leaky integrate-
and-fire neuron:

τm
dU

dt
= −U +RI, (1)

where τm is the time constant of membrane potential, U is
the membrane potential, R is the passive resistance of the
membrane of the neuron, and I is the input current [52]. The
above equation when governed by discrete time dynamics and
represented in a recurrent manner can be represented by:

uj
t+1 = βuj

t+1 +
∑
i

wijzjt − zjt θ (2)

zjt =

{
1, if uj

t+1 > θ

0, otherwise
(3)

where uj
t+1 is the membrane potential of neuron j at time t; β

is the inverse time constant of membrane potential; wij is the
synaptic weight between neurons i and j. The neuron is reset
by the threshold θ every time a spike zjt is emitted. Eq. (2)
shows how a spike emitted at each instance of time where the
membrane potential exceeds the firing threshold.

B. Hard Thresholds in QSNNs

There are two non-differentiable operations in SNNs: one
is from spike generation (Eq. (3)), and another is applied to
the weights during QAT and to the states during SQUAT.
Addressing these challenges is quite well-established:

• Spike Non-Differentiability: The non-differentiability of
spikes has been addressed by applying a step function
during the forward-pass as per (3), and smoothing it out
into a ‘surrogate gradient’ in the backward-pass [53].

• QAT: QAT follows a similar approach, though with
additional steps as the weight is a learnable parameter:

1) Quantized weights are used for computation during
the forward-pass, while the original full precision
representations are stored in memory.

2) A loss is calculated based on quantized weights.
3) Gradients are calculated while neglecting the gradi-

ent of the quantization operator.



Fig. 1. A graphical depiction of stateful quantization. On the left, a membrane potential trajectory is depicted in full precision. The state can be quantized
either via uniform or exponential quantization. A 3-bit (8 levels) quantization scheme is illustrated. In uniform quantization, the permissible levels are evenly
distributed. In exponential quantization, the permissible levels are closer about the threshold, and widely distributed moving further away from the threshold.
A ‘straight through estimator’ (STE) is also depicted to address the non-differentiability of quantization.

4) Weight updates are applied to the full precision
weights rather than the quantized weights.

5) The process is repeated.
The quantization operator is neglected during the gradient

calculation as it is non-differentiable and would otherwise
null the gradient signal. To remedy this, a ‘straight through
estimator’ (STE) is used to bypass the threshold operator
during QAT. The STE acts as an approximate gradient that
smooths the thresholding function during training [54]–[58].
More formally, the surrogate gradient of the quantized weight
wq with respect to the real weight wr is:

∂wq

∂wr
= 1 (4)

Alternatively, PTQ can be applied to a pre-trained model
where weights are quantized after training a full precision
model [59]. Whilst computationally cheaper, it also leads to a
drop in model performance.

SQUAT extends these principles by calculating a loss that is
aware of the quantization of states, while bypassing the non-
differentiability using a STE. The next section provides further
detail on the variants of SQUAT that we propose and test.

III. METHODS

A. Stateful Quantization-Aware Training
For n-bit quantization, the number of permitted levels Ql

with respect to the number of bits allocated n is Ql = 2n. We
implement SQUAT by distributing these Ql levels using two
different methods, both of which are illustrated in Fig. 1:

• Uniform Quantization: The permissible quantization
levels are uniformly distributed between the minimum
Umin and maximum Umax membrane potentials. Umin

and Umax are recalculated for each forward-pass.
• Exponential Quantization: Similar to uniform quanti-

zation, the maximum and minimum possible voltages

for the membrane potential are applied as the upper
and lower bound of permissible levels. However, ex-
ponentially more quantization levels are allocated for
the threshold. In deep learning, exponentially distributed
weights are applied about ‘0’. However, spiking neurons
only communicate with one another when the membrane
potential reaches the threshold. Intuitively, it stands to
reason that a neuron requires more precision about the
threshold as this is the regime where network activity is
determined.

1) Uniform SQUAT: More formally, in uniform quantiza-
tion, we divide the range between the minimum (Umin) and
maximum (Umax) membrane potentials into equal intervals.
Let’s denote the number of intervals as N = 2n − 1. The
quantized value Uq can be calculated as follows:

Uq = Umin +

[
U − Umin

∆U

]
·∆U

where ∆U = Umax−Umin
N is the size of each interval. The

operator [·] rounds the argument to the nearest integer. It is
assumed that Umin and Umax have been scaled and offset such
that Umin = 0 and Umax = N .

2) Exponential SQUAT: In this case, the quantization be-
comes finer as it approaches the threshold Uth. The quanti-
zation is described using a pair of exponential functions, one
for values below the threshold and another for values above
it, while being clipped at Umin and Umax. The quantized value
Uq can be expressed as:

Uq =

Umin +∆U ·
⌊
1−e−a(U−Umin)

∆U

⌋
, if U < θ

Umax −∆U ·
⌊
1−e−b(Umax−U)

∆U

⌋
, if U ≥ θ

where a and b are the exponents that determine the steepness of
the exponential curves below and above the threshold, respec-



tively. This formulation allows for exponential quantization
of the membrane potential while considering the resolution
implied by the number of bits N .

3) Straight-Through-Estimator: As with the STE from (4),
the same is applied to the membrane potential:

∂Uq

∂U
= 1 (5)

These equations provide a mathematical framework for
quantizing the membrane potential in both uniform and ex-
ponentially varying manners near the threshold.

B. Testing

We assess performance across three data sets: FashionM-
NIST, Spiking Heidelberg, and DVS Gesture. For each dataset:

• A full precision baseline is obtained on a lightweight
architecture.

• A PTQ baseline is obtained by converting the full pre-
cision baseline to 8-bits, 4-bits, and 2-bits for weights-
only, states-only, and both. For the case where- only the
weights are quantized, the states are left in full-precision
and vice versa.

• QAT-only results are obtained by retraining the model
across 8-bit, 4-bit, and 2-bit weights. States are left in
full precision.

• SQUAT-only results are obtained by retraining the model
across 8-bit, 4-bit, and 2-bit weights, for uniform quan-
tization and exponential quantization. Weights are left in
full precision.

• QAT and SQUAT are both applied across 8-bit, 4-bit, and
2-bit weights, for uniform quantization and exponential
quantization

C. Training

For all experiments, a threshold-shifted arc-tangent sur-
rogate gradient is used to deal with the spike non-
differentiability:

δz

δU
=

1

π

1

[1 + (πUα)2]
(6)

Each network is tested with a cosine annealing learning rate
scheduler and the Adam Optimizer [60], [61]. To maintain
the hardware benefits obtained from operating on lower-bit
variables, we intentionally expose the network to a discon-
tinuous loss landscape with flat surfaces and use the more
challenging task of using the total spike count per neuron as
the logits. Many state-of-the-art results opt to use a ‘read-out’
layer instead, where a standard artificial neuron node is applied
at the final layer instead of a spiking layer.

For the DVS-Gesture dataset we use the Mean-Squared
Error loss with respect to the spikes of each output neuron:
zjt and the target spike count cj . Each of those losses is then
summed over M output classes.

LMSE =

M∑
j

∑
t

(cj − zjt )
2, (7)

For the FashionMNIST and Spiking Heidelberg Digits
datasets we use the cross entropy loss as applied to the spike
count:

LCE =
1

C

M∑
j

C∑
t=0

N(log(pj [t]), Y j) (8)

where C is the number of time steps, pj [t] is the softmax
probability of the spike count of the output neuron j at time
step t, N is the negative log likelihood loss function, and Y j

is the target spike count of output neuron j .

D. Model Architecture

Given the notation CoutConvk and NinDenseNout, where
Cout is the number of output channels, k is the kernel
dimension, and Nin and Nout are the input-output dimensions
of a linear layer, the model architectures used were:

• FashionMNIST: 16Conv5-MP2-64Conv5-MP2-
1024Dense10. Batch normalization is applied to all
convolutional layers [62].

• DVS Gesture: 16Conv5-MP2-32Conv5-MP2-
8800Dense11. Dropout is applied during training.
Batch normalization is applied to all convolutional
layers.

• Spiking Heidelberg Digits: 700Dense1000-1000Dense20.
Each linear layer is followed by batch normalization
operation. Dropout is also applied.

IV. EXPERIMENTAL RESULTS

Brevitas was used to apply uniformly quantize the net-
work weight and bias parameters during training and testing;
snnTorch was used to instantiate the SNNs, and PyTorch 2.0
for training and testing. Each result shown is the average taken
across three trials.

The FashionMNIST and SHD dataset simulations were
limited to 100 epochs with early stopping of 20 epochs
applied. The DVS Gesture Dataset accuracy was obtained by
running 500 epochs. More details are given in the individual
sections of the datasets.

TABLE I
FULL PRECISION ACCURACY

Dataset Accuracy
FMNIST 90.87

SHD 79.78
DVS 86.24

A. FashionMnist

The FashionMNIST dataset contains ten classes of clothing
items and accessories [49]. The raw FashionMNIST dataset
was repeatedly passed to the network for 25 time steps of
simulation without encoding.

Table II displays the results of exponentially-distributed
states, Table III displays the results of uniformly-distributed
states, and Fig. 2 shows barplots of the same results organized
to provide easier visual comparisons. Quantizing weights to



Fig. 2. FashionMNIST performance. Top row: (i) 8/4/2-b uniformly distributed states across QAT (N-b weights, flt32 states), SQUAT (flt32 weights, N-b
states), SQUAT+QAT (N-b weights, N-b states), and PTQ-S (flt32 weights, N-b states), PTQ-W (N-b weights, flt32 states), PTQ-W+S (N-b weights, N-b
states). (ii) SQUAT vs PTQ uniformly and exponentially distributed states (SQUAT and QAT are both applied across N-b weights and states, and compared
against PTQ of N-b states and weights). Bottom row: (iii) 8/4/2-b exponentially distributed states across QAT (N-b weights, flt32 states), SQUAT (flt32
weights, N-b states), SQUAT+QAT (N-b weights, N-b states), and PTQ-S (flt32 weights, N-b states), PTQ-W (N-b weights, flt32 states), PTQ-W+S (N-b
weights, N-b states). (iv) Comparison between exponential and uniformly distributed states: SQUAT+QAT are used across N-b states and weights, then N-b
PTQ is used across N-b states and weights.

8-bits had negligible impact on accuracy, regardless of the
quantization configuration (SQUAT/QAT or PTQ). At 4-bits,
exponentially-distributed states using SQUAT significantly
outperforms uniformly-distributed states with SQUAT (Table
III) in all test cases by a significant margin. Finally, 2-
bit weights destroy performance when using PTQ, but the
model can be salvaged by combining QAT and SQUAT using
exponentially distributed levels centered about the threshold
(i.e., an accuracy boost from 16.81% to 67.82%).

Note PTQ and QAT of weights are the same between
uniform and threshold-centered quantization, as quantization
levels is only applied to states, and these two configurations
do not quantize the states. The same is true for all datasets,
but are included for ease of reference.

TABLE II
FMNIST EXPONENTIALLY CENTERED QUANTIZED PERFORMANCE

8-bit 4-bit 2-bit
QAT States 90.87 90.04 82.79

QAT Weights 90.43 89.79 87.77
QAT Weights and States 90.49 88.29 67.82

PTQ States 90.26 89.78 82.36
PTQ Weights 90.48 86.56 8.72

PTQ Weights and States 90.32 85.95 16.81

TABLE III
FMNIST UNIFORM QUANTIZED PERFORMANCE

8-bit 4-bit 2-bit
QAT States 89.91 83.50 36.76

QAT Weights 90.43 89.79 87.77
QAT Weights and States 90.31 83.21 47.58

PTQ States 89.22 68.72 67.06
PTQ Weights 90.48 86.56 8.72

PTQ Weights and States 89.11 61.87 17.87

B. Spiking Heidelberg Digits

The Spiking Heidelberg Digits is an audio based clas-
sification dataset of 20 possible output classes. There are
approximately 10,000 recordings of spoken digits from 0 to 9
in both English and German [50].

The SHD dataset was passed to the network for 25 time
steps during training and 30 time steps during testing. Table
IV displays the average test accuracy over 100 epochs across
3 trials each for exponentially-distributed states, Table V
displays the same data for uniformly-distributed states, and
Fig. 3 illustrates the same data as a barplot.

Similarly to the FashionMNIST dataset, 8-bit quantization
had little to no effect on accuracy, regardless of the quantiza-
tion configuration. At 4-bits, exponentially-distributed quan-
tization of states improved performance relative to PTQ. At
2-bits, there is significant variation across all configurations.
At this point, when both states and weights are quantized down



Fig. 3. SHD performance. Top row: (i) 8/4/2-b uniformly distributed states across QAT (N-b weights, flt32 states), SQUAT (flt32 weights, N-b states),
SQUAT+QAT (N-b weights, N-b states), and PTQ-S (flt32 weights, N-b states), PTQ-W (N-b weights, flt32 states), PTQ-W+S (N-b weights, N-b states).
(ii) SQUAT vs PTQ uniformly and exponentially distributed states (SQUAT and QAT are both applied across N-b weights and states, and compared against
PTQ of N-b states and weights). Bottom row: (iii) 8/4/2-b exponentially distributed states across QAT (N-b weights, flt32 states), SQUAT (flt32 weights, N-b
states), SQUAT+QAT (N-b weights, N-b states), and PTQ-S (flt32 weights, N-b states), PTQ-W (N-b weights, flt32 states), PTQ-W+S (N-b weights, N-b
states). (iv) Comparison between exponential and uniformly distributed states: SQUAT+QAT are used across N-b states and weights, then N-b PTQ is used
across N-b states and weights.

to 2-bits, these models are quite unstable. But using QAT
and SQUAT together nonetheless outperforms PTQ methods
by a significant margin. Exponentially distributed state levels
outperforms uniformly distributed levels by approximately 8%
at 2-bits.

TABLE IV
SHD EXPONENTIALLY CENTERED QUANTIZED PERFORMANCES

8-bit 4-bit 2-bit
QAT States 78.48 77.81 53.25

QAT Weights 78.72 78.98 71.88
QAT Weights and States 78.46 78.63 24.26

PTQ States 78.76 78.42 50.70
PTQ Weights 78.89 74.19 13.27

PTQ Weights and States 78.79 73.10 5.33

TABLE V
SHD UNIFORM CENTERED QUANTIZED PERFORMANCE

8-bit 4-bit 2-bit
QAT States 78.03 77.43 36.27

QAT Weights 78.72 78.98 71.88
QAT Weights and States 78.52 76.23 16.48

PTQ States 78.96 69.16 4.74
PTQ Weights 78.89 74.19 13.27

PTQ Weights and States 78.94 55.47 4.69

C. DVS Gesture

The DVS Gesture dataset is an event based dataset with
11 output classes consisting of various hand gestures [51].
The DVS dataset was passed to the network for 25 time steps
during training and 150 time steps during testing. Of all the
three datasets, the DVS gesture dataset was the most sensitive
to quantization. This may be because it has the largest number
of neurons and synapses in its architecture, and thus, the most
truncation error accumulated in the loss. With reference to
Table VI for exponentially distributed quantizations, Table VII
for uniformly distributed levels, and Fig. 4 for the correspond-
ing barplots, all PTQ training runs at 2-bits yielded rather
hopeless models despite our best hyperparamter sweep efforts.
However, the combination of exponentially-distributed levels,
together with QAT and SQUAT boosted performance back up
to 79.89%, as against 9.59% using PTQ (i.e., random chance),
and 28.03% when using uniform distributed SQUAT + QAT.
This highlights the significant importance of adopting better
distribution strategies in the extreme quantization regime.
The trends for all three datasets remain incredibly consistent,
with huge performance margins for exponentially-distributed
hidden state levels in the extreme quantization regime.

V. DISCUSSION

Deducing the optimal quantization scheme: For the 8-bit
experiments one can see that the performance of the model



Fig. 4. DVS Gesture Dataset performance. Top row: (i) 8/4/2-b uniformly distributed states across QAT (N-b weights, flt32 states), SQUAT (flt32 weights,
N-b states), SQUAT+QAT (N-b weights, N-b states), and PTQ-S (flt32 weights, N-b states), PTQ-W (N-b weights, flt32 states), PTQ-W+S (N-b weights, N-b
states). (ii) SQUAT vs PTQ uniformly and exponentially distributed states (SQUAT and QAT are both applied across N-b weights and states, and compared
against PTQ of N-b states and weights). Bottom row: (iii) 8/4/2-b exponentially distributed states across QAT (N-b weights, flt32 states), SQUAT (flt32
weights, N-b states), SQUAT+QAT (N-b weights, N-b states), and PTQ-S (flt32 weights, N-b states), PTQ-W (N-b weights, flt32 states), PTQ-W+S (N-b
weights, N-b states). (iv) Comparison between exponential and uniformly distributed states: SQUAT+QAT are used across N-b states and weights, then N-b
PTQ is used across N-b states and weights.

TABLE VI
DVS EXPONENTIALLY CENTERED QUANTIZED PERFORMANCE

8-bit 4-bit 2-bit
QAT States 85.35 85.35 65.78

QAT Weights 83.97 84.34 73.99
QAT Weights and States 84.22 84.85 79.89

PTQ States 85.48 86.36 36.95
PTQ Weights 9.09 9.09 9.09

PTQ Weights and States 9.09 9.09 9.59

TABLE VII
DVS UNIFORM CENTERED QUANTIZED PERFORMANCE

8-bit 4-bit 2-bit
QAT States 84.72 84.72 33.46

QAT Weights 83.97 84.34 73.99
QAT Weights and States 83.20 40.91 17.80

PTQ States 85.73 30.17 28.03
PTQ Weights 9.09 9.09 9.09

PTQ Weights and States 9.09 9.09 9.72

was independent of the given quantization scheme, which is
generally quite unsurprising [63]. Whereas for the 4-bit and
2-bit scenarios, it becomes increasingly clear that the quan-
tization method (i.e., PTQ/QAT/SQUAT/exponential/uniform-
distribution) is a major factor on the performance of the
network. Overall, performing QAT while also implementing
exponentially-distributed quantization about the threshold on
the hidden states of the neurons results in the least degradation

of accuracy across low-bit quantization schemata. This is in
line with our other findings of exponentially distributed levels
outperforming uniformly distributed states, along with QAT
performing better than PTQ.

Membrane potentials were reaching much higher val-
ues than previously anticipated: This strongly affected the
considerations that had to be taken when optimizing the
quantization of membrane potentials. A specific example being
that: it was expected that the reset mechanism would have
a strong influence on what the membrane potential is after
it exceeds the threshold. In practice, the optimal thresholds
tended to be between 0.5 < θ < 1, whereas the membrane
potential was reaching values as high as 20. Based on (2),
it is clear that the reset mechanism was having a negligible
effect on the membrane potential. Analyzing the membrane
potential traces meant an alternative approach to clipping was
required.

Clipping had a significant impact on the accuracy:
Quantization sets maximum and minimum bounds on the
membrane potential. Originally, it was believed that since
a spike is determined by the value of membrane potential
with respect to the threshold, it would be unnecessary to
store membrane potentials that exceed approximately twice the
threshold based on (1). However, we found that clipping must
encompass the maximum and minimum membrane potential
values that would be reached during the full precision training



process to optimize performance. This implies that allowing
membrane potentials to reach larger values allows the network
to better mitigate noise. Further investigation may allocate
less levels to negative hidden states, and act more closely to
rectification units as these values do not contribute to spiking
activity.

Threshold centering can mitigate a significant loss of
accuracy at lower bits: For 8-bit quantization there was
no significant difference as to whether the quantization was
uniform across the range of membrane potentials or whether
the quantization allocated more bits for values centered around
the threshold. This implies that the difference in membrane
potentials between time steps was larger than the smallest
difference between the allocated state-levels. However for 4-bit
quantization, threshold centering performed nearly as well as
8-bit across all datasets, whereas for 4-bit uniform quantization
of states, accuracy becomes significantly worse as compared to
8-bit uniform quantization. The variation of accuracy for 4-bit
uniform quantization was also much larger than the variation
of accuracy for 8-bit uniform quantization.

Future Asymmetric Quantizations: One can see that
neuron states are more robust to quantization during PTQ
whereas network weights are more adaptable to quantization
during QAT. This aligns with the knowledge that noise from
the quantization would be somewhat absorbed by the threshold
dynamics of the neuron. Whereas it is clear that noise brought
in to the weights after the network is finished training often
leads the algorithm to poor performance. Allocating additional
memory on certain parts of the network, for example, 3-bits for
weights and 5- bits for states with QAT or 6-bits for weights
and 2-bits for states, would allow the user to maximize the
networks capacity for quantization and performance.

VI. CONCLUSION

We have demonstrated the necessity of adopting both QAT
and SQUAT in enabling extreme-quantization regimes of
QSNNs to maintain some semblance of reasonable perfor-
mance. Our findings clearly indicate that threshold centering
of exponentially distributed states is better at mitigating the
performance degradation that comes with lower precision. We
have also demonstrated the differences in performance for
QAT and PQT occur at lower bit (ie. 4-bit and 2-bit) situations.
Enabling stateful quantization-aware training is effectively as
simple as passing a single argument to a leaky integrate-and-
fire neuron in snnTorch, simplifying the overall process of
obtaining additional accuracy. Both uniform and exponential
quantization schemes are available and paramterizable. Code
snippets demonstrating how to use it are provided.

1 import torch
2 import snntorch as snn
3 from snntorch.functional import quant
4

5 # neuron parameters
6 beta = 0.5
7 thr = 5
8

9 # random input
10 rand_input = torch.rand(1)
11

12 # uniform quantization
13 q_uni = quant.state_quant(num_bits=4,

uniform=True, threshold=thr)↪→

14 lif_1 = snn.Leaky(beta=beta,
threshold=thr, state_quant=q_uni)↪→

15

16 # forward-pass for one step
17 spk, mem = lif(rand_input, mem)
18

19 # exponential quantization
20 q_exp = quant.state_quant(num_bits=4,

uniform=False, threshold=thr)↪→

21 lif_2 = snn.Leaky(beta=beta,
threshold=thr, state_quant=q_exp)↪→

22
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