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#### Abstract

We construct a relative version of the Crane-Yetter topological quantum field theory in four dimensions, from non-semisimple data. Our theory is defined relative to the classical $G$ gauge theory in five dimensions - this latter theory assigns to each manifold $M$ the appropriate linearization of the moduli stack of $G$-local systems, called the character stack. Our main result is to establish a relative invertibility property for our construction. This invertibility echoes - recovers and greatly generalizes - the key invertibility property of the original Crane-Yetter theory which allowed it to capture the framing anomaly of the celebrated Witten-Reshetikhin-Turaev theory. In particular our invertibilty statement at the level of surfaces implies a categorical, stacky version of the unicity theorem for skein algebras; at the level of 3-manifolds it equips the character stack with a canonical line bundle. Regarded as a topological symmetry defect of classical gauge theory, our work establishes invertibility of this defect by a gauging procedure.
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## 1. Introduction

In [Wit89], Witten gave a description of the Jones polynomial of a link by quantizing ChernSimons theory. Soon after, Reshetikhin and Turaev [RT90; RT91] gave a mathematical description of the associated 3-manifold invariants using the semisimplification of the representation category $\operatorname{Rep} u_{q}$ of the small quantum group at a root of unity. This category is finite, semisimple, and modular. The construction can be naturally extended to vector space invariants of surfaces, yet the Witten-Reshetikhin-Turaev (WRT) invariants do not quite form a topological quantum field theory (TQFT) in the mathematical sense. For instance, the theory does not produce representations of mapping class groups of surfaces, as would be expected, but rather projective representations. Just as projective representations are defined up to an extension by invertible scalars, the failure of the WRT invariants to form a TQFT is captured by an invertible 4-dimensional TQFT known as Crane-Yetter [CY93; Wal06; BFG07; FT14]. This assigns invertible scalars to 4-manifolds, and 1 -dimensional vector spaces for 3 -manifolds, and is called the anomaly of WRT.

Since the work of [Lyu95a; Lyu95b], there has been interest in extending the techniques of WRT theory to non-semisimple categories. See [Hen96; GPT09; DGGPR22] for a selection of some developments in this direction. In [BJSS21] it was shown that the non-semisimplified category $\operatorname{Rep} u_{q}$ is Morita invertible as a braided tensor category, which can be seen as a fully local statement of the invertibility of the non-semisimple version of Crane-Yetter.

There is a non-semisimple analogue of the WRT invariant [CGP14; CGP15a; CGP15b] defined using the representation theory of a larger Hopf algebra called unrolled quantum $\mathrm{SL}_{2}$, which is nonsemisimple and non-finite. The so-called CGP invariant which results is defined for 3 -manifolds equipped with a flat $\mathbb{Z} / 2 \mathbb{Z}$-connection. Similarly, one can study skein algebras and skein modules defined using the representation category $\operatorname{Rep}_{q}(G)$ of Luztig's quantum group at a root of unity, which is non-semisimple and also non-finite. Using the quantum Frobenius map of [Lus90b], the works [BW16; FKL18] show that the resulting skein algebra defines a sheaf of algebras on the moduli space of flat $G$-connections. The unicity theorem, conjectured in [BW16] and proved across the papers [FKL18; GJS24; KK22] says that this sheaf is Morita invertible (i.e. is Azumaya) on an open dense locus of the moduli space.

Manifolds equipped with flat connections on a principal bundle arise naturally in semiclassical limits of quantum field theories. In a semiclassical approximation one fixes a critical point of the action functional (a classical solution) and expands around this. In gauge theory, which is the study of manifolds with principal bundles equipped with connections, the classical solutions are the flat connections. Therefore it is natural to consider invariants of manifolds equipped with flat connections, or to consider invariants which vary over the moduli of flat connections. We call a TQFT organizing information about flat connections a classical gauge theory.

In this paper we define a 4-dimensional TQFT $Z$ based on the category $\operatorname{Rep}_{q}(G)$. By restriction along the quantum Frobenius map, this category has an action of $\operatorname{Rep}(G)$ at good odd roots of unity (or of $\operatorname{Rep}\left(G^{L}\right)$ at good even roots of unity). This allows us to view $Z$ as a theory for manifolds equipped with flat $G$ - (resp. $G^{L}$-) connections. Equivalently $Z$ is a theory varying over the moduli stack of flat connections, called the character stack. By results of [AG03; Neg21; Neg23a], de-equivariantizing the $\operatorname{Rep}(G)$-action recovers the invertible braided tensor category Rep $u_{q}$ underlying non-semisimple Crane-Yetter. Our central result is as follows.

Theorem 1.1. The theory $Z$ is invertible relative to 5 -dimensional classical $G$-gauge theory.
Hence $Z$ varies the invertibility of non-semisimple Crane-Yetter over the character stack. To 3-manifolds $Z$ assigns a line bundle on this stack, where Crane-Yetter assigns a complex line.

More generally, it follows from the invertibility we establish that $Z$ assigns (higher) line bundles on the character stack in all dimensions. In dimension $\leq 2$, taking global sections recovers skein theory. The invertibility of $Z$ allows us to lift the unicity theorem for skein algebras to the categorical and stacky setting, and to extend it to groups beyond the previously studied case of $G=\mathrm{SL}_{2}$. Where $Z$ is viewed as a $G$-relative version of Crane-Yetter, it should be regarded as the anomaly of an as-yet-undefined non-semisimple theory similar to that of [BCGP16] which underpins the CGP invariants, again extending beyond $\mathrm{SL}_{2}$ to higher rank groups. To give yet
another perspective: in the philosophy of [FMT23] on topological symmetry in QFT, $Z$ defines a symmetry defect of classical gauge theory which we show here is invertible. In this language, de-equivariantizing is also called gauging, and the general tools developed in this paper allow us to check invertibility of a defect by checking invertibility of the gauged symmetry.

We do not prove Thm 1.1 as it is stated here, but rather a fully local version (Thm. 1.2) which is equivalent under the cobordism hypothesis. To prove the fully local statement we develop a general theorem for checking relative Morita invertibility of braided tensor categories (Thm. 1.3). In the remainder of the introduction, we explain the precise mathematical statement of the main theorem and elaborate on its corollaries and applications in studying non-semisimple TQFTs, skein theory, and topological symmetry.
1.1. Main results. We use the cobordism hypothesis to construct TQFTs valued in Morita categories $\operatorname{Alg}_{n}(\mathcal{S})$, of the unpointed kind defined in [Hau17]. When $\mathcal{A}$ is a locally presentable symmetric tensor category, we can form the $(\infty, 4)$-category $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})\right)$, the Morita theory of braided tensor categories with a background $\mathcal{A}$-action. The objects of this higher category are braided tensor categories $\mathcal{C}$ internal to $\mathcal{A}$-module categories, or equivalently, braided tensor categories equipped with a symmetric tensor functor $\mathcal{A} \rightarrow Z_{2}(\mathcal{C})$, where $Z_{2}(\mathcal{C})$ is the Müger centre of $\mathcal{C}$. That is, the subcategory

$$
Z_{2}(\mathcal{C})=\left\{x \in \mathcal{C} \mid \forall y \in \mathcal{C}, \sigma_{y, x} \circ \sigma_{x, y}=\operatorname{Id}_{x \otimes y}\right\}
$$

of objects having trivial double braiding with all other objects. Since $\mathcal{A}$ is an $E_{\infty}$-algebra in the background category Pr of locally presentable categories, we can consider it as an object in the Morita theory $\operatorname{Alg}_{n}(\operatorname{Pr})$ for any $n$. In particular, as we explain in this paper, objects in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})\right)$ can be transported to the $(n-2)$-fold endomorphism space of $\mathcal{A}$ in $\operatorname{Alg}_{n}(\operatorname{Pr})$. This mechanism allows us to produce $\mathcal{A}$-relative data, ripe for the application of a relative version of the cobordism hypothesis.

We study the object $\operatorname{Rep}_{q}(G) \in \operatorname{Alg}_{2}\left(\operatorname{Mod}_{Z_{2}\left(\operatorname{Rep}_{q}(G)\right)}(\operatorname{Pr})\right)$, defined by considering representations of Lusztig's quantum group at a root of unity $\dot{U}_{q}$, introduced in [Lus90a; Lus90b]. The central result underlying our constructions is the following.

Theorem 1.2 (4.3). Suppose that $Z_{2}\left(\operatorname{Rep}_{q}(G)\right)$ admits a fibre functor to Vect and that the automorphism group of the fibre functor is reductive. Then the object $\operatorname{Rep}_{q}(G)$ is invertible in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{Z_{2}(\operatorname{Rep}(G))}(\operatorname{Pr})\right)$.

The assumption that $Z_{2}\left(\operatorname{Rep}_{q}(G)\right)$ admits a fibre functor to Vect is the assumption that it is Tannakian, and it is known that such a category can be reconstructed as $\operatorname{Rep}(\check{G})$ for an affine group scheme $\check{G}$ given as the automorphism group of the fibre functor.

- Where $q$ is odd and $G$ is semisimple and of adjoint type [AG03], or is a product of simple groups (not necessarily of adjoint type) [GJS24], then assuming $q$ is coprime to the lacing number and Cartan determinant of $G$, the conditions of Thm. 1.2 are satisfied. In this case $\check{G} \cong G$.
- Where $q$ is even and $G$ is a simply-connected semisimple group whose lacing number divides $q$, then the conditions of Thm. 1.2 are satisfied. In this case $\check{G} \cong G^{L}$ is the Langlands dual group of $G$ [Neg23a].
To prove Thm. 1.2, we develop a criterion under which invertibility of a braided tensor category $\mathcal{C}$ considered as an object in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{Z_{2}(\mathcal{C})}(\operatorname{Pr})\right)$ can be reduced to a related invertibility statement in $\operatorname{Alg}_{2}(\operatorname{Pr})$. If $Z_{2}(\mathcal{C})$ is Tannakian, then we can define the Müger fibre

$$
\mathcal{B}=\mathcal{C} \boxtimes_{Z_{2}(\mathcal{C})} \text { Vect }
$$

which is uniquely defined up to braided tensor equivalence. If the Müger fibre $\mathcal{B}$ is finite and compact-rigid, then its invertibility as an object of $\mathrm{Alg}_{2}(\mathrm{Pr})$ follows from the characterization of [BJSS21] because by construction it has trivial Müger centre. The invertibility of $\mathcal{C}$ is related to the invertibility of $\mathcal{B}$ as follows.

Theorem 1.3 (3.5). Let $\mathcal{C}$ be a braided tensor category and $\mathcal{A}=Z_{2}(\mathcal{C})$ its Müger centre. Suppose that $\mathcal{C}$ satisfies the following conditions:


Figure 1. An invertible 2-morphism in $\mathrm{Alg}_{4}(\mathrm{Pr})$ defined by the data of Thm. 1.2.
(1) $\mathcal{C}$ is cp-rigid,
(2) $\mathcal{A}$ is Tannakian and semisimple,
(3) $\mathcal{B}=\mathcal{C} \boxtimes_{\mathcal{A}}$ Vect is a finite, compact-rigid braided tensor category.

Then $\mathcal{C}$ is invertible in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})\right)$.
In the situation of Thm. 1.2, there is an identification

$$
\begin{equation*}
\operatorname{Rep}_{q}(G) \boxtimes_{\operatorname{Rep}(\check{G})} \operatorname{Vect} \simeq \operatorname{Rep} u_{q} \tag{1}
\end{equation*}
$$

of the Müger fibre with the category of representations of a finite-dimensional Hopf algebra $u_{q}$. This algebra is constructed in the most general setting in [Neg23a], which recovers and generalizes previous constructions [AG03; Neg21]. The algebra $u_{q}$ is the so-called small quantum group, first introduced in [Lus90a; Lus90b].
1.2. Non-semisimple $\check{G}$-relative Crane-Yetter. The cobordism hypothesis [BD95; Lur08] says that fully extended framed TQFTs are determined fully locally by their value on a point, which must be a fully dualizable object. The related tangle hypothesis says that homomorphisms of TQFTs are determined by fully dualizable 1-morphisms in the target. It is expected that the work of [BJS21] can be extended to say that cp-rigid objects of a Morita theory $\mathrm{Alg}_{n}(\mathrm{Pr})$ are $(n+1)$-dualizable, and so $\operatorname{Rep}(\breve{G})$ should define a 5 -dualizable object of $\operatorname{Alg}_{4}(\operatorname{Pr})$, and hence a TQFT $Q: \operatorname{Bord}_{5}^{\mathrm{fr}} \rightarrow \operatorname{Alg}_{4}(\operatorname{Pr})$. It is expected [Lur08; Sch14] that such a TQFT can be computed in dimension $\leq 4$ by factorization homology, which is characterized by a property called excision [AF15].

Through work of [Ste23] (giving an underived version of some results of [BFN10]), it is known that for $M$ a closed, framed manifold, the assignment

$$
\begin{equation*}
M \mapsto \mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\check{G}}(M)\right) \tag{2}
\end{equation*}
$$

satisfies excision, where the right hand side is the category of quasicoherent sheaves on the $\check{G}$ character stack of $M$. That is, the moduli stack

$$
\underline{\mathrm{Ch}}_{\breve{G}}(M)=\operatorname{Map}\left(\Pi_{1}(M), B \check{G}\right)
$$

of $\check{G}$-local systems on $M$. There is a corresponding coarse moduli space obtained as the GIT quotient

$$
\mathrm{Ch}_{\check{G}}(M)=\operatorname{Hom}\left(\pi_{1}(M), \check{G}\right) / / \check{G}
$$

known as the character variety, and there is canonically a surjection $\pi: \underline{\mathrm{Ch}}_{\breve{G}}(M) \rightarrow \mathrm{Ch}_{\check{G}}(M)$.
It follows from the excision property of the assignment (2) that

$$
Q(M)=\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\check{G}}(M)\right) .
$$

We call $Q$ the 5 -dimensional classical $\check{G}$-gauge theory, since $\check{G}$-local systems are the combinatorial data of a flat $\check{G}$-connection, i.e. a solution to the equations of motion in $\check{G}$-gauge theory. We can transport the invertible data of Thm .1 .2 to $\mathrm{Alg}_{4}(\mathrm{Pr})$ for a 2 -morphism as in Fig. 1.

In the setup of [JS17], dualizable morphisms in the target define oplax natural transformations of theories, also called twisted field theories. The 1-morphisms of Fig. 1 define the identity $(Q, Q)-$ twisted field theory $\operatorname{Id}_{Q}$, and the 2 -morphism is a $\left(\operatorname{Id}_{Q}, \operatorname{Id}_{Q}\right)$-twisted $(Q, Q)$-twisted field theory $Z$. One can expect (and we will show) that such a relative theory produces structures which vary in relation to the character stack. Moreover, by (1) we expect that the data assigned by $Z$ will be
related, on de-equivariantization, to the 4-dimensional theory defined locally by $\operatorname{Rep} u_{q}$ as an object of the $(\infty, 4)$-category $\operatorname{Alg}_{2}(\operatorname{Pr})$. We call this theory the non-semisimple Crane-Yetter theory.

Remark 1.4. There is a semisimplified category $\left(\operatorname{Rep} u_{q}\right)^{\text {s.s. }}$ which is 4 -dualizable (indeed, invertible) in $\mathrm{Alg}_{2}(\mathrm{Pr})$, hence defines a fully extended 4 -dimensional TQFT. In dimensions 3 and 4 , this theory is expected to recover the framed version of the $(4,3)$-TQFT known as Crane-Yetter. Hence our terming the theory for $\operatorname{Rep} u_{q}$ the non-semisimple Crane-Yetter theory.

We note that both semisimple and non-semisimple Crane-Yetter theories are defined by invertible objects of $\mathrm{Alg}_{2}(\mathrm{Pr})$, hence they are invertible theories: assigning invertible data in all dimensions. In particular the state space assigned to a 3 -manifold will be 1-dimensional. For the $\breve{G}$-relative theory $Z$, we have the following corollary of Thm. 1.2 in dimension 3 .

Corollary 1.5 (§4.2.2). For M a closed, framed 3-manifold, the theory $Z$ defines a quasicoherent sheaf $\mathcal{L} \in \operatorname{QCoh}\left(\underline{\operatorname{Ch}}_{\check{G}}(M)\right)$ which is a line bundle $\mathcal{L}$ on the character stack.

In this sense the theory $Z$ can be thought of as varying non-semisimple Crane-Yetter over the character stack. This is of physical interest, since it allows us to consider a version of non-semisimple Crane-Yetter with $\check{G}$-background fields, where a $\check{G}$-background field is a $\check{G}$-local system.
1.3. Skein theory of surfaces and 3-manifolds. At the level of framed surfaces, the theory $Z$ is related to skein theory as follows.

Theorem 1.6 (4.13). $Z(\Sigma)$ defines an invertible sheaf of categories $\widetilde{Z(M)}$ on $\underline{\mathrm{Ch}}_{\breve{G}}(\Sigma)$, with global sections given by the free cocompletion of the skein category of $\Sigma$.

The skein category of $\Sigma$ was first introduced in [Wal06; Joh21]. This category has a distinguished object $\mathbb{1}$, and the endomorphisms of this object are the $G$-skein algebra $\operatorname{SkAlg}_{G}(\Sigma)$ of the surface.

Since QCoh $\left(\underline{\operatorname{Ch}}_{\breve{G}}(\Sigma)\right)$ acts on $Z(\Sigma)$ (see $\S 4.2 .3$ ), we may denote by $\underline{\operatorname{End}}(\mathbb{1})$ the internal algebra of endomorphisms with respect to this action. This is a sheaf of algebras on $\underline{\mathrm{Ch}}_{\breve{G}}(\Sigma)$. We have canonical maps

$$
\underline{\mathrm{Ch}}_{\check{G}}(\Sigma) \xrightarrow{\pi} \mathrm{Ch}_{\check{G}}(\Sigma) \xrightarrow{p} \mathrm{pt} .
$$

Recall that pushing forward to a point is to take the global sections of a sheaf; in this case we have that $p_{*} \pi_{*} \underline{\operatorname{End}}(\mathbb{1})$ is $\operatorname{SkAlg}_{G}(\Sigma)$. Then $\pi_{*} \underline{\operatorname{End}}(\mathbb{1})$ is a sheaf on $\operatorname{Ch}_{\breve{G}}(\Sigma)$ with global sections being the skein algebra. This sheaf of algebras has been studied for $G=\mathrm{SL}_{2}$ [BW16; FKL18], and it is known to have the following invertibility property due to [FKL18; GJS24; KK22].

Theorem 1.7 (Unicity Theorem). The $\mathrm{SL}_{2}$-skein algebra at an odd root of unity defines a sheaf of algebras on $\mathrm{Ch}_{\mathrm{SL}_{2}}(\Sigma)$ which is Azumaya on an open dense locus, namely the locus of non-central representations.

Recalling that a sheaf of algebras is Azumaya if the corresponding sheaf of categories given by taking representation categories is invertible, we can regard Thm. 1.6 as a stacky version of the unicity theorem for skein algebras, realizing the expectations sketched in [GJS24, Rmk. 1.5]. Note that Thm. 1.6 defines a sheaf of categories on $\underline{\mathrm{Ch}}_{\check{G}}(\Sigma)$ directly; and says that this sheaf is everywhere invertible, not just on an open dense locus; and that this holds for a more general class of reductive groups than $\mathrm{SL}_{2}$. It would be interesting to understand in more detail how to pass from Thm. 1.6 to Thm. 1.7 by pushing forward along $\pi$.

The appearance of skein theory on taking global sections is to be expected. Taking global sections is equivalent to passing from the bulk Crane-Yetter theory to its WRT boundary [BFG07; FT14], and skein-theoretic descriptions of WRT theory have been known since the work of [BHMV95]. We would therefore like to be able to recover skein theory in dimension 3 by taking global sections of our theory $Z$.

Conjecture 1.8. For $M$ a closed 3-manifold, and $\mathcal{L}$ the line bundle assigned by $Z(M)$, then

$$
\mathrm{Sk}_{G, q}(M) \cong H^{0}\left(\underline{\mathrm{Ch}}_{\breve{G}}(M), \mathcal{L}\right)
$$



Figure 2. A sandwich picture in the style of [FMT23] of the domain wall $\operatorname{Rep}_{q}(G)$ being gauged. The figure shows a small neighbourhood of a point in a manifold (the $\operatorname{Rep}(\mathscr{G})$ boundary and $\operatorname{Rep} u_{q}$ line) which on the left is crossed with an interval.

This is a root-of-unity analogue of a conjecture of Gunningham and Safronov, who conjecture that for $q$ generic the skein module can be recovered as global sections of the sheaf of vanishing cycles, which is a (derived) version of our line bundle $\mathcal{L}$ for generic $q$. The root-of-unity skein module requires some renormalization techniques such as those developed for the CGP invariants, and was defined in [CGP23]. An answer to this conjecture would open up TQFT approaches to a unicity theorem for skein modules.
1.4. A domain wall symmetry defect. One can also interpret Thm. 1.2 in terms of the recently elucidated perspective of [FMT23] on topological symmetry in QFT. Summarizing for the case of interest to us: symmetries of an $n$-dimensional (fully extended, framed) TQFT $F$ are understood via an $(n+1)$-dimensional TQFT $\sigma: \operatorname{Bord}_{n+1}^{\mathrm{fr}} \rightarrow \mathcal{T}$, such that $\sigma$ has a right boundary $\rho$ and a left boundary $\tilde{F}$ and on dimensional reduction $\rho \otimes_{\sigma} \tilde{F} \simeq F$. Here $F: \operatorname{Bord}_{n}^{\mathrm{fr}} \rightarrow \Omega \mathcal{T}$ is valued in the looping of the target, and dimensional reduction amounts to regarding $F: \mathbb{1} \Longrightarrow \sigma, \rho$ : $\sigma \Longrightarrow \mathbb{1}$ as homomorphisms of theories, or equivalently, as 1 -morphisms in $\mathcal{T}$. The theory $\sigma$ may support various defects which implement symmetry on dimensional reduction, including domain wall symmetry defects, corresponding to endomorphisms $\delta: \sigma \rightarrow \sigma$ in $\mathcal{T}$. Moreover if $\sigma$ has an augmentation $\epsilon$ in a suitable sense, then these symmetries can be gauged by taking the dimensional reduction $\epsilon \otimes_{\sigma} \delta \otimes_{\sigma} \tilde{F}$.

The 3 -dimensional classical $\check{G}$-gauge theory valued in $\operatorname{Alg}_{2}(\operatorname{Pr})=\Omega \operatorname{Alg}_{3}(\operatorname{Pr})$ has itself as a symmetry theory. The data of Thm. 1.2 can be transported to define an invertible 1-morphism

$$
\operatorname{Rep}(\check{G}) \xrightarrow{\operatorname{Rep}_{q}(G)} \operatorname{Rep}(\check{G})
$$

in $\operatorname{Alg}_{3}(\operatorname{Pr})$, hence an invertible domain wall symmetry defect of the 3 -dimensional classical $\check{G}$ gauge theory. By (1), the result of gauging this symmetry defect is the non-semisimple CraneYetter theory: see Fig. 2. The main argument of Thm. 1.2 could then be summarized in the following terms: because the gauged symmetry is an invertible theory, the symmetry defect was itself invertible. We remark that anomaly theories have been explored in this perspective on topological symmetry in the recent paper [Van23].
1.5. Layout of the paper. Section 2 is devoted to preliminary definitions and background. In §2.1 we introduce the Morita theories where we work, and prove a necessary functoriality property (§2.1.3) which allows us to transport data between categorical settings. We also recall (§2.1.4) the known results and setup of [BJSS21] on invertibility in $\mathrm{Alg}_{2}(\mathrm{Pr})$, which we use in our proof of Thm. 1.3. In $\S 2.2$ we recall some of the setup for defining and computing with (relative) TQFTs via the cobordism hypothesis and factorization homology, and in $\S 2.3$ we introduce character stacks and explain their excision property.

In $\S 3$ we prove Thm. 1.3. In $\S 4$ we apply this in the case of $\operatorname{Rep}_{q}(G)$ to prove Thm. 1.2. We go on to transport this data to an appropriate setting to apply a version of the cobordism hypothesis, yielding the relative 4 d theory $Z$. We analyze the data assigned by $Z$ in all dimensions in $\S 4.2$.

We conclude by discussing how to interpret our arguments in terms of gauging a domain wall symmetry (§4.3).
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## 2. Preliminaries

At all times we work over an algebraically closed field $k$ of characteristic 0 .
2.1. Algebra. He we give an overview of the construction and terminology of Morita categories, which will be required for our later work.

Notation 2.1. Given a monoidal $(\infty, n)$-category $\mathcal{S}$, we denote by $\operatorname{Alg}(\mathcal{S})$ the category of algebra objects in $\mathcal{S}$. For $A, B \in \operatorname{Alg}(\mathcal{S})$, we denote by $\operatorname{RMod}_{A}(\mathcal{S}), \operatorname{LMod}_{A}(\mathcal{S})$ the categories of right and left $A$-module objects in $\mathcal{S}$ respectively, and by $\operatorname{Bimod}_{(A, B)}(\mathcal{S})$ the category of $(A, B)$-bimodule objects. We denote by $\operatorname{CAlg}(\mathcal{S})$ the category of commutative algebra objects in $\mathcal{S}$, and for $A \in$ $\mathrm{CAlg}(\mathcal{S})$ we denote by $\operatorname{Mod}_{A}(\mathcal{S})$ the monoidal category of $A$-module objects in $\mathcal{S}$.
2.1.1. Higher categories. By $\infty$-category we mean $(\infty, 1)$-category. We denote by $\widehat{\mathrm{Cat}_{\infty}}$ the $\infty$ category of large $\infty$-categories. Let $\Delta$ denote the simplicial indexing category.

Definition 2.2. Let $\mathcal{S}$ be an $\infty$-category with finite limits. A functor $X_{\bullet}: \Delta^{\mathrm{op}} \rightarrow \mathcal{S}$ is called a category object in $\mathcal{S}$ if the Segal condition is satisfied: for every $n \geq 2$ the natural morphism

$$
X_{n} \rightarrow X_{1} \times_{X_{0}} \cdots \times_{X_{0}} X_{1}
$$

is an isomorphism. A category object in $\widehat{\text { Cat }_{\infty}}$ is called a double $\infty$-category. Where $\mathcal{S}=\mathrm{Sp}$ is the $\infty$-category of $\infty$-groupoids (often called spaces due to the presentation of Sp by a model structure on topological spaces), a category object in Sp is called a Segal space.

Denote by $\operatorname{Seg}_{\Delta \text { op }}(\mathcal{S}) \subset \operatorname{Fun}\left(\Delta^{\mathrm{op}}, \mathcal{S}\right)$ the full subcategory of category objects. There is also a notion of $n$-uple category object, recursively defined as $\operatorname{Seg}_{\Delta^{n, \mathrm{op}}}(\mathcal{S}):=\operatorname{Seg}_{\Delta^{\mathrm{op}}}\left(\operatorname{Seg}_{\Delta^{n-1, \mathrm{op}}}(\mathcal{S})\right)$, with the underlying functor from $\left(\Delta^{\mathrm{op}}\right)^{n}$ denoted $X_{\mathbf{0}}$.

Definition 2.3. Let $\mathcal{S}$ be an $\infty$-category with finite limits. A 1 -fold Segal object in $\mathcal{S}$ is a category object in $\mathcal{S}$. For $n>1$ we define inductively an $n$-fold Segal object in $\mathcal{S}$ to be an $n$-uple category object $X$ in $\mathcal{S}$ such that
(1) the $(n-1)$-uple category object $X_{0, \bullet, \ldots, \bullet}$ is constant,
(2) for all $k$, the $(n-1)$-uple category object $X_{k, \bullet}, \ldots, \bullet$ is an $(n-1)$-fold Segal object.

Where $\mathcal{S}=\mathrm{Sp}, n$-fold Segal objects are called $n$-fold Segal spaces.
We denote by $\operatorname{Seg}_{\Delta \Delta^{n}, \text { op }}^{n \text {-fld }}(\mathcal{S})$ the category of $n$-fold Segal objects in $\mathcal{S}$. It is established in [Hau18, Prop. 4.12] that the inclusion $\operatorname{Seg}_{\Delta^{n, \text { op }}}^{n-\text { fold }}(\mathcal{S}) \hookrightarrow \operatorname{Seg}_{\Delta^{n, \text { op }}}(\mathcal{S})$ has a right adjoint $U_{n}: \operatorname{Seg}_{\Delta^{n, \text { op }}}(\mathcal{S}) \rightarrow$ $\operatorname{Seg}_{\Delta^{n, \text { op }}}^{n-\text { fold }}(\mathcal{S})$.
Remark 2.4. Recall that ( $\infty, n$ )-categories can be modelled as complete $n$-fold Segal spaces, i.e. as a particular subcategory of $\operatorname{Seg}_{\Delta^{n, \text { op }}}^{n-\text { fold }}(\mathrm{Sp})$ [Bar05]. Then the inclusion $\widehat{\mathrm{Cat}_{\infty}} \hookrightarrow \operatorname{Seg}_{\Delta^{\mathrm{op}}}(\mathrm{Sp})$ induces a functor $i_{n}: \operatorname{Seg}_{\Delta^{n, \text { op }}}\left(\widehat{\operatorname{Cat}_{\infty}}\right) \hookrightarrow \operatorname{Seg}_{\Delta^{n+1, \text { op }}}(\operatorname{Sp})$. Where $L_{n}: \operatorname{Seg}_{\Delta^{n, \text { op }}}^{n-\text { fold }}(\operatorname{Sp}) \rightarrow \operatorname{Cat}_{(\infty, n)}$ is the left adjoint to the inclusion $\operatorname{Seg}_{\Delta^{n, \text { op }}}^{n-\text { fold, complete }}(\mathrm{Sp}) \hookrightarrow \operatorname{Seg}_{\Delta^{n, \text { op }}}^{n-\text { fold }}(\mathrm{Sp})$ (see [Lur09a, Thm. 1.2.13], or [Rez00, Thm. 7.7] for the $n=1$ case), we can pass from $n$-uple categories to ( $\infty, n+1$ )-categories by

$$
L_{n+1} U_{n+1} i_{n}: \operatorname{Seg}_{\Delta^{n, \text { op }}}\left(\widehat{\operatorname{Cat}_{\infty}}\right) \rightarrow \operatorname{Cat}_{(\infty, n+1)}
$$

which we call taking the underlying $(\infty, n+1)$-category.



Figure 3. Morphisms $c, d$ in $\mathcal{T}$ define objects in the arrow categories $\mathcal{T} \downarrow, \mathcal{T} \rightarrow$. Left: a commutative square defining a 1-morphism in $\mathcal{T} \downarrow$. Right: a commutative square defining a 1 -morphism in $\mathcal{T}$.

The $\infty$-category of $(\infty, n)$-categories is cartesian closed, so that given $(\infty, n)$-categories $\mathcal{S}, \mathcal{T}$ we can form the $(\infty, n)$-category $[\mathcal{S}, \mathcal{T}]$ of functors between them. The notion of natural transformation here is what is called a strong natural transformation. In [JS17], the authors define $(\infty, n)$ categories $\mathcal{T} \rightarrow, \mathcal{T} \downarrow$ with objects 1-morphisms in $\mathcal{T}$ morphisms (op)lax natural transformations, that is, square diagrams commuting up to a (possibly non-invertible) 2-morphism: see Fig. 3. These categories have natural source and target functors $s, t$ to $\mathcal{T}$.
Definition 2.5 ([JS17]). For functors $F, G: \mathcal{S} \rightarrow \mathcal{T}$, a lax natural transformation $F \Longrightarrow G$ is a functor $\alpha: \mathcal{S} \rightarrow \mathcal{T}^{\downarrow}$ with $s \alpha=F, t \alpha=G$. Similarly an oplax natural transformation is a functor into $\mathcal{T} \rightarrow$. The $(\infty, n)$-categories of functors and lax/oplax natural transformations will be denoted Fun $^{\text {lax }}(\mathcal{S}, \mathcal{T})$, Fun ${ }^{\text {oplax }}(\mathcal{S}, \mathcal{T})$ respectively.

There are moreover categories $\mathcal{T}_{(k)}^{\text {oplax }}$ and $\mathcal{T}_{(k)}^{\text {lax }}$ for all $k \geq 0$, with objects being $k$-morphisms of $\mathcal{T}$ and morphisms given by diagrams generalizing those of Fig. 3, see [JS17].

A related notion to that of an $(\infty, n)$-category is that of $n$-category, which for us means weak $n$-category. In this paper we will only consider $n$-categories for $n \leq 2$, although we will encounter $(\infty, n)$-categories for $n>2$. The case $n=2$ is called a bicategory.

Definition 2.6. Let $\mathcal{S}$ be an $(\infty, n)$-category. We define $h \mathcal{S}$ to be its homotopy category, having the same objects as $\mathcal{S}$ and the morphisms given by isomorphism classes of 1-morphisms in $\mathcal{S}$. Similarly, the 2-category $h_{2} \mathcal{S}$ has the same objects and 1-morphisms as $\mathcal{S}$, and its 2-morphisms are isomorphism classes of 2-morphisms in $\mathcal{S}$, and more generally there is a truncation $h_{N}(\mathcal{S})$ to an $N$-category.

Remark 2.7. Truncation $h_{N}$ possesses a left adjoint which allows us to regard an $N$-category as an $(\infty, N)$-category with only identity $k$-morphisms for $k>N$. We may pass from $N$-categories to $(\infty, N)$-categories in this way without further comment.
Definition 2.8. Given a monoidal $(\infty, n)$-category $\mathcal{S}$, we can form an $(\infty, n+1)$-category $B \mathcal{S}$ which has a single object and $\operatorname{End}_{B \mathcal{S}}(*) \simeq \mathcal{S}$. Conversely we can form the monoidal $(\infty, n-1)$ category $\Omega_{X} \mathcal{S}:=\operatorname{End}_{\mathcal{S}}(X)$ for any object $X \in \mathcal{S}$.

Dualizability and invertibility.
Definition 2.9. Let $\mathcal{B}$ be a bicategory. Given 1-morphisms $f: X \leftrightarrows Y: g$ and 2-morphisms $\eta: 1_{X} \rightarrow g \circ f, \epsilon: f \circ g \rightarrow 1_{Y}$. We say that $\eta, \epsilon$ are the unit and counit of an adjunction if

$$
\begin{aligned}
& f \simeq f \circ 1_{X} \xrightarrow{\text { Id } \times \eta} f \circ g \circ f \xrightarrow{\epsilon \times \mathrm{Id}} 1_{Y} \circ f \simeq f \\
& g \simeq 1_{X} \circ g \xrightarrow{\eta \times \mathrm{Id}} g \circ f \circ g \xrightarrow{\mathrm{Id} \times \epsilon} g \circ 1_{Y} \simeq g
\end{aligned}
$$

both coincide with the identity. In this case we say that $g$ is the right adjoint of $f$, and that $f$ is the left adjoint of $g$. If $f: X \rightarrow Y$ is such that there exist $f^{R}: Y \rightarrow X$ and $\eta, \epsilon$ as above, then we say that $f$ is right-adjunctible, and $\eta, \epsilon$ witness the adjunctibility. Similarly $f$ is left-adjunctible if there exists a left adjoint $f^{L}$. We call $f$ very adjunctible if $f$ is both left and right-adjunctible, with $f^{L}$ left adjunctible, and $\left(f^{L}\right)^{L}$, and $\left(\left(f^{L}\right)^{L}\right)^{L}$ and so on also left adjunctible, and $f^{R},\left(f^{R}\right)^{R}$ and so on right adjunctible. Very adjunctible morphisms were called simply adjunctible in [JS17].

A $k$-morphism in an $(\infty, N)$-category $\mathcal{T}$ is called right/left/very adjunctible if it is so in the appropriate homotopy bicategory. Inductively we say a $k$-morphism is $n$-times right/left/very
adjunctible if it is ( $n-1$ )-times right/left/very adjunctible and the ( $k+n-1$ )-morphisms witnessing the adjunctibility are right/left/very adjunctible.

Definition 2.10. An object of a symmetric monoidal category $\mathcal{C}$ is called 1-dualizable if the corresponding morphism in $B \mathcal{C}$ is right- (or equivalently left-) adjunctible. An object of a symmetric monoidal $(\infty, N)$-category $\mathcal{S}$ is called 1-dualizable if it is so in the homotopy category of $\mathcal{S}$. Inductively, we call an object in a symmetric monoidal $(\infty, N)$-category $n$-dualizable if it is $(n-1)$ dualizable and the $(n-1)$-morphisms witnessing the $(n-1)$-dualizability are very adjunctible.

Definition 2.11. Let $\mathcal{S}$ be an $(\infty, n)$-category and $1 \leq k \leq n$. A $k$-morphism $f: A \rightarrow B$ is called invertible if there is another morphism $g: B \rightarrow A$ such that $f g \cong \operatorname{Id}_{B}, g f \cong \operatorname{Id}_{A}$ up to some invertible $(k+1)$-morphisms. An object in a symmetric monoidal $(\infty, n)$-category is called invertible if the corresponding morphism in $B \mathcal{S}$ is invertible.
2.1.2. The Morita construction. We denote by $\widehat{\mathrm{Cat}}^{\mathrm{sc}} \subseteq \widehat{\mathrm{Cat}_{\infty}}$ the full subcategory of $\infty$-categories admitting geometric realizations (i.e. colimits of shape $\Delta^{\mathrm{op}}$ ). The cartesian symmetric monoidal structure on $\widehat{\mathrm{Cat}_{\infty}}$ restricts to ${\widehat{\mathrm{Cat}_{\infty}}}^{\text {sc }}$ so that a monoid in ${\widehat{\mathrm{Cat}_{\infty}}}^{\text {sc }}$ is a monoidal $\infty$-category with geometric realizations such that the tensor product preserves these in each argument. We denote the $\infty$-category of such by $\operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$.

The Morita construction of [Hau17] defines a functor

$$
\text { Mor : } \operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \operatorname{Seg}_{\Delta^{\mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)
$$

(which in [Hau17] is denoted $\left.\mathfrak{A} \mathfrak{L G}_{1}\right)$. For any $\mathcal{S} \in \operatorname{Mon}\left(\widehat{\mathrm{Cat}}_{\infty} \mathrm{sc}\right)$, this construction produces a double $\infty$-category $\operatorname{Mor}(\mathcal{S})$. The Morita category $\operatorname{Alg}_{1}(\mathcal{S})$ is then defined as the underlying $(\infty, 2)$-category of $\operatorname{Mor}(\mathcal{S})$, i.e. as $L_{2} U_{2} i_{1}(\operatorname{Mor}(\mathcal{S}))$.

There is an alternative functorial construction

$$
\operatorname{Mor}^{\mathrm{Lur}}: \operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \operatorname{Seg}_{\Delta^{\mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)
$$

of a double category, described in [Lur17, §4.4]. It is shown in [Hau23, Cor. 5.14] that the two constructions are equivalent, and so we will use them interchangeable and usually use the notation Mor. We note that another construction of the Morita category using locally constant factorization algebras is given in [Sch14, §3], although we do not use this model since it does not admit the dualizability we require due to the presence of pointings (see [GS18, §6]).

Let us describe some of the data of the double $\infty$-category $\operatorname{Mor}(\mathcal{S})$.

- $\operatorname{Mor}(\mathcal{S})_{0}$ is the $\infty$-category $\operatorname{Alg}(\mathcal{S})$ of algebra objects in $\mathcal{S}$, i.e. algebras over the little 1-disks operad or $E_{1}$ operad.
- $\operatorname{Mor}(\mathcal{S})_{1}$ is the $\infty$-category $\operatorname{Bimod}(\mathcal{S})$ whose objects are triples $(A, M, B)$ where $A, B \in$ $\operatorname{Alg}(\mathcal{S})$ and $M \in \operatorname{Bimod}_{(A, B)}(\mathcal{S})$. This captures that morphisms in the Morita category are bimodules. We may sometimes write $A_{A} M_{B}$ for the triple $(A, M, B)$.
- $\operatorname{Mor}(\mathcal{S})_{2}$ is the $\infty$-category of tuples $\left(A_{0}, M_{0,1}, A_{1}, M_{1,2}, A_{2}\right)$ where $A_{0}, A_{1}, A_{2} \in \operatorname{Alg}(\mathcal{S})$ and $M_{i, i+1} \in \operatorname{Bimod}_{\left(A_{i}, A_{i+1}\right)}(\mathcal{S})$. We think of these as pairs of composable morphisms.
- $\operatorname{Mor}(\mathcal{S})_{n}$ is similarly the $\infty$-category of strings of composable bimodules of length $n$.
- The functor $\operatorname{Mor}(\mathcal{S})_{2} \rightarrow \operatorname{Mor}(\mathcal{S})_{1}$ over the unique endpoint-preserving morphism [1] $\rightarrow$ [2] in $\Delta$ sends $\left(A_{0}, M_{0,1}, A_{1}, M_{1,2}, A_{2}\right)$ to $\left(A_{0}, M_{0,1} \otimes_{A_{1}} M_{1,2}, A_{2}\right)$ where $M_{0,1} \otimes_{A_{1}} M_{1,2}$ is the geometric realization of the Bar construction.
- For $n \geq 2$, the functor $\operatorname{Mor}(\mathcal{S})_{n} \rightarrow \operatorname{Mor}(\mathcal{S})_{1}$ over the unique endpoint-preserving morphism $[1] \rightarrow[n]$ in $\Delta$ sends a string of $n$ composable bimodules to their composition as computed by geometric realization.
- There are two maps [0] $\rightarrow[1]$ in $\Delta$, corresponding to the two functors $\operatorname{Mor}(\mathcal{S})_{1} \rightarrow \operatorname{Mor}(\mathcal{S})_{0}$ which are the source and target maps.
- There is a unique map $[1] \rightarrow[0]$ in $\Delta$, which corresponds to the functor $\operatorname{Mor}(\mathcal{S})_{0} \rightarrow \operatorname{Mor}(\mathcal{S})_{1}$ which sends an algebra $A$ to ${ }_{A} A_{A}$.
The Mor construction can be iterated due to the following.
Lemma 2.12. The functor $\operatorname{Mor}: \operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \operatorname{Seg}_{\Delta^{\mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$ preserves products.

Proof. This is [Hau23, Cor. 7.5].
It follows that Mor preserves monoids internal to $\operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$. Then given an $E_{2}$-monoidal $(\infty, 1)$-category $\mathcal{S}$, by Dunn-Lurie additivity we can regard $\mathcal{S}$ as an object of $\operatorname{Mon}\left(\operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)\right.$ ). Then, by Lemma 2.12, there is an induced functor

$$
\begin{aligned}
\operatorname{Mon}\left(\operatorname{Mon}\left({\widehat{\operatorname{Cat}_{\infty}}}^{\mathrm{sc}}\right)\right) & \rightarrow \operatorname{Mon}\left(\operatorname{Seg}_{\Delta^{\mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)\right) \\
& \simeq \operatorname{Seg}_{\Delta^{\mathrm{op}}}\left(\operatorname{Mon}\left(\widehat{\operatorname{Cat}}^{\mathrm{sc}}\right)\right) \\
& \rightarrow \operatorname{Seg}_{\Delta^{\mathrm{op}}}\left(\operatorname{Seg}_{\Delta^{\mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)\right) \\
& \simeq \operatorname{Seg}_{\Delta^{2}, \mathrm{op}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)
\end{aligned}
$$

where each arrow involves an application of Mor. We call this functor Mor ${ }^{2}$. Iteratively, there is a functor

$$
\begin{equation*}
\operatorname{Mor}^{n}: \operatorname{Mon}_{E_{n}}\left({\widehat{\operatorname{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \operatorname{Seg}_{\Delta^{n, \mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \tag{3}
\end{equation*}
$$

We denote by $\operatorname{Alg}_{n}(\mathcal{S})$ the $(\infty, n+1)$-category $L_{n+1} U_{n+1} i_{n}\left(\operatorname{Mor}^{n}(\mathcal{S})\right)$.
Even higher Morita theories. In [JS17], the construction of [Hau17] is extended: given an $E_{n^{-}}$ monoidal $(\infty, m)$-category $\mathcal{S}$, a construction is given for an $(\infty, n+m)$-category $\operatorname{Alg}_{n}(\mathcal{S})$. The first $n$ levels of morphisms are given by iterating the Morita construction, and the remaining $m$ levels are given by the morphisms in $\mathcal{S}$ which respect the iterated algebra and bimodule structures.

In [JS17, Def. 5.1], the authors describe for any $\vec{k} \in \mathbb{N}_{>0}^{m}$ an $m$-category $\Theta^{\vec{k}}$ which describes diagrams of the shape of a string of composable $m$-morphisms in a higher category. For any $(\infty, n)$ category, the authors define the $(\infty, 1)$-category $\mathcal{S}_{\vec{k}}$ which is the 1-truncation of the $(\infty, n)$ category of functors $\left[\Theta^{\vec{k}}, \mathcal{S}\right]$. The object $\mathcal{S}_{\mathbf{\bullet}}$ is called $\otimes$-GR-cocomplete if it defines an $n$-fold simplicial diagram in $\widehat{\mathrm{Cat}}^{\mathrm{sc}}$.

Now suppose that $\mathcal{S}$ is an $E_{n}$-monoidal ( $\infty, m$ )-category and $\mathcal{S}_{\boldsymbol{\bullet}}$ is $\otimes$-GR-cocomplete. We notice that $\mathcal{S}_{\vec{k}}$ is an $E_{n}$-monoidal ( $\infty, 1$ )-category (since $\left[\Theta^{\vec{k}},-\right]$ is a functor which preserves products), so that $i_{n} \operatorname{Mor}^{n}\left(\mathcal{S}_{\vec{k}}\right)$ is an object of $\operatorname{Seg}_{\Delta^{n+1, \text { op }}}(\mathrm{Sp})$. Denoting by $\tau_{\leq n}$ the truncation of a $(n+$ 1 )-uple Segal object to a $n$-uple object (by fixing the final coordinate to be 0 ), we have that $U_{n} \tau_{\leq n} i_{n} \operatorname{Mor}^{n}\left(\mathcal{S}_{\vec{k}}\right)$ is a $n$-fold Segal space. Moreover, it is established in [JS17, Thm. 8.5] that $U_{n} \tau_{\leq n} i_{n} \operatorname{Mor}^{n}\left(\mathcal{S}_{\boldsymbol{\bullet}}\right)_{\boldsymbol{\bullet}}$ is a $n$-fold Segal object internal to complete $m$-fold Segal spaces. We denote

$$
\operatorname{Alg}_{n}(\mathcal{S}):=L_{n} U_{n} \tau_{\leq n} i_{n} \operatorname{Mor}^{n}\left(\mathcal{S}_{\bullet}\right)_{\boldsymbol{\bullet}}
$$

the underlying $(\infty, n+m)$-category.
The reason for the truncation step is that, on applying $i_{n}$, we pick up a level of morphisms which are 1-morphisms in $\mathcal{S}$ which respect the iterated algebras and bimodules produced by Mor ${ }^{n}$. But these are already accounted for by the level 0 part of $\mathcal{S}_{\vec{\mathbf{}}}$, so we need to discard them from $i_{n} \operatorname{Mor}^{n}(\mathcal{S})$ to avoid duplicating this data.
2.1.3. Functoriality of the Morita construction. Here we give a functoriality property for the Morita construction, beginning with a construction which is lax functorial. The morphisms between objects of $\operatorname{Seg}_{\Delta^{\text {op }}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$ are given by natural transformations of functors, which in turn induce functors of $(\infty, 2)$-categories under $L_{2} U_{2} i_{1}$. To discuss lax functors we need to understand the correct notion of a lax natural transformation of double $\infty$-categories.

Given a double category $X: \Delta^{\mathrm{op}} \rightarrow \widehat{\mathrm{Cat}_{\infty}}$, the $\infty$-categories $X_{n}$ represent length $n$ strings of composable morphisms. The endpoint-preserving maps [1] $\rightarrow[n]$ in $\Delta$ induce functors $X_{n} \rightarrow$ $X_{1}$ which represent composition. It is over these maps that we would like to relax our natural transformations, and we need a way to single out these maps.

Definition 2.13. A morphism $f:[m] \rightarrow[n]$ in $\Delta$ is called active if it preserves endpoints, i.e. $f(0)=0$ and $f(m)=n$. A morphism $f:[m] \rightarrow[n]$ in $\Delta$ is called inert if it is the inclusion of a subinterval, i.e. $f(i)=f(0)+i$ for all $i \in[m]$.

Definition 2.14. Let $\mathcal{C}$ be a category and $E$ and $M$ two classes of morphisms in $\mathcal{C}$. The pair $(E, M)$ is called an orthogonal factorization system, or simply a factorization system, if every morphism $f$ in $\mathcal{C}$ factors as $f=m \circ e$ where $e \in E$ and $m \in M$, and moreover:
(1) the factorization is unique up to unique isomorphism,
(2) both $E$ and $M$ are closed under composition and contain all isomorphisms.

Lemma 2.15. The classes (inert, active) form a factorization system in $\Delta$.
Proof. This can be checked by hand or follows from [Bar18, Lemma 7.3].
Then we define the category $\operatorname{Seg}_{\Delta \mathrm{op}}^{\mathrm{lax}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \subset \mathrm{Fun}^{\mathrm{lax}}\left(\Delta^{\mathrm{op}},{\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$ to be the subcategory of double $\infty$-categories and lax natural transformations between them which are strict over the inert morphisms in $\Delta$. This is the correct notion of a lax functor between double $\infty$-categories: on applying $U$, the morphisms of $\mathrm{Seg}_{\Delta^{\mathrm{op}}}^{\mathrm{lax}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$ become lax functors of $(\infty, 2)$-categories.

Lemma 2.16. Denote by $\operatorname{Mon}^{\text {lax }}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$ the $\infty$-category of monoids in ${\widehat{\mathrm{Cat}_{\infty}}}^{\text {sc }}$ and lax monoidal functors. Then the Morita construction extends to a functor

$$
\text { Mor : } \operatorname{Mon}^{\operatorname{lax}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \operatorname{Seg}_{\Delta^{\circ} \mathrm{op}}^{\mathrm{lax}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)
$$

Proof. See [Hau23, Rmk. 5.15].
Functoriality in semistrong monoidal functors. Let $\mathcal{A}, \mathcal{B} \in \operatorname{Mon}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)$ and $F: \mathcal{A} \rightarrow \mathcal{B}$ a lax monoidal functor. Then $F$ preserves monoid objects and (bi)modules over them so fits into a diagram

where the top functor is induced by $F$ and the vertical functors are the forgetful functors. The left vertical functor is an equivalence [Hau17]. So we have a lax monoidal functor

$$
\mathcal{A} \rightarrow \operatorname{Bimod}_{(F(\mathbb{1}), F(\mathbb{1}))}(\mathcal{B})
$$

induced by $F$.
Lemma 2.17. Let $F: \mathcal{A} \rightarrow \mathcal{B}$ be a lax monoidal functor. Then the following are equivalent.
(1) The induced functor $\mathcal{A} \rightarrow \operatorname{Bimod}_{(F(\mathbb{1}), F(\mathbb{1}))}(\mathcal{B})$ is strong monoidal.
(2) The natural morphism

$$
F(x) \otimes_{F(\mathbb{1})} F(y) \rightarrow F(x \otimes y)
$$ is an isomorphism for every $x, y \in \mathcal{A}$.

(3) Consider $\mathcal{B}$ as a left $\mathcal{A}$-module category where $a \triangleright b:=F(a) \otimes_{F(\mathbb{1})} b$. Then $F: \mathcal{A} \rightarrow \mathcal{B}$ is a strong functor of $\mathcal{A}$-module categories.

Proof. It is clear that (1) and (2) are equivalent. For (3), we see that a priori $F$ is a lax functor of $\mathcal{A}$-module categories by the natural transformation

$$
\begin{equation*}
F(a) \otimes_{F(\mathbb{1})} F\left(a^{\prime}\right) \otimes_{F(\mathbb{1})} b \rightarrow F\left(a \otimes a^{\prime}\right) \otimes_{F(\mathbb{1})} b . \tag{4}
\end{equation*}
$$

Then (2) implies that this is an isomorphism, so $F$ is a strong $\mathcal{A}$-module category functor. Conversely if $F$ is a strong $\mathcal{A}$-module category functor, then the fact that the morphism (4) is an isomorphism entails (2) by taking $b=\mathbb{1}$.

Definition 2.18. A lax monoidal functor $F: \mathcal{A} \rightarrow \mathcal{B}$ is called semistrong if it satisfies the equivalent conditions of Lemma 2.17. The $\infty$-category of monoids in $\widehat{\mathrm{Cat}}_{\infty} \mathrm{sc}$ and semistrong monoidal functors will be denoted $\operatorname{Mon}^{\mathrm{ss}}\left(\widehat{\mathrm{Cat}}^{\mathrm{sc}}\right)$.

Example 2.19. Let $\mathcal{S}$ be a symmetric monoidal $\infty$-category admitting geometric realizations whose tensor product preserves these, and $A$ any commutative algebra object in $\mathcal{S}$. Then the functor of restriction along the unit inclusion $u: \mathbb{1} \rightarrow A$ is semistrong. This is because the relative tensor products $u_{*}(x) \otimes_{u_{*}(A)} u_{*}(y)$ and $x \otimes_{A} y$ are each computed as colimits of simplicial diagrams in $\mathcal{S}$, i.e. on underlying objects, so that under the forgetful functor $u_{*}: \operatorname{Mod}_{A}(\mathcal{S}) \rightarrow \mathcal{S}$ they are isomorphic.

Proposition 2.20. The Morita construction defines a symmetric monoidal functor

$$
\text { Mor : } \operatorname{Mon}^{\mathrm{ss}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \operatorname{Seg}_{\Delta^{\mathrm{op}}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right)
$$

Proof. Prop. 2.16 says that Lurie's definition of the Morita double $\infty$-category is lax-functorial: it defines a functor

$$
\text { Mor : } \operatorname{Mon}^{\mathrm{lax}}\left({\widehat{\mathrm{Cat}_{\infty}}}^{\mathrm{sc}}\right) \rightarrow \mathrm{Seg}_{\Delta^{\mathrm{op}}}^{\mathrm{lax}}\left(\widehat{\mathrm{Cat}}^{\mathrm{sc}}\right)
$$

where the target is the category of double $\infty$-categories and lax natural transformations between them which are strict over inert morphisms.

We need to show that, for $F: \mathcal{A} \rightarrow \mathcal{B}$ semistrong, then $\operatorname{Mor}(F): \operatorname{Mor}(\mathcal{A}) \rightarrow \operatorname{Mor}(\mathcal{B})$ is a strict functor, i.e. that the induced natural transformation of functors $\Delta^{\mathrm{op}} \rightarrow{\widehat{\mathrm{Cat}_{\infty}}}^{\text {is strict. By the }}$ Segal condition, this amounts to showing that $\operatorname{Mor}(F)$ is strict over the unique active morphisms $[1] \rightarrow[0]$ and $[1] \rightarrow[2]$ in $\Delta^{\mathrm{op}}$.

For the first condition, we must show that the lax commuting diagram

commutes strictly. The horizontal functors send an algebra $A$ to the identity $(A, A)$-bimodule. Then it is clear that the square commutes strictly, since $F$ applied to $A_{A} A_{A}$ is ${ }_{F(A)} F(A)_{F(A)}$.

For the second condition, we must show that the lax commuting diagram

commutes strictly. Here the horizontal functors are composition of bimodules: they send ( $A_{A} M_{B, B} N_{C}$ ) to $M \otimes_{B} N$. Then, where

$$
\begin{aligned}
L: \operatorname{RMod}_{B}(\mathcal{A}) \times \operatorname{LMod}_{B}(\mathcal{A}) & \rightarrow \mathcal{B} \\
(M, N) & \mapsto F(M) \otimes_{F(B)} F(N)
\end{aligned}
$$

and

$$
\begin{aligned}
R: \operatorname{RMod}_{B}(\mathcal{A}) \times \operatorname{LMod}_{B}(\mathcal{A}) & \rightarrow \mathcal{B} \\
(M, N) & \mapsto F\left(M \otimes_{B} N\right)
\end{aligned}
$$

we must show that the natural transformation $L \Longrightarrow R$ is an isomorphism for any $B \in \operatorname{Alg}(\mathcal{A})$.
Regard $\mathcal{B}$ as an $(\mathcal{A}, \mathcal{A})$-bimodule category in the same way as in Lemma 2.17. By this proposition, both $L$ and $R$ are functors of $(\mathcal{A}, \mathcal{A})$-bimodule categories.

By assumption $F$ preserves geometric realizations. Moreover, the relative tensor product preserves geometric realizations in each argument, since it factors as

$$
\operatorname{RMod}_{B}(\mathcal{A}) \times \operatorname{LMod}_{B}(\mathcal{A}) \xrightarrow{\mathrm{Bar}} \operatorname{Fun}\left(\Delta^{\mathrm{op}}, \mathcal{A}\right) \xrightarrow{\text { colim }} \mathcal{A} .
$$

The functor colim is cocontinuous. So is the functor Bar: it sends the colimit $M_{c} \times N_{c}$ of a diagram $\left\{M_{i} \times N_{i}\right\}_{I}$ indexed by $I$ to $\left([n] \mapsto M_{c} \otimes B^{n} \otimes N_{c}\right)$. Clearly for any $n$ this is the colimit of the
diagram $\left\{M_{i} \otimes B^{n} \otimes N_{i}\right\}_{I}$ in $\mathcal{A}$, but since colimits are computed pointwise in a functor category, this says that $\operatorname{Bar}\left(M_{c} \times N_{c}\right)=\left([n] \mapsto M_{c} \otimes B^{n} \otimes N_{c}\right)$ is the colimit of $\left\{M_{i} \otimes B^{n} \otimes N_{i}\right\}_{I}$. So Bar preserves colimits.

Therefore we have that $L$ and $R$ each preserve geometric realizations in each entry. So it follows from [Lur17, Thm. 4.8.4.1] that the natural transformation $L \Longrightarrow R$ is an isomorphism if and only if $L(B) \rightarrow R(B)$ is an isomorphism, i.e. if the natural morphism

$$
F(B) \otimes_{F(B)} F(B) \rightarrow F\left(B \otimes_{B} B\right)
$$

is an isomorphism. This morphism fits into a commutative triangle

given by multiplication on the algebras $B$ and $F(B)$. The downward arrows are each isomorphisms by [Lur17, Prop. 4.4.3.16], which concludes the proof.

Let us denote by $\widehat{\operatorname{Cat}}(\infty, m)_{\text {sc+ }}^{\text {the subcategory of }} \widehat{\operatorname{Cat}}(\infty, m)^{\text {sc }}$ consisting of objects $\mathcal{S}$ such that $\mathcal{S}_{\bullet}$ is $\otimes$-GR-cocomplete.

Corollary 2.21. For any $n, m \in \mathbb{N}$ there is a symmetric monoidal functor

$$
\operatorname{Alg}_{n}: \operatorname{Mon}_{E_{n}}^{\mathrm{ss}}\left(\widehat{\operatorname{Cat}}(\infty, m)_{\mathrm{sc}+}^{)}\right) \rightarrow \widehat{\operatorname{Cat}}\left(\begin{array}{l}
(\infty, n+m)
\end{array}_{\mathrm{sc}}\right.
$$

where the source is the $\infty$-category of $E_{n}$-monoidal $\infty$-categories admitting geometric realizations and whose tensor product preserves these, and semistrong $E_{n}$-functors.

Proof. Firstly let us observe that $\left[\Theta^{\vec{k}},-\right]$ preserves products and therefore strong and lax monoidal functors, so any semistrong $E_{n}$-monoidal functor $\mathcal{S} \rightarrow \mathcal{T}$ induces a semistrong $E_{n}$-monoidal functor $\mathcal{S}_{\vec{k}} \rightarrow \mathcal{T}_{\vec{k}}$ for any $\vec{k} \in \mathbb{N}_{>0}^{m}$.

Then using Prop. 2.20, and the fact that Mor can be iterated (3) we have a functor

$$
\begin{aligned}
\operatorname{Mor}^{n}: \operatorname{Mon}_{E_{n}}^{\mathrm{ss}}\left(\widehat{\operatorname{Cat}}(\infty, m){ }^{\mathrm{sc}+}\right) & \rightarrow \operatorname{Seg}_{\Delta^{n}}^{n-\text { fold }}\left(\operatorname{Seg}_{\Delta^{m}}^{m-\text { fold,complete }}(\mathrm{Sp})\right) \\
\mathcal{S} & \mapsto U_{n} \tau_{\leq n} i_{n} \operatorname{Mor}^{n}\left(\mathcal{S}_{\vec{\mathbf{}}}\right)_{\vec{\bullet}}
\end{aligned}
$$

where we use [JS17, Thm. 8.5]. Then applying the localization functor $L_{n}$ completes the proof.
Lemma 2.22. Let $\mathcal{S}$ be a symmetric monoidal ( $\infty, m$ )-category admitting geometric realizations whose tensor product preserves these, with $\mathcal{S} \boldsymbol{\bullet}$ being $\otimes-G R$-cocomplete, and $A \in \mathcal{S}$ any commutative algebra object in $\mathcal{S}$. Then for any $n \leq k$ there is an $E_{k}$-monoidal functor

$$
\operatorname{Alg}_{n-k}\left(\operatorname{Mod}_{A}(\mathcal{S})\right) \rightarrow \Omega_{A}^{k} \operatorname{Alg}_{n}(\mathcal{S})
$$

induced by restriction along the unit inclusion $u: \mathbb{1} \rightarrow A$.
Proof. Since colimits in $\operatorname{Mod}_{A}(\mathcal{S})$ are computed in the underlying category $\mathcal{S}$, it follows that $\operatorname{Mod}_{A}(\mathcal{S})_{\mathbf{\bullet}}$ is $\otimes$-GR-cocomplete. The restriction along the unit inclusion is semistrong as in Example 2.19. Then by Cor. 2.21, this gives a functor of $(\infty, n+1)$-categories

$$
\operatorname{Alg}_{n}\left(\operatorname{Mod}_{A}(\mathcal{S})\right) \rightarrow \operatorname{Alg}_{n}(\mathcal{S})
$$

This is the $k=0$ case of the statement. The $k>0$ case follows by taking $k$-fold endomorphisms of $A$ and applying the delooping result of [Hau23, Cor. 5.51].
2.1.4. Morita theories of locally presentable categories. Let us introduce the setting of our main theorems.

Definition 2.23. Let $\mathcal{C}$ be a $k$-linear category. An object $c \in \mathcal{C}$ is called

- compact if $\operatorname{Hom}(c,-)$ commutes with filtered colimits, and
- compact-projective if $\operatorname{Hom}(c,-)$ commutes with arbitrary (small) colimits.

If $\mathcal{C}$ has all small colimits, we say $\mathcal{C}$

- is locally finitely presentable if it is generated under filtered colimits by a small subcategory of compact objects, and
- has enough compact projectives if it is generated under small colimits by a small subcategory of compact projectives.

Definition 2.24. Denote by Pr the 2-category of locally finitely presentable categories, cocontinuous functors, and natural transformations.

Recall that the 2 -category of $k$-linear categories is symmetric monoidal, with the category $\mathcal{C} \otimes$ $\mathcal{D}$ having objects the pairs of objects in $\mathcal{C}, \mathcal{D}$ and morphism spaces given by the linear tensor product. The 2-category Pr is not closed under this monoidal product, but there is an appropriate replacement.
Definition 2.25. The Deligne-Kelly tensor product of two categories $\mathcal{C}, \mathcal{D} \in \operatorname{Pr}$ is a category $\mathcal{C} \boxtimes \mathcal{D} \in \operatorname{Pr}$ with a linear functor $\pi: \mathcal{C} \otimes \mathcal{D} \rightarrow \mathcal{C} \boxtimes \mathcal{D}$, cocontinuous in each variable, such that any bi-cocontinuous functor $\mathcal{C} \boxtimes \mathcal{D} \rightarrow \mathcal{E}$ factors uniquely through $\pi$ up to natural isomorphism.

Lemma 2.26. The Deligne-Kelly tensor product exists and is locally finitely presentable.
Proof. See [BJS21, Prop. 2.9].
Recall the $E_{n}$ operad is the $\infty$-operad whose space of arity $k$ operations are parameterized by rectilinear embeddings of $k$ disjoint $n$-dimensional disks into another $n$-dimensional disk. An algebra over $E_{n}$ in $\mathcal{S}$ is an object $V \in \mathcal{S}$ and a morphism of operads $E_{n} \rightarrow \operatorname{End}_{V}$ where the endomorphism operad has $\operatorname{End}_{V}(k)=\operatorname{Hom}_{\mathcal{S}}\left(V^{\otimes k}, V\right)$. In the 2-category Pr equipped with the Deligne-Kelly tensor product, we can make the data of $E_{n}$-algebras precise: see [Lur17; Fre17] for textbook references containing more details.

In the discussion sketched below we assume basepoints to have been chosen in the configuration spaces defining the $E_{n}$ operad, though the spaces of such choices are contractible (see the discussion at $[$ Fre17, §5.1.7]). We note that $\operatorname{Pr}$ is a 2 -category, so has no $k$-morphisms for $k>2$, or, the corresponding $(\infty, 2)$-category of Rmk. 2.7 has only identity $k$-morphisms for $k>2$. Then $E_{n^{-}}$ algebras $E_{n} \rightarrow \operatorname{End}_{V}$ in $\operatorname{Pr}$ are implicitly factored through the 2 -truncation of the $E_{n}$ operad, c.f. Def. 2.6.
(1) In the setting $\mathcal{S}=\operatorname{Pr}$ (see Def. 2.24), an $E_{1}$-algebra is a locally presentable tensor category $\mathcal{C}$ with cocontinuous tensor product, which we will simply term a tensor category henceforth (note we do not require any rigidity, as in [EGNO15, Ch. 4]). The embedding of two disks into one defines the tensor product functor $T_{\mathcal{C}}: \mathcal{C} \boxtimes \mathcal{C} \rightarrow \mathcal{C}$, and there is an obvious isotopy of embeddings which defines the associativity constraint. The pentagon axiom follows from an isotopy of isotopies in $E_{1}(3)$, which specifies an equality of natural isomorphisms in $\operatorname{Pr}$ since the $E_{1}$-algebra structure factors through a truncation. We denote by $c \boxtimes d$ an object of $\mathcal{C} \boxtimes \mathcal{C}$, and denote $c \otimes d=T_{\mathcal{C}}(c \boxtimes d)$.
(2) Given a tensor category $\mathcal{C}$, then a $\mathcal{C}$-module object in $\operatorname{Pr}$ is equivalent to the data of a $\mathcal{C}$-module category (see, e.g., [EGNO15, §7.1]). Where we denote the action functor by $\operatorname{act}_{\mathcal{M}}: \mathcal{C} \boxtimes \mathcal{M} \rightarrow \mathcal{M}$, we will denote $\operatorname{act}_{\mathcal{M}}(c, m)$ by $c \triangleright_{\mathcal{C}} m$ for $\mathcal{M}$ a left $\mathcal{C}$-module category, and for $\mathcal{M}$ a right $\mathcal{C}$-module category we use the notation $m \triangleleft_{\mathcal{C}} c$. Where the acting category is clear from context we will omit the subscripts. When $m \in \mathcal{M}$ is an object, we denote by act ${ }_{m}: \mathcal{C} \rightarrow \mathcal{M}$ the functor $c \mapsto c \triangleright m$.
(3) Similarly, an $E_{2}$-algebra in $\operatorname{Pr}$ is a braided tensor category, and an $E_{k}$-algebra for $k \geq 3$ is a symmetric tensor category. In this setting, the tensor multiplication of a braided tensor category is induced by embedding two disks into one along the $x$-direction, and
the braiding $\sigma$ is induced by the isotopy in $E_{2}(2)$ which is $\pi$-rotation anticlockwise. The hexagon axioms come from natural isotopies of isotopies in $E_{2}(3)$. These conventions follow [BJS21]. Notice the stabilization at $k=3$, because $E_{k}$-algebras must factor through the 2-truncation, so that higher isotopies of embeddings cannot be witnessed other than by equality.

Given a reflection of the $n$-dimensional disk, this induces an automorphism of the $E_{n}$ operad.
Notation 2.27. Any $E_{1}$-algebra $\left(\mathcal{X}, F: E_{1} \rightarrow \operatorname{End}_{\mathcal{X}}\right)$ has an opposite $E_{1}$-algebra denoted $\mathcal{X} \otimes$ op given by precomposing $F$ with the automorphism induced by reflection of a standard interval. In Pr this is the usual notion of $\otimes \mathrm{op}$. An $E_{2}$-algebra ( $\mathcal{C}, G: E_{2} \rightarrow \operatorname{End}_{\mathcal{C}}$ ) has two opposites $\mathcal{C}^{\otimes \mathrm{op}}$ and $\mathcal{C}^{\sigma \text { op }}$, where we precompose $G$ with the automorphisms induced by a reflection along the $y$-axis and the $x$-axis respectively. There are canonically two equivalences $\mathcal{C}^{\otimes \mathrm{op}} \simeq \mathcal{C}^{\sigma \mathrm{op}}$ given by a $\pi$-rotation anticlockwise and clockwise respectively.
Definition 2.28. Let $\mathcal{C}$ be a tensor category. The Drinfeld centre of $\mathcal{C}$, denoted $Z_{1}(\mathcal{C})$, is a braided tensor category with
(1) as objects, pairs $(Y, \beta)$ where $\beta:-\otimes Y \rightarrow Y \otimes-$ is a natural isomorphism;
(2) as morphisms $(Y, \beta) \rightarrow\left(Y^{\prime}, \beta^{\prime}\right)$, a morphism $f: Y \rightarrow Y^{\prime}$ that intertwines the natural isomorphisms:

$$
\left(f \otimes 1_{X}\right) \beta_{X}=\beta_{X}\left(1_{X} \otimes f\right)
$$

for all $X$;
(3) as the tensor product of $(Y, \beta)$ and $\left(Y^{\prime}, \beta^{\prime}\right)$, the object $\left(Y \otimes Y^{\prime}, \tilde{\beta}\right)$ where $\tilde{\beta}$ is defined by the hexagon axiom for $\mathcal{C}$;
(4) as the braiding, $\sigma_{(Y, \beta),\left(Y^{\prime}, \beta^{\prime}\right)}=\beta_{Y}^{\prime}$.

Definition 2.29. Let $\mathcal{C}$ be a braided tensor category. The full subcategory of objects $X \in \mathcal{C}$ such that $\sigma_{Y, X} \sigma_{X, Y}=\operatorname{Id}_{X \otimes Y}$ for all $Y \in \mathcal{C}$ is called the Müger centre of $\mathcal{C}$, denoted $Z_{2}(\mathcal{C})$. Clearly $Z_{2}(\mathcal{C})$ is a symmetric tensor category.

Geometric realizations in Pr are given by the balanced Deligne-Kelly tensor product.
Definition 2.30. Let $\mathcal{A}$ be a tensor category and $\mathcal{M}, \mathcal{N}$ be right and left $\mathcal{A}$-module categories. A functor $F: \mathcal{M} \boxtimes \mathcal{N} \rightarrow \mathcal{E}$ is called $\mathcal{A}$-balanced if it is equipped with a natural transformation $f: F \circ \operatorname{act}_{\mathcal{M}} \rightarrow F \circ \operatorname{act}_{\mathcal{N}}$ called an $\mathcal{A}$-balancing, making the obvious diagrams commute. The balanced Deligne-Kelly tensor product of $\mathcal{M}$ and $\mathcal{N}$, if it exists, is the category $\mathcal{M} \boxtimes_{\mathcal{A}} \mathcal{N}$ equipped with a functor $\mathcal{M} \boxtimes \mathcal{N} \rightarrow \mathcal{M} \boxtimes_{\mathcal{A}} \mathcal{N}$ satisfying the universal property that any $\mathcal{A}$-balanced functor $\mathcal{M} \boxtimes \mathcal{N} \rightarrow \mathcal{E}$ factors uniquely through $\mathcal{M} \boxtimes_{\mathcal{A}} \mathcal{N}$.

Remark 2.31. It is easy to check that the above definition implies that $\mathcal{M} \boxtimes_{\mathcal{A}} \mathcal{N}$ is the colimit of the relative tensor product diagram. Then the balanced tensor product exists by cocompleteness of $\operatorname{Pr}$ [BBJ18a, Def. 3.14, Rmk. 3.15]. It was constructed in some specific situations in [EGNO15; DN13; DSS19].

Notice that the iterative definition of $\operatorname{Alg}_{n}(\mathcal{S})$ makes sense since the category of $E_{1}$-modules for an $E_{n}$-algebra is monoidal for $n \geq 2$ so one can sensibly define $E_{k}$-algebras internally. Spelling out these details for the case $\mathcal{S}=\operatorname{Pr}$ gives the following.

Proposition 2.32. Let $(\mathcal{A}, \otimes, \sigma)$ be a braided tensor category. Then every left $\mathcal{A}$-module category $\mathcal{M}$ is a right $\mathcal{A}$-module category with the action given by $m \triangleleft a:=a \triangleright m$ and associativity constraint given by

$$
m \triangleleft(a \otimes b)=(a \otimes b) \triangleright m \xrightarrow{\sigma_{a, b}}(b \otimes a) \triangleright m \cong b \triangleright(a \triangleleft m)=(m \triangleleft a) \triangleleft b .
$$

Given two left $\mathcal{A}$-modules $\mathcal{M}, \mathcal{N}$, then equipping $\mathcal{M}$ with the above right $\mathcal{A}$-module structure, the relative tensor product $\mathcal{M} \boxtimes_{\mathcal{A}} \mathcal{N}$ is a left $\mathcal{A}$-module and this makes the 2-category of $\mathcal{A}$-module categories into a monoidal 2-category.
Proof. This is shown in detail in [BJS21, Prop. 2.36].

This allows us to define $E_{n}$-algebras internal to $\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})$ where $\mathcal{A}$ is a symmetric tensor category.

Proposition 2.33. Given a symmetric tensor category $\mathcal{A}$, the following notions are equivalent:

- An $E_{2}$-algebra in the monoidal 2-category $\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})$ of $\mathcal{A}$-module categories equipped with the balanced tensor product over $\mathcal{A}$, and
- A braided tensor category $\mathcal{C}$, together with a symmetric tensor functor

$$
\phi_{\mathcal{A}}: \mathcal{A} \rightarrow Z_{2}(\mathcal{C})
$$

to the Müger centre of $\mathcal{C}$.
Proof. Given an $E_{2}$-algebra $\mathcal{C}$ in $\mathcal{A}$-modules, this specifies the data of a braided tensor structure on the underlying category $\mathcal{C}$, where all the braided tensor data is $\mathcal{A}$-linear. In particular, the $\mathcal{A}$-action on $\mathcal{C}$ is by endomorphisms of $\mathcal{C}$ as an $E_{2}$-algebra i.e, as a module over its $E_{2}$-enveloping algebra $U_{\mathcal{C}}^{E_{2}}$ [BJSS21, Def 2.5]. But it is known that $\operatorname{End}_{U_{\mathcal{C}}^{E_{2}}}(\mathcal{C}) \simeq Z_{2}(\mathcal{C})$ via $f \mapsto f(\mathbb{1})$.

Conversely, given a functor $\mathcal{A} \rightarrow Z_{2}(\mathcal{C}) \simeq \operatorname{End}_{U_{\mathcal{C}}^{E_{2}}}(\mathcal{C})$, this specifies an $\mathcal{A}$-module structure which commutes with the braided tensor structure, so that $\mathcal{C}$ can be regarded as an $E_{2}$-algebra internal to $\mathcal{A}$-modules.

The invertible objects of $\operatorname{Alg}_{2}(\mathcal{S})$ are characterized in [BJSS21]. In the case $\mathcal{S}=\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})$, where $\mathcal{A}$ is a symmetric tensor category, the theorem is as follows.

Notation 2.34. Let $\mathcal{A}$ be a symmetric tensor category, and $\mathcal{C}$ be an object of $\operatorname{Alg}_{2}\left(\operatorname{Mod} \mathcal{A}_{\mathcal{A}}(\operatorname{Pr})\right)$, i.e. a braided tensor category equipped with a symmetric tensor functor $\mathcal{A} \rightarrow Z_{2}(\mathcal{C})$. We define the $\mathcal{A}$-relative enveloping algebra

$$
\mathcal{C}_{\mathcal{A}}^{e}:=\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}}
$$

and the $\mathcal{A}$-relative Harish-Chandra category

$$
\mathrm{HC}_{\mathcal{A}}(\mathcal{C}):=\mathcal{C} \boxtimes_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}}} \mathcal{C}^{\otimes \mathrm{op}}
$$

We also use the notation $\mathcal{C}^{e}=\mathcal{C}_{\mathbb{1}}^{e}$ and $\mathrm{HC}(\mathcal{C})=\mathrm{HC}_{\mathbb{1}}(\mathcal{C})$.
Theorem 2.35 ([BJSS21, Thm. 2.30]). Let $\mathcal{A}$ be a symmetric tensor category, and $\mathcal{C}$ be an object of $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})\right)$. Then $\mathcal{C}$ is invertible as an object of $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})\right)$ if and only if $\mathcal{C}$ is dualizable as a module over $\mathcal{A}, \mathcal{C}_{\mathcal{A}}^{e}, \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma}{ }^{\mathrm{op}}, \mathrm{HC}_{\mathcal{A}}(\mathcal{C})$ and moreover the following maps are isomorphisms:
(1) (relative cofactorizability) $\operatorname{HC}_{\mathcal{A}}(\mathcal{C}) \rightarrow \operatorname{Hom}_{\mathcal{A}}(\mathcal{C}, \mathcal{C})$.
(2) (relative factorizability) $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}} \rightarrow \operatorname{Hom}_{\mathcal{C}_{\mathcal{A}}^{e}}(\mathcal{C}, \mathcal{C})$.
(3) (relative nondegeneracy) $\mathcal{A} \rightarrow \operatorname{Hom}_{\mathrm{HC}_{\mathcal{A}}(\mathcal{C})}(\mathcal{C}, \mathcal{C})$.

Proof. This is a restatement of [BJSS21, Thm. 2.30], where we have carefully spelled out the objects appearing there using the fact that the tensor product on $\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})$ is the relative tensor product over $\mathcal{A}$.

### 2.2. Topology.

2.2.1. TQFTs. Let $\mathcal{T}$ be a symmetric monoidal $(\infty, n)$-category. A topological quantum field theory, or TQFT, valued in $\mathcal{T}$ is a symmetric monoidal functor

$$
Z: \operatorname{Bord}_{n}^{\mathrm{fr}} \rightarrow \mathcal{T}
$$

where $\operatorname{Bord}_{n}^{\mathrm{fr}}$ is the $(\infty, n)$-category of framed bordisms.
Remark 2.36. For a rigorous construction of $\operatorname{Bord}_{n}^{\mathrm{fr}}$ as a complete Segal space, see [Sch14, §2]. Symmetric monoidal functors from Bord $_{n}^{\mathrm{fr}}$ are usually called framed, fully extended TQFTs. Other flavours of TQFT are available, but in this work we only construct framed, fully extended TQFTs, so we will usually leave out the adjectives framed and fully extended. We note that Bord ${ }_{n}^{\mathrm{fr}}$ contains closed, compact, framed $n$-manifolds as $\Omega_{\emptyset}^{n} \operatorname{Bord}_{n}^{\mathrm{fr}}$.

The objects and morphisms in $\operatorname{Bord}_{n}^{\mathrm{fr}}$ have strong dualizability properties, which impose conditions on the data which can be assigned by a TQFT. It was hypothesized that in fact such a functor is defined fully locally by its value on a framed point, with the value on higher bordisms being recovered by cutting and gluing. This is the cobordism hypothesis, which was conjectured in [BD95] and whose proof was sketched in [Lur08].
Remark 2.37. Where the dimension $n$ of the bordism category $\operatorname{Bord}_{n}^{\mathrm{fr}}$ is understood, then $n$ dualizable objects of $\mathcal{T}$ are sometimes called fully dualizable, though we note that in the setup of this paper we may work with $\mathcal{T}$ an $(\infty, N)$-category with $N \geq n$.

The target of the TQFTs in this paper will be a Morita theory. The question of $k$-dualizability (Def. 2.10) in a Morita theory $\operatorname{Alg}_{n}(\mathcal{S})$ is generally understood to be a topological phenomenon for $k \leq n$. It was shown in [Lur08] that any $E_{1}$-algebra is 1 -dualizable. This was extended in [GS18] to show that the entire pointed Morita category $\operatorname{Alg}_{n}(\mathcal{S})$ is $n$-dualizable, a result that was shown for objects in [Sch14]. It is remarked in [GS18] that the presence of pointings prevents $(n+1)$-dualizability. In particular it prevents invertibility, and it is for this reason we must use the unpointed model of [Hau17].
Assumption 2.38. In [BJS21] it is shown that cp-rigidity is a sufficient condition to obtain $n+1$ dualizability in the unpointed Morita theory $\operatorname{Alg}_{n}(\mathrm{Pr})$. While the results of [BJS21] are only stated for $n=1,2$, it is expected that the same methods can be applied for arbitrary $n$, and we make this an assumption in this paper.
Twisted field theories. Our main application in this paper will not be a TQFT but rather a relative field theory, defined in relation to classical gauge theory. In the perspective advanced in [FT14], a relative $n$-dimensional field theory should be understood as a natural transformation $F: \mathbb{1} \Longrightarrow T$ of symmetric monoidal functors $\operatorname{Bord}_{n+1}^{\mathrm{fr}} \rightarrow \mathcal{T}$, where $\mathcal{T}$ is a suitable target ( $\infty, n+1$ )-category. We assume in particular that $\Omega_{\mathbb{1}}^{n-1} \mathcal{T} \simeq$ Vect. Where $T$ is itself invertible, it is called the anomaly or twist of $F$. At the level of closed $n$-manifolds, then it is clear that $F(M)$ is a choice of vector in the vector space $T(M)$.

This perspective is made more detailed in [JS17], where a theory relative to $T$ is defined more specifically as an oplax natural transformation (Def. 2.5). Then if $\mathcal{T}$ is the target of theories $S, T: \operatorname{Bord}_{n}^{\mathrm{fr}} \rightarrow \mathcal{T}$, an oplax natural transformation of theories $S \Longrightarrow T$ is a functor $\operatorname{Bord}_{n}^{\mathrm{fr}} \rightarrow \mathcal{T} \rightarrow$, and this makes precise the idea of a "homomorphism of theories" or of a relative theory. An oplax natural transformation is also called an $(S, T)$-twisted field theory, and a functor Bord $_{n}^{\mathrm{fr}} \rightarrow \mathcal{T}_{(k)}^{\text {oplax }}$ is called a $k$-times twisted field theory. Denoting by $\operatorname{Fun}_{\otimes}^{\mathrm{oplax}}\left(\operatorname{Bord}_{n}^{\mathrm{fr}}, \mathcal{T}\right)$ the $(\infty, N)$-category of symmetric monoidal functors $\operatorname{Bord}_{n}^{\mathrm{fr}} \rightarrow \mathcal{T}$ and oplax natural transformations, we have the following.

Theorem 2.39 ([JS17, Cor. 7.7]). Let $\mathcal{T}$ be an $(\infty, N)$-category, possibly with $N \geq n$. Then there is an equivalence of $(\infty, N)$-categories between
(1) The $(\infty, N)$-category $\operatorname{Fun}_{\otimes}^{\mathrm{oplax}}\left(\operatorname{Bord}_{n}^{\mathrm{fr}}, \mathcal{T}\right)$ of fully extended framed topological field theories, and $k$-times twisted field theories.
(2) The sub- $(\infty, N)$-category $\mathcal{T}^{n \mathrm{~d}}$ of $\mathcal{T}$ consisting of $n$-dualizable objects, $n$-times right-adjunctible 1-morphisms, and in general with $k$-morphisms being $n$-times right-adjunctible $k$-morphisms between allowed ( $k-1$ )-morphisms (see Def. 2.9).

Proof. Assuming the cobordism hypothesis, there is an equivalence between $k$-times twisted field theories $\operatorname{Bord}_{n}^{\mathrm{fr}} \rightarrow \mathcal{T}_{(k)}^{\text {oplax }}$ and $n$-dualizable objects of $\mathcal{T}_{(k)}^{\text {oplax }}$. The result follows from [JS17, Thm. 7.6], where such objects are identified with objects of $\mathcal{T}_{(k)}^{\text {oplax }}$ whose source and target are $n$ dualizable and which are themselves $n$-times right-adjunctible as a $k$-morphism in $\mathcal{T}$.

Notice that in the above, $N$ and $n$ may be different. This is in contrast to the cobordism hypothesis, and its version with singularities [Lur08, Thm. 4.3.11], which require the point data for a TQFT to be $N$-dualizable (see [JS17, Rmk. 7.8]). It is for this reason that we cannot use the cobordism hypothesis with singularities, and instead use Thm. 2.39 in this paper. A fully extended theory of the type given in Thm. 2.39 would be called categorified in the terminology of [FMT23,

Rmk. 2.3(1)], though we do not use that terminology here. Such theories will not in general assign numbers to closed $n$-dimensional bordisms, but objects of higher category number. In the case of interest to us, we will have $N-n=1$ and closed $n$-dimensional bordisms are assigned vector spaces, assuming $\Omega_{\mathbb{1}}^{n-1} \mathcal{T} \simeq$ Vect. Then in physical terms the theories we consider define dynamics for $n$-dimensional bordisms, seen through the assignment of state spaces, despite the fact that we cannot give a well-defined partition function.
2.2.2. Factorization homology. Let $\mathcal{S}$ be a closed symmetric monoidal ( $\infty, N$ )-category. Denote by Mfld ${ }_{n}^{\mathrm{fr}}$ the ( $\infty, 1$ )-category with objects $n$-dimensional framed manifolds and morphism spaces given by spaces of embeddings, which is symmetric monoidal under disjoint union. Denote by Disk ${ }_{n}^{\mathrm{fr}}$ the subcategory of finite disjoint unions of the standard open disk $(0,1)^{n}$ and rectilinear embeddings.
Definition 2.40 ([AF15]). Let $\mathcal{A}: \operatorname{Disk}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}$ a symmetric monoidal functor. Then factorization homology with coefficients in $\mathcal{A}$ is the left Kan extension of $\mathcal{A}$ along $\operatorname{Disk}_{n}^{\mathrm{fr}} \hookrightarrow \operatorname{Mfld}_{n}^{\mathrm{fr}}$, and is denoted

$$
\int_{-} \mathcal{A}: \operatorname{Mfld}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}
$$

Factorization homology in some sense generalizes ordinary homology. We recall that ordinary homology for topological spaces is characterized by the Eilenberg-Steenrod axioms. In [AF15], these axioms are reformulated so that ordinary homology is regarded as a symmetric monoidal functor $\mathrm{Sp}_{\mathrm{fin}}^{\amalg} \rightarrow \mathrm{Ch}^{\oplus}$, satisfying an excision property. The work of Ayala and Francis shows that factorization is similarly characterized by an excision property.

Definition 2.41. A collar-gluing for a manifold $M$ is a continuous map $f: M \rightarrow[-1,1]$ such that the restriction to $(-1,1)$ is a manifold bundle. Given a collar gluing $f$ can be written as the pushout

where $M_{0}=f^{-1}(0), M_{1}=f^{-1}([-1,1)), M_{2}=f^{-1}((-1,1])$.
Definition 2.42. We say that a symmetric monoidal functor $F: \mathrm{Mfl}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}$ satisfies the excision property if, for each collar-gluing $M \cong M_{1} \coprod_{M_{0} \times I} M_{2}$, the canonical map

$$
F\left(M_{1}\right) \bigotimes_{F\left(M_{0} \times I\right)} F\left(M_{2}\right) \rightarrow F(M)
$$

is an equivalence in $\mathcal{S}$.
Let us denote by $\mathbb{H}\left(\operatorname{Mfd}_{n}^{\mathrm{fr}}, \mathcal{S}\right)$ the category of symmetric monoidal functors $\mathrm{Mfl}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}$ satisfying excision. Then the following theorem characterizes factorization homology. (For this theorem, certain technical requirements are placed on the category $\mathcal{S}$ which easily hold in all cases concerning us, called $\otimes$-presentability: see [AF20, Def. 2.3.1].)

Theorem 2.43 ([AF15, Thm. 1.2]). Let $\mathcal{S}$ be a symmetric monoidal ( $\infty, N$ )-category which is $\otimes$-presentable. There is an equivalence

$$
\int: \operatorname{Fun}^{\otimes}\left(\operatorname{Disk}_{n}^{\mathrm{fr}}, \mathcal{S}\right) \rightleftarrows \mathbb{H}\left(\operatorname{Mfd}_{n}^{\mathrm{fr}}, \mathcal{S}\right): \mathrm{ev}_{\mathbb{R}^{n}}
$$

given by factorization homology from the left and evaluation on $\mathbb{R}^{n}$ from the right.
In $\S 2.1 .2$ we introduced Morita categories, whose objects are $E_{n}$-algebras in $\mathcal{S}$. The following is well-known.

Lemma 2.44. There is an equivalence between $E_{n}$-algebras in $\mathcal{S}$ and symmetric monoidal functors $\operatorname{Disk}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}$.

Proof. We recall that a PROP $\mathcal{P}$ is a symmetric monoidal category generated under the monoidal product by a single object, and containing the symmetric group in its endomorphism sets. Given any operad $\mathcal{O}$ one can associate a unique PROP $\hat{\mathcal{O}}$ with $\hat{\mathcal{O}}(n, 1) \simeq \mathcal{O}(n)$ (see [Mar08, Example 60]). This is left adjoint the the forgetful functor Forget from PROPs to operads, where Forget $(\mathcal{P})(n)=$ $\mathcal{P}(n, 1)$. Since a PROP is generated by a single object $*$, symmetric monoidal functors $F: \mathcal{P} \rightarrow \mathcal{S}$ land in the subcategory generated by $V=F(*)$, which is a PROP denoted EndPROP $(\mathrm{V})$. Then noticing $\operatorname{Forget}(\operatorname{EndPROP}(\mathrm{V}))=\operatorname{End}_{V}$ is the endomorphism operad, we have by the adjunction property that

$$
\begin{equation*}
\operatorname{Hom}_{\operatorname{PROP}}(\hat{\mathcal{P}}, \operatorname{EndPROP}(\mathrm{V})) \simeq \operatorname{Hom}_{\text {Operad }}\left(\mathcal{P}, \operatorname{End}_{V}\right) \tag{5}
\end{equation*}
$$

It is easy to check that Disk ${ }_{n}^{\mathrm{fr}}$ is the PROP generated by the $E_{n}$ operad, and so by (5) algebras over this operad are equivalent to maps from Disk ${ }_{n}^{\mathrm{fr}}$ to an endomorphism PROP, or equivalently, symmetric monoidal functors $\operatorname{Disk}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}$.

Given an object $\mathcal{A}$ of the Morita theory $\operatorname{Alg}_{n}(\mathcal{S})$, this should be $n$-dualizable and therefore defines a TQFT $Z^{\mathcal{A}}$. It is an expectation going back at least to [Lur08, Thm. 4.1.24] that this TQFT can be computed by factorization homology. Since $\mathcal{A}$ is an $E_{n}$-algebra, it defines a symmetric monoidal functor $\operatorname{Disk}_{n}^{\mathrm{fr}} \rightarrow \mathcal{S}$, also denoted $\mathcal{A}$, and the expectation is that for a $k$-bordism $M$ we have

$$
Z^{\mathcal{A}}(M) \simeq \int_{M \times \mathbb{R}^{n-k}} \mathcal{A}
$$

Where the pointed Morita theory is considered, a rigorous proof of this was given in [Sch14].
Assumption 2.45. In this paper we assume that factorization homology computes TQFTs valued in the unpointed model of Morita theory of [Hau17], and moreover that $k$-times twisted TQFTs can be computed in dimensions $\leq n-k$ by factorization homology.

Finally, we introduce a notion which we will need for our applications.
Definition 2.46 ([Bro13; Enr08]). Let $\mathcal{C}$ a braided tensor category with braiding $\sigma$. A braided $\mathcal{C}$-module category is a $\mathcal{C}$-module category with a natural automorphism $\beta$ of the action act ${ }_{\mathcal{M}}$ : $\mathcal{M} \boxtimes \mathcal{C} \rightarrow \mathcal{M}$ such that for all $m \in \mathcal{M}$ and $x, y \in \mathcal{C}$ the diagrams

and

commute (associator and categorical action data have been omitted).
Lemma 2.47. Braided $\mathcal{C}$-module categories are equivalent to $\mathrm{HC}(\mathcal{C})$-module categories.
Proof. Recall that a braided tensor category is an $E_{2}$-algebra in Pr. We recall from [BBJ18b, Thm. 3.11] that braided module categories are equivalent to $E_{2}$-modules for a braided tensor category. On the other hand, it has been established that $E_{2}$-modules for an $E_{2}$-algebra are given by modules for factorization homology over the annulus ([Gin15, Cor. 13], first appeared in [Fra13]). Using the excision property of the annulus we can write $\int_{A n n} \mathcal{C}=\mathcal{C} \boxtimes_{\mathcal{C} \boxtimes \mathcal{C}^{\sigma} \text { op }} \mathcal{C}^{\otimes \mathrm{op}}=\mathrm{HC}(\mathcal{C})$. Therefore, we see that $\mathcal{C}$-braided module categories are equivalent to $\mathrm{HC}(\mathcal{C})$-module categories.

### 2.3. Geometry.

2.3.1. Stacks. We treat stacks as functors $\mathcal{Y}:$ Aff ${ }^{\text {op }} \rightarrow$ Grpd satisfying descent, where Aff is the site of affine schemes with a chosen topology and Grpd is the 2-category of groupoids, functors and natural isomorphisms. Functors Aff ${ }^{\text {op }} \rightarrow$ Grpd not necessarily satisfying descent are called prestacks, and the inclusion $\mathrm{St} \hookrightarrow$ PSt of stacks into prestacks admits a left adjoint, stackification. The categories St, PSt have all colimits and have internal Hom given by the mapping prestack

$$
\operatorname{Map}(\mathcal{Y}, \mathcal{Z})(S)=\operatorname{Mor}(\mathcal{Y} \times S, \mathcal{Z})
$$

where on the right hand side we take the groupoid of natural transformations of functors.
Example 2.48. Let $G$ be a smooth affine group scheme acting on a scheme $U$. The quotient stack $[U / G]$ is defined for an affine scheme $T$ as the groupoid of diagrams

where $P \rightarrow T$ is a principal $G$-bundle and $P \rightarrow U$ is a $G$-equivariant morphism of schemes, with morphisms given by cartesian squares between the $G$-bundles with the obvious commutativity property.
Example 2.49. The classifying stack of $G$ is the quotient stack $B G=[\operatorname{Spec}(k) / G]$.
Notice that for $T$ a scheme, the $k$-points of $\operatorname{Map}(T, B G)$ are given by principal $G$-bundles over $T$. The value of $B G$ over a point is the groupoid of free $G$-torsors and intertwining maps (note that this requires $k$ to be an algebraically closed field of characteristic 0 ).
Definition 2.50. Consider the functor

$$
\begin{aligned}
\mathrm{QCoh}: \mathrm{CAlg}(\text { Vect })=\mathrm{Aff}^{\mathrm{op}} & \rightarrow \mathrm{CAlg}(\widehat{\mathrm{Cat}}) \\
R & \mapsto \operatorname{Mod}_{R}
\end{aligned}
$$

given on ring homomorphisms $R \rightarrow S$ by extension of scalars. Then, as explained in e.g. [Alp24, Prop. 2.1.4], QCoh satisfies fpqc descent, so we can define the category $\mathrm{QCoh}(\mathcal{Y})$ by right Kan extending along the inclusion $\mathrm{Aff}{ }^{\mathrm{op}} \hookrightarrow \mathrm{PSt}^{\mathrm{op}}$ and this definition is affine-local for any stack.

Example 2.51. Let $U$ be an affine scheme with an action of a smooth affine group scheme $G$. Then there is a diagram of stacks indexed by $G$ and $[U / G]$ is the colimit of this. It follows that

$$
\mathrm{QCoh}([U / G])=\lim _{g^{*}: \mathrm{QCoh}(U) \rightarrow \mathrm{QCoh}(U)} \mathrm{QCoh}(U)
$$

and this limit is given by the category $\mathrm{QCoh}^{G}(U)$ of $G$-equivariant quasi-coherent sheaves on $U$. In particular if $U=\operatorname{Spec}(k)$, we have that $\operatorname{QCoh}(B G) \simeq \operatorname{Rep}(G)$.
2.3.2. Character stacks. The character stack is the moduli stack of $G$-local systems on a manifold. These are fundamental objects of study in gauge theory, which is the study of principal $G$-bundles equipped with a connection. The equations of motion for gauge theory specify the $G$-bundles with flat connection, which up to homotopy amounts to a $G$-local system. So we can think of $G$-local systems as the homotopy-invariant, combinatorial data of a classical solution in $G$-gauge theory.
Definition 2.52. Let $X$ be a topological space. A $G$-local system on $X$ is a principal $G$-bundle $P \rightarrow X$ together with parallel transport isomorphisms $\nabla_{[\gamma]}: P_{\gamma(0)} \rightarrow P_{\gamma(1)}$ for all homotopy classes of paths $\gamma:[0,1] \rightarrow X$.

For any topological space $X$, denote by $\Pi_{1}(X)$ the fundamental groupoid of $X$. Then $G$-local systems are equivalent to groupoid homomorphisms from $\Pi_{1}(X)$ to the groupoid with a single point and $\operatorname{End}(*)=G$. We can capture this description in the language of stacks as follows, denoting by $X_{B}$ the stackification of the constant prestack on $\Pi_{1}(X)$.

Definition 2.53. For $G$ a smooth affine group scheme, the $G$-character stack of $X$ is the mapping stack

$$
\underline{\mathrm{Ch}}_{G}(X)=\operatorname{Map}\left(X_{B}, B G\right) .
$$

Assume $X$ is path-connected. Choosing a basepoint $x_{0} \in X$ and a trivialization of a $G$-local system $P$ at $x_{0}$, the parallel transport data amounts to a group homomorphism $\pi_{1}(X) \rightarrow G$. Since changing the choice of basepoint and changing the trivialization are both implemented by conjugation by $G$, we should be able to describe $G$-local systems by the quotient stack

$$
\left[\operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right) / G\right]
$$

where $\operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right)$ is considered as an affine scheme with $G$ acting by conjugation. The next lemma says that this is an equivalent description of the character stack. This fact is wellknown, see e.g. [TV03] for a (derived) statement appearing in the literature.

Lemma 2.54. For $X$ a path-connected topological space, there is an equivalence of stacks

$$
\underline{\mathrm{Ch}}_{G}(X) \simeq\left[\operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right) / G\right]
$$

Proof. Let us begin by explaining the equivalence for $k$-points in detail. The groupoid of $k$-points of $\mathrm{Ch}_{G}(X)$ is the groupoid $\operatorname{Mor}\left(X_{B}, B G\right) \simeq \operatorname{Mor}\left(\Pi_{1}(X), B G\right)$. Observe that objects of this groupoid are given by natural transformations, i.e. for every affine scheme $T$ a groupoid homomorphism $f_{T}: \Pi_{1}(X) \rightarrow B G(T)$, such that the diagram

commutes up to a 2-cell for any morphism $\phi: T_{2} \rightarrow T_{1}$ of affine schemes. Then such a family of groupoid homomorphisms is specified by the homomorphism $\Pi_{1}(X) \rightarrow B G(*)$. So we have that

$$
\begin{aligned}
\operatorname{Mor}\left(\Pi_{1}(X), B G\right) & \simeq \operatorname{Grpd}\left(\pi_{1}(X), B G(*)\right) \\
& \simeq \operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right) / / G
\end{aligned}
$$

where the double slash denotes the action groupoid of $G$ acting on $\operatorname{Hom}_{\operatorname{Group}}\left(\pi_{1}(X), G\right)$ or, equivalently, the groupoid of orbits for this action. The second equivalence is a standard looping result for connected groupoids, see [nLa23].

On the other hand, by definition we have that the $k$-points of $\left[\operatorname{Hom}_{\operatorname{Group}}\left(\pi_{1}(X), G\right) / G\right]$ are the groupoid of free $G$-torsors $P$ equipped with a $G$-equivariant map $\phi_{P}: P \rightarrow \operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right)$. But by $G$-equivariance of the maps $\phi_{P}$, each such picks out a $G$-orbit in $\operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right)$, and isomorphisms between different $\phi_{P}$ correspond to $G$ acting freely on an orbit. So we have that the $k$-points of $\left[\operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right) / G\right]$ are given by $\operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right) / / G$. This establishes the equivalence of $k$-points.

For the more general statement, we recall that May's recognition theorem ([May72] and [Lur09b, Lemma 7.2 .2 .11$]$ ) says that for a 2 -topos $\mathcal{T}$, there is an equivalence

$$
\operatorname{Group}(\mathcal{T}) \simeq \mathcal{T}_{\geq 1}^{* /}
$$

of group objects in $\mathcal{T}$ and pointed, connected objects in $\mathcal{T}$. Both $X_{B}$ and $B G$ are connected and can be canonically pointed, so that under the above equivalence we have that

$$
\operatorname{Map}^{* /}\left(X_{B}, B G\right) \simeq \operatorname{Hom}_{\text {Group }}\left(\pi_{1}(X), G\right)
$$

We observe that a pointed morphism of stacks $\mathcal{Y} \rightarrow B G$ is a stack morphism $\mathcal{Y} \rightarrow B G$ such that the diagram

commutes up to a modification. Modifications of maps $* \rightarrow B G$ are given by endomorphisms of $B G$ itself, i.e. are given by the action of $G$. So passing from the pointed to unpointed setting is equivalent to taking the quotient by the action of $G$.

Lemma 2.55. Let

be the pushout diagram for a presentation of a connected manifold $M$ as a collar-gluing. Then the induced diagram

is a pushout in the category of groupoids.
Proof. This is a groupoid version of van Kampen's theorem, as worked out in e.g. [Bro67, Thm. 3.4] at the 1-categorical level.

Proposition 2.56. The assignment $M \mapsto \underline{\mathrm{Ch}}_{G}(M)$ satisfies excision.
Proof. The 2-category PSt has pushouts. The stackification of a pushout prestack is the pushout of the stackifications since stackification is a left adjoint and so preserves colimits. Finally, since stacks form a 2-topos, then colimits are universal [Lur09b, Thm. 6.4.1.5], so that colimits are stable under pullback. Altogether this says that given a collar-gluing as in (6) we have that

$$
M_{B} \times S=\left(M_{1}\right)_{B} \times S \coprod_{\left(M_{0} \times I\right)_{B} \times S}\left(M_{2}\right)_{B} \times S
$$

Finally, the functor $\operatorname{Mor}(-, B G)$ is contravariant: it turns pushouts into pullbacks. Then we have

$$
\operatorname{Mor}\left(M_{B} \times S, B G\right)=\operatorname{Mor}\left(\left(M_{1}\right)_{B} \times S, B G\right) \times_{\operatorname{Mor}\left(\left(M_{0} \times I\right)_{B} \times S, B G\right)} \operatorname{Mor}\left(\left(M_{2}\right)_{B} \times S, B G\right)
$$

from which it follows that

$$
\underline{\mathrm{Ch}}_{G}\left(M_{1} \coprod_{M_{0} \times I} M_{2}\right)=\underline{\mathrm{Ch}}_{G}\left(M_{1}\right) \times \underline{\mathrm{Ch}}_{G}\left(M_{0} \times I\right) \underline{\mathrm{Ch}}_{G}\left(M_{2}\right) .
$$

Lemma 2.57. The character stack is quasi-compact and has affine diagonal.
Proof. By [Alp24, Thm. 3.1.10] the character stack, as described in Lemma 2.54, is an algebraic stack admitting a surjective smooth morphism from the affine scheme $\operatorname{Hom}\left(\pi_{1}(M), G\right)$. Then by [Sta22, Lemma 100.6.2], the character stack is quasi-compact. Moreover, any affine scheme has affine diagonal, so by [Alp24, Lemma 3.3.11], the character stack also has affine diagonal.

Proposition 2.58. The assignment $M \mapsto \mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{G}(M)\right)$ satisfies excision.
Proof. Let $M=M_{1} \coprod_{M_{0} \times I} M_{2}$ be a collar-gluing. By Prop. 2.56, it suffices to show that
$\operatorname{QCoh}\left(\underline{\mathrm{Ch}}_{G}\left(M_{1}\right) \times_{\underline{\mathrm{Ch}}_{G}\left(M_{0} \times I\right)} \underline{\mathrm{Ch}}_{G}\left(M_{2}\right)\right)=\operatorname{QCoh}\left(\underline{\mathrm{Ch}}_{G}\left(M_{1}\right)\right) \boxtimes_{\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{G}\left(M_{0} \times I\right)\right)} \mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{G}\left(M_{2}\right)\right)$.
This follows from [Ste23, Thm. 1.0.6 (3)], which applies since character stacks are quasi-compact and have affine diagonal (Lemma 2.57).

Remark 2.59. The fact that QCoh satisfies excision was proven in the $\infty$-categorical setting for perfect stacks in [BFN10]. The result was shown in the 1-categorical setting in [Sch18, Thm. 1.1] for the functor $\mathrm{QCoh}_{\mathrm{fp}}$ of finitely presented quasi-coherent sheaves, where the stacks involved are Adams stacks: i.e. quasi-compact geometric stacks with affine diagonal having the resolution property. In the case of character stacks where $G$ is a group scheme of finite type over a field $k$, then the description of character stacks of Lemma 2.54 together with [Tot04, Thm. 1.1 (3)] shows that character stacks are Adams stacks. However we prefer the result of [Ste23], which does not constrain the group to be of finite type and is not limited to the case of finitely presented sheaves.

Remark 2.60. The paper [Ste23] is phrased in terms of geometric stacks, agreeing with the notion of geometric stack given in [TV08]. The conditions of being quasi-compact and having affine diagonal of Prop. 4.10 are what is defined in [Lur18, §III.9.3] as a geometric stack. These are derived versions of the notion of stack, but any quasi-compact algebraic stack with affine diagonal can be regarded as a geometric stack in Lurie's sense [Lur18, §III.9.1], see also [TV08, $\S 2.2 .4]$. By Lemma 2.57, this includes the character stack of any manifold. Therefore, in this paper we phrase things in underived language.

## 3. Lifting invertibility of the Müger fibre

In this section, we prove that a certain class of braided tensor categories are invertible relative to their Müger centre, i.e. in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{Z_{2}(\mathcal{C})}(\operatorname{Pr})\right)$. Roughly speaking, these are braided tensor categories whose Müger centre is Tannakian and whose Müger fibre $\mathcal{C} \boxtimes_{Z_{2}(\mathcal{A})}$ Vect is finite, and under some rigidity assumptions we show how to lift invertibility of the fibre to invertibility of the category.

Definition 3.1. Recall from Def. 2.23 the notions of compact and compact-projective object. We say a tensor category $\mathcal{C}$ is cp-rigid if it has enough compact projectives and all compact projective objects are left and right dualizable. We say $\mathcal{C}$ is compact-rigid if it has enough compact projectives and all compact objects are left and right dualizable.

Remark 3.2. We recall from [BJS21, Def.-Prop. 1.3] that the following are equivalent, for a tensor category $\mathcal{C}$ with enough projectives:
(1) All compact projective objects are left and right dualizable
(2) A generating collection of compact projective objects are left and right dualizable
(3) The tensor product functor $T_{\mathcal{C}}: \mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}} \rightarrow \mathcal{C}$ has a cocontinuous right adjoint and the canonical lax bimodule structure on $T_{\mathcal{C}}^{R}$ is strong.

Definition 3.3. A symmetric tensor category $\mathcal{A}$ is called Tannakian if it admits a symmetric tensor functor to Vect (also called a fibre functor).

Tannakian categories were introduced in [Riv72]. If $(\mathcal{A}, F)$ is a Tannakian category together with a fibre functor, it is known that there is an affine algebraic group $\Pi:=\operatorname{Aut}(F)$ and that $\mathcal{A} \simeq \operatorname{Rep}(\Pi)$ [Riv72; DM82].

Remark 3.4. Where $\mathcal{A}$ is rigid with $\operatorname{End}_{\mathcal{A}}(\mathbb{1}) \simeq k$ (as will be the case in all our examples) then the fibre functor is unique up to natural isomorphism (see [DM82, Thm. 3.2]). Then for $\mathcal{A}$ Tannakian, we assume that a fibre functor $\mathcal{A} \rightarrow$ Vect has been chosen, defining an $\mathcal{A}$-module category structure on Vect up to natural isomorphism.

If $\mathcal{A}=Z_{2}(\mathcal{C})$ is Tannakian, we can form the braided tensor category $\mathcal{C} \boxtimes_{\mathcal{A}}$ Vect (defined up to braided tensor equivalence) which we call the Müger fibre of $\mathcal{C}$. The main theorem is as follows.

Theorem 3.5. Let $\mathcal{C}$ be a braided tensor category and $\mathcal{A}=Z_{2}(\mathcal{C})$ its Müger centre. Suppose that $\mathcal{C}$ satisfies the following conditions:
(1) $\mathcal{C}$ is cp-rigid,
(2) $\mathcal{A}$ is Tannakian and semisimple,
(3) $\mathcal{B}=\mathcal{C} \boxtimes_{\mathcal{A}}$ Vect is a finite, compact-rigid braided tensor category.

Then $\mathcal{C}$ is an invertible object of $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr})\right)$.
Proof. We need to check the conditions of Thm. 2.35. The dualizability conditions are established in Prop. 3.22. Relative nondegeneracy is established in Prop. 3.31. Relative factorizability is established in Prop. 3.39, and relative cofactorizability is established in Prop. 3.46.

In the remainder of this section, we give proofs for the propositions supporting Thm. 3.5. Central to our proofs are objects called the FRT and reflection equation algebras. To define them

(A) Multiplication

(в) Comultiplication

(c) Antipode

Figure 4. Hopf data and a Hopf pairing for the canonical coend, defined componentwise.
we note that, since $\mathcal{C}$ is cp-rigid by assumption, then $T_{\mathcal{C}}$ possesses a right adjoint $T_{\mathcal{C}}^{R}$. A formula for the right adjoint to $T_{\mathcal{C}}$ is given in [KS22, Prop. 1.8]:

$$
T_{\mathcal{C}}^{R}(y)=\int^{x \in \mathcal{C}^{\mathrm{c} . \mathrm{p} .}}\left(y \otimes x^{\vee}\right) \boxtimes x
$$

Reshetikhin- where here the integral symbol denotes the coend (see [Lor21] for an overview) over a family of compact projective generators, and is not to be confused with factorization homology.
Definition 3.6. We define the Faddeev-Reshetikhin-Takhtadjan algebra or FRT algebra as the object

$$
\mathcal{F}_{\mathcal{C}}^{F R T}=T_{\mathcal{C}}^{R} T_{\mathcal{C}}(\mathbb{1})=\int^{x} x^{\vee} \boxtimes x \in \mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}}
$$

and the reflection equation algebra or canonical coend for $\mathcal{C}$ as the object

$$
\mathcal{F}_{\mathcal{C}}=T_{\mathcal{C}}\left(\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}\right)=\int^{x} x^{\vee} \otimes x \in \mathcal{C}
$$

The FRT algebra is an algebra under componentwise multiplication in $\mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}}$. The canonical coend is a Hopf algebra object in $\mathcal{C}$, with multiplication, comultiplication, and antipode depicted in Fig. 4. The figure is in the diagrammatic calculus for $\mathcal{C}$.

There are also corresponding objects $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}, \mathcal{F}_{\mathcal{A}}$ where the coend is now only over objects of the Müger centre. Finally, there are objects $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}=T_{\text {rel }}^{R} T_{\text {rel }}(\mathbb{1}), \mathcal{F}_{\mathcal{C} / \mathcal{A}}=T_{\text {rel }}\left(\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}\right)=\mathcal{F}_{\mathcal{C}} \otimes_{\mathcal{F}_{\mathcal{A}}} \mathbb{1}$, where $T_{\text {rel }}: \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}} \rightarrow \mathcal{C}$ is the relative version of the tensor product functor (we justify its right-adjointability in Rmk. 3.14).

Remark 3.7. We note that, as described in [GJS23], the algebras $\mathcal{F}_{\mathcal{C}}, \mathcal{F}_{\mathcal{A}}$ and $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ are equipped with a so-called field goal transform, allowing us to turn left modules into right modules and vice versa. This allows us to define tensor structures on categories of module objects for $\mathcal{F}_{\mathcal{A}}, \mathcal{F}_{\mathcal{C}}, \mathcal{F}_{\mathcal{C} / \mathcal{A}}$. There are two possible field goal transforms: that given on components of the coend by $\sigma_{x \vee,-}^{-1} \circ \sigma_{x,-}$ (depicted in Fig. 5a) and the opposite given by $\sigma_{x^{\vee},-} \circ \sigma_{x,-}^{-1}$ as in [GJS23]. Both transforms appear in this paper. There is also a canonical Hopf pairing on the coend, depicted in Fig. 5b.

Remark 3.8. For non-American readers, we note that the field goal transform is named for its resemblance to the goalposts in American football, with the football passing between. It is not a reference to fields in any mathematical or physical sense.

Lemma 3.9. Under the conditions of Thm. 3.5, the Müger fibre $\mathcal{B}$ is invertible in $\operatorname{Alg}_{2}(\operatorname{Pr})$.
Proof. We assume that $\mathcal{A}$ is a Tannakian category, so there is an equivalence $\mathcal{A} \simeq \operatorname{Rep}(\Pi)$ for some affine algebraic group $\Pi$, which is the group of tensor automorphisms of any choice of fibre functor. Since we assume $\mathcal{B}$ is a tensor category, we are in the situation of [Neg21, Thm. 8.1], so we have that $\mathcal{B}$ is nondegenerate. We recall from [BJSS21, Thm. 3.20] that modularity is equivalent to invertibility in $\mathrm{Alg}_{2}(\mathrm{Pr})$ in the compact-rigid and finite case.


Figure 5. The Hopf pairing and field goal transform for the canonical coend.

In sections 3.4, 3.5, we restate the (co)factorizability conditions of the Thm. 2.35 in terms of the nondegeneracy of a certain pairing on the coend $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$, which we can relate to the canonical coend for $\mathcal{B}$. This is the mechanism by which we lift invertibility of $\mathcal{B}$ to invertibility of $\mathcal{C}$.
3.1. Monadic reconstructions. Here we collect the various necessary monadic reconstructions. The monads which induce these reconstructions will be those coming from the tensor product adjunction $T_{\mathcal{C}} \dashv T_{\mathcal{C}}^{R}$ and its relative versions. If we establish a monadic reconstruction for $T_{\mathcal{C}}$ : $\mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}} \rightarrow \mathcal{C}$, then we also have a reconstruction based on $\mathcal{C} \boxtimes \mathcal{C}^{\sigma \mathrm{op}} \xrightarrow{\sim} \mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op} \rightarrow \mathcal{C}$, with the first arrow given by the natural isomorphism of Notation 2.27. In the following sections we will often require both versions of the monadic reconstruction, so in this section we simply write $\mathcal{C}^{\text {op }}$ to mean either $\mathcal{C}^{\otimes \mathrm{op}}$ or $\mathcal{C}^{\sigma \mathrm{op}}$, depending on the context in which the theorem will be used.

In our proofs, we will use the following important fact.
Lemma 3.10. Let $\mathcal{C} \in \operatorname{Pr}$ be dualizable over $\mathcal{C}^{e}$, and $\mathcal{M}$ a left or right $\mathcal{C}$-module, dualizable in $\operatorname{Pr}$, and $A \in \mathcal{C}$ an algebra object. Then we have that

$$
\operatorname{Fun}_{\mathcal{C}}\left(\operatorname{LMod}_{A}(\mathcal{C}), \mathcal{M}\right) \simeq \operatorname{RMod}_{A}(\mathcal{M})
$$

and

$$
\mathcal{M} \boxtimes_{\mathcal{C}} \operatorname{RMod}_{A}(\mathcal{C}) \simeq \operatorname{RMod}_{A}(\mathcal{M})
$$

Proof. This follows from [BJS21, Prop. 5.3, Cor. 5.5, Lemma 5.7].
Now, to begin with, we will present some of the categories in play as (co)module categories.
Lemma 3.11. There is an equivalence of $\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}$-module categories,

$$
\mathcal{A} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}\right)
$$

and of $\mathcal{C} \boxtimes \mathcal{C}^{\text {op }}$-module categories,

$$
\mathcal{C} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right)
$$

The functor $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \rightarrow \mathcal{C}$ is given by taking $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-invariants and applying $T_{\mathcal{C}}$.
Proof. In both cases, we apply [BBJ18a, Thm. 4.6]. In this setting, for the first equivalence, the rigid abelian category is $\mathcal{A} \boxtimes \mathcal{A}^{\text {op }}$, acting on $\mathcal{A}$ with the action given by left and right tensor product, and $\mathbb{1} \in \mathcal{A}$ a progenerator. We note that internal endomorphisms of the progenerator are given by the action monad $\operatorname{act}_{\mathbb{1}}^{R} \circ \operatorname{act}_{\mathbb{1}}(\mathbb{1})$. Clearly $\operatorname{act}_{\mathbb{1}}(\mathbb{1})=\mathbb{1}$, and then from rigidity of $\mathcal{A}$, we have

$$
\operatorname{act}_{\mathbb{1}}^{R}(\mathbb{1})=\int^{x} x^{\vee} \boxtimes x \cong \mathcal{F}_{\mathcal{A}}
$$

which proves the first equivalence.
The second equivalence is similar, except in the last step we use cp-rigidity of $\mathcal{C}$ and that in this case

$$
\operatorname{act}_{\mathbb{1}}^{R}(\mathbb{1})=\int^{x \in \mathcal{C}^{c . p}} x^{\vee} \boxtimes x \cong \mathcal{F}_{\mathcal{C}}
$$

Another way to say this is that the tensor product functor $\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}} \rightarrow \mathcal{C}$ has a right adjoint, $x \mapsto(x \boxtimes \mathbb{1}) \otimes \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$, and this adjunction is monadic: so the comparison functor

$$
x \mapsto(x \boxtimes \mathbb{1}) \otimes \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}
$$

is an equivalence of categories. The inverse of the comparison functor will be taking $\mathcal{F}_{\mathcal{C}}{ }^{\mathrm{FRT}}$ invariants. The reason is that, for $T_{\mathcal{C}}, T_{\mathcal{C}}^{R}$ the adjunction, the functor back from $T_{\mathcal{C}}^{R} T_{\mathcal{C}}$-algebras will take a $T_{\mathcal{C}}^{R} T_{\mathcal{C}}$-algebra $(A, \alpha)$ to the coequalizer of the diagram

$$
T_{\mathcal{C}} T_{\mathcal{C}}^{R} T_{\mathcal{C}} A \xrightarrow[\epsilon_{T_{\mathcal{C}} A}]{T_{\mathcal{C}} \alpha} T_{\mathcal{C}} A
$$

but when $A$ is itself of the form $T_{\mathcal{C}}^{R}(x)=(x \boxtimes \mathbb{1}) \otimes \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ then it is easy to see that $T_{\mathcal{C}} T_{\mathcal{C}}^{R}(x) \xrightarrow{\epsilon_{x}} x$ coequalizes, since in this case $\alpha=T_{\mathcal{C}}^{R} \epsilon_{x}$. (See e.g. [Rie16, §5.5] for more details of the inverse to the comparison functor.) Then we see that on any free $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-module, and hence on any $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-module, the inverse to the comparison functor is given by taking $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-invariants and applying $T_{\mathcal{C}}$.

Remark 3.12. A similar argument to that which will be given in $\S 3.2$ shows that $\mathcal{C}$ is dualizable over $\mathcal{C} \boxtimes \mathcal{C}^{\text {op }}$, using Lemma 3.11.
Proposition 3.13. There is an equivalence

$$
\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right)
$$

such that the tensor product functor $T_{\text {rel }}: \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}} \rightarrow \mathcal{C}$ is equivalent to the functor

$$
a \boxtimes b \mapsto T_{\mathcal{C}}\left((a \boxtimes b) \otimes_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}} \mathbb{1}\right)
$$

Proof. Notice that $\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}$ acts on $\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}$ by

$$
(x \boxtimes y) \triangleright(u \boxtimes v)=(u \otimes x) \boxtimes(y \otimes v)
$$

and this is an action because $\mathcal{A}$ is a symmetric monoidal category. Also, $\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}$ acts on $\mathcal{A}$ by

$$
(x \boxtimes y) \triangleright z=x \otimes y \otimes z
$$

Now, it is easy to check that the map

$$
\begin{aligned}
\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}} & \rightarrow\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \boxtimes_{\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}} \mathcal{A} \\
u \boxtimes v & \mapsto u \boxtimes v \boxtimes \mathbb{1}
\end{aligned}
$$

is well-defined, and equips $\left(\mathcal{C} \boxtimes \mathcal{C}^{\text {op }}\right) \boxtimes_{\mathcal{A} \boxtimes \mathcal{A}^{\text {op }}} \mathcal{A}$ with the universal property for the colimit of the diagram

$$
\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}} \leftleftarrows \mathcal{C} \boxtimes \mathcal{A} \boxtimes \mathcal{C} \leftleftarrows \mathcal{C} \boxtimes \mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}} \boxtimes \mathcal{C} \leftleftarrows \ldots
$$

We therefore have an equivalence

$$
\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}} \simeq\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \boxtimes_{\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}} \mathcal{A}
$$

But notice that by Lemma 3.11, we then have

$$
\begin{aligned}
\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}} & \simeq\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \boxtimes_{\mathcal{A} \boxtimes \mathcal{A}^{\mathrm{op}}} \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}(\mathcal{A} \boxtimes \mathcal{A}) \\
& \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) .
\end{aligned}
$$

Remark 3.14. The situation is summarized in the diagram of Fig. 6. We will abuse notation and refer to the functor corresponding to $T_{\text {rel }}$ under the equivalence of Prop. 3.13 by $T_{\text {rel }}$ also. Since $\mathcal{C}$ is cp-rigid, $T_{\mathcal{C}}$ has a right adjoint, and so by composing adjoints we see that $T_{\text {rel }}$ has a right adjoint $T_{\mathrm{rel}}^{R}=\operatorname{triv} \circ T_{\mathcal{C}}^{R}$.

The epic functor $\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}} \rightarrow \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$ exists by definition, and is equivalent to a functor $\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}} \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{A} R T}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right)$. It is clear from the the diagram of Fig. 6 that this functor should take objects of $\mathcal{C} \boxtimes \mathcal{\mathcal { C }}^{\text {op }}$ to free modules. We then have the diagram of Fig. 7. Passing to the adjoint direction, we can see that the object corresponding to $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}} \in \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right)$ is simply $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ regarded as an $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module via the obvious map $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}} \rightarrow \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$.


Figure 6. The relative tensor product functor in terms of module categories. Note that we do not claim that triv forms part of the commuting diagram here: we merely indicate it as the right adjoint to taking invariants. Excluding this arrow, the diagram commutes.


Figure 7. The free-forgetful adjunction relates the adjunctions for $T_{\text {rel }}$ and $T_{\mathcal{C}}$ : the diagram of straight arrows (left adjoints) commutes, and so does the diagram of right adjoints (curved arrows).

Lemma 3.15. There is an isomorphism $\mathcal{F}_{\mathcal{C} / \mathcal{A}}=T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1}) \cong \mathcal{F}_{\mathcal{C}} \otimes_{\mathcal{F}_{\mathcal{A}}} \mathbb{1}$.
Proof. Notice from the diagram of Fig. 6 that $T_{\mathcal{C}}^{R}(\mathbb{1})=\operatorname{Forget}\left(T_{\text {rel }}^{R}(\mathbb{1})\right)$ so that $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is simply $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}$ with its $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module structure forgotten, or in other words $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}=T_{\text {rel }}^{R}(\mathbb{1})$ is $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ with its natural $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module structure. Then, by Fig. 7 we see that $T_{\text {rel }}$ is naturally isomorphic to $T_{\mathcal{C}} \circ-\otimes_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}} \mathbb{1}$. We then have that $T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1}) \cong T_{\mathcal{C}} \circ T_{\text {rel }}^{R}(\mathbb{1}) \cong \mathcal{F}_{\mathcal{C}} \otimes_{\mathcal{F}_{\mathcal{A}}} \mathbb{1}$.

Corollary 3.16. There is an equivalence

$$
\mathcal{C} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}\right)
$$

where on the right hand side we regard $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$ as $\operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right)$ by Prop. 3.13.
Proof. The map $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}} \rightarrow \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is a map of bialgebras. Whenever there is a map $A \rightarrow B$ of bialgebras, we always have an equivalence of categories

$$
\operatorname{RMod}_{B}\left(\operatorname{RMod}_{A}(\mathcal{C})\right) \simeq \operatorname{RMod}_{B}(\mathcal{C})
$$

by some straightforward arguments. Using Lemma 3.11 and the notation of Rmk. 3.14 that $\mathcal{F}_{\mathcal{C}}{ }^{\mathrm{FRT}}$ with its $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module structure is $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}$, the result follows.

Remark 3.17. We can describe an action of $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$ on $\mathcal{C}$. Recall that $\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}$ acts on $\mathcal{C}$, and that up to a natural isomorphism given by the braiding, this action is just given by taking the tensor product:

$$
(x \boxtimes y) \triangleright z \cong(x \otimes y) \otimes z=T_{\mathcal{C}}(x \boxtimes y) \otimes z .
$$

Notice that this action is $\mathcal{A}$-balanced, so we have a factorization

$$
\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}} \rightarrow \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}} \rightarrow \operatorname{End}(\mathcal{A})
$$

where the first map is the free $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module functor by Rmk. 3.14. Since we are working in $\operatorname{Pr}$ and free modules generate all modules under colimits, then by colimit extending this defines an action of $\operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \simeq \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$, that is, a tensor functor $F: \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \rightarrow \operatorname{End}(\mathcal{C})$.

But then from Fig. 6, we can see that up to natural isomorphism we must have $F \cong T_{\text {rel }}$, so $\operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}\right) \simeq \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$ acts on $\mathcal{C}$ via the relative tensor product.

Proposition 3.18. We have an equivalence

$$
\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}} \simeq \operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) .
$$

Proof. We can try to use the crude co-monadicity theorem. This says that, if $T_{\text {rel }}$ has a right adjoint, reflects isomorphisms, and the source has and $T_{\text {rel }}$ preserves equalizers of co-reflexive pairs, then $T_{\text {rel }}$ is comonadic.

As observed above, $T_{\text {rel }}$ has a right adjoint. It suffices to show that $T_{\text {rel }}$ is conservative and preserves equalizers. From the diagram of Fig. 6, to show that $T_{\text {rel }}$ is conservative and preserves equalizers, it suffices to show this for the functor $-\otimes_{\mathcal{F}_{\mathcal{A}} \mathrm{FRT}} \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ does. Here, we regard $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ as an object in $\mathcal{C} \boxtimes \mathcal{C}^{\text {op }}$, its $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module structure coming from the map $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}} \rightarrow \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$. In this context, the property of being conservative and preserving equalizers is equivalently known as saying that $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is faithfully flat as an $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module. This means that tensoring with $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is an exact functor and reflects exact sequences. The module structure map $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}} \rightarrow \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is a map of Hopf algebras. Then, since $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$ is commutative, it follows from [AG03, Prop. 3.12] that $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is a faithfully flat $\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}$-module.

This establishes that $T_{\text {rel }}$ is co-monadic, and then the claim follows from the crude co-monadicity theorem and the fact that the functors in the $T_{\text {rel }} T_{\text {rel }}^{R}$-comonad are module functors. By this we mean that, where the categories $\mathcal{C} \boxtimes \mathcal{C}^{\text {op }}$ and $\mathcal{C}$ have left actions of $\mathcal{C}$ via $(x \boxtimes \mathbb{1}) \otimes-$ and $x \otimes-$ respectively, then the functors $T_{\text {rel }}$ and $T_{\text {rel }}^{R}$ are module functors. This is immediate for $T_{\text {rel }}$ and is clear for $T_{\mathrm{rel}}^{R}$ when it is written as $T_{\mathrm{rel}}^{R}=$ triv $\circ T_{\mathcal{C}}^{R}$ as in Fig. 6. Clearly triv is a module functor, and writing $T_{\mathcal{C}}^{R}$ in the form $y \mapsto(y \boxtimes \mathbb{1}) \otimes \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ as in the proof of Lemma 3.11 this is also clearly a module functor.

Then we observe that a $T_{\text {rel }} T_{\text {rel }}^{R}$-coalgebra $T_{\text {rel }}(x) \rightarrow T_{\text {rel }} T_{\text {rel }}^{R} T_{\text {rel }}(x)$ is equivalent to a map $T_{\text {rel }}(x) \rightarrow T_{\text {rel }} T_{\text {rel }}^{R}\left(T_{\text {rel }}(x) \triangleright \mathbb{1}\right) \simeq T_{\text {rel }}\left(T_{\text {rel }}(x) \triangleright T_{\text {rel }}^{R}(\mathbb{1})\right) \simeq T_{\text {rel }}(x) \otimes T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1})$ defining the structure of a right comodule for $T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1})=\mathcal{F}_{\mathcal{C} / \mathcal{A}}$. Any right $\mathcal{F}_{\mathcal{C} / \mathcal{A}^{-}}$-comodule $c$ can be assumed to have underlying object of the form $T_{\text {rel }}(x)$, by taking $x=c \boxtimes \mathbb{1}$. So we see that coalgebras for the $T_{\text {rel }} T_{\text {rel }}^{R}$ comonad are equivalent to $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-comodules.

Proposition 3.19. There is an equivalence

$$
\operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\text {op }}}(\mathcal{C}) \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})
$$

Proof. Since $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$ is cp-rigid, an argument as pointed out in Rmk. 3.12 shows it is dualizable over its enveloping algebra. It was argued in Lemma 3.21 that $\mathcal{C}$ is dualizable in $\operatorname{Pr}$. We can then apply Lemma 3.10 , which we combine with Cor. 3.16 to see that

$$
\begin{aligned}
\operatorname{Fun}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\circ \mathrm{P}}}(\mathcal{C}, \mathcal{C}) & \simeq \operatorname{Fun}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}}\left(\operatorname{LMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}\right), \mathcal{C}\right) \\
& \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}}(\mathcal{C}) .
\end{aligned}
$$

In the last line here, $\mathcal{C}$ is being regarded as a module category for $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\text {op }}$, and we consider module objects for the algebra $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}} \in \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\mathrm{op}}$ via the categorical action. This action was described in Rmk. 3.17, and from this it follows that

$$
\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}}(\mathcal{C}) \simeq \operatorname{RMod}_{T_{\mathrm{rel}}\left(\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}\right)}(\mathcal{C})=\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})
$$

where on the left we have modules defined by a categorical action and on the right we have modules internal to $\mathcal{C}$.
3.2. Relative dualizability. Here we show that $\mathcal{C}$ satisfies the necessary dualizability conditions relative to $\mathcal{A}$. We recall the following.
Proposition 3.20 ([Gai15, Prop. D.5.4]). Let $\mathcal{A}$ be a cp-rigid semisimple tensor category. Then a $\mathcal{A}$-module category is dualizable over $\mathcal{A}$ if and only if it is dualizable as a plain category.

Proof. This is shown in [Gai15] in the derived setting, in which case the condition of being semisimple means that the category is cp-rigid with compact projective unit. However, a cp-rigid category with compact-projective unit is simply a cp-rigid semisimple tensor category.
Lemma 3.21. Any cp-rigid tensor category $\mathcal{C}$ is dualizable as a plain category.
Proof. Recall from the definition that $\mathcal{C}$ has enough compact projectives. Then given any object $x=\operatorname{colim}_{x_{i} \in \mathcal{C}^{\text {c.p }}} x_{i}$, we define a functor $x^{\text {inv }}=\operatorname{colim} \operatorname{Hom}\left(\mathbb{1}, x_{i}\right)$.

We claim that invo $T_{\mathcal{C}}$ and $\tau \circ T_{\mathcal{C}}^{R} \circ U$ give evaluation and coevaluation data for $\mathcal{C}$, for $U$ : Vect $\rightarrow \mathcal{C}$ the unit inclusion and $\tau: \mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}} \rightarrow \mathcal{C}^{\otimes \mathrm{op}} \boxtimes \mathcal{C}$ the flip map. Let us check the snake diagram:

$$
\mathcal{C} \xrightarrow{\operatorname{Id} \boxtimes\left(\tau \circ T_{\mathcal{C}}^{R} \circ U\right)} \mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}} \boxtimes \mathcal{C} \xrightarrow{\left(\mathrm{invo} T_{\mathcal{C}}\right) \boxtimes \mathrm{Id}} \mathcal{C} .
$$

This takes

$$
\begin{aligned}
y & \mapsto \int^{x \in c . p .} y \boxtimes x^{\vee} \boxtimes x \\
& \mapsto \int^{x \in c . p .} \operatorname{colim} \operatorname{Hom}\left(\mathbb{1},\left(y \otimes x^{\vee}\right)_{i}\right) \boxtimes x \\
& =\int^{x \in c . p .} \operatorname{colim} \operatorname{Hom}\left(\mathbb{1}, y_{i} \otimes x^{\vee}\right) \boxtimes x \\
& =\operatorname{colim} \int^{x \in c . p .} \operatorname{Hom}\left(\mathbb{1}, y_{i} \otimes x^{\vee}\right) \boxtimes x \\
& =\operatorname{colim} \int^{x \in c . p .} \operatorname{Hom}\left(x, y_{i}\right) \boxtimes x \\
& =\operatorname{colim} y_{i} \\
& =y
\end{aligned}
$$

In the penultimate equality, we have used [KS22, Prop. 1.4]. Along the way we used that the tensor product is assumed to preserve colimits and the tensor product of compact-projectives is again compact-projective, so that $y \otimes x^{\vee}=\left(\operatorname{colim} y_{i}\right) \otimes x^{\vee}=\left(\operatorname{colim} y_{i} \otimes x^{\vee}\right)=\operatorname{colim}\left(y \otimes x^{\vee}\right)_{i}$.
Proposition 3.22. Under the assumptions of Thm. 3.5, then $\mathcal{C}$ satisfies the dualizability conditions of Thm. 2.35.

Proof. We need to show dualizability over $\mathcal{A}$, over $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \text { op }}$, over $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma}$ op , and over $\mathrm{HC}_{\mathcal{A}}(\mathcal{C})$.
Dualizability over $\mathcal{A}$ follows from Lemma 3.21 and Prop. 3.20, and that $\mathcal{C}$ is cp-rigid and $\mathcal{A}$ is semisimple by assumption (note that $\mathcal{A}$ is automatically cp-rigid since it is Tannakian so can be written $\mathcal{A} \simeq \operatorname{Rep}(\Pi)$ ).

Dualizability over $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C} \otimes$ op follows from Cor. 3.16 , which shows that $\mathcal{C} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}}\right.$ $\left.\mathcal{C}^{\otimes \mathrm{op}}\right)$. From [BJS21, Prop. 5.8], it is known that the category $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FR}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}}\right)$ is dualizable over $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}}$ with dual $\operatorname{LMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRR}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}}\right)$. Dualizability over $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}}$ is similar.

For dualizability over $\mathrm{HC}_{\mathcal{A}}(\mathcal{C})$, we have that there are functors


Here, $\rho$ is the action of $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes}$ op on $\mathcal{C}$ : up to an interchange of opposites it is the relative factorizability functor.

As we describe in Cor. 3.16 and Rmk. 3.17, the functor act $\mathbb{1}_{\mathbb{1}}$ is right-adjointable and the adjunction is monadic. But we will explain in $\S 3.4$ why $\rho$ is an equivalence. Then it is clear that eval $\mathbb{1}$ is monadic, and so we see that

$$
\mathcal{C} \simeq \operatorname{RMod}_{\rho\left(\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}\right)}\left(\operatorname{End}_{\left.\mathcal{C}_{\mathbb{A}_{\mathcal{A}}} \mathcal{C}^{\sigma \mathrm{op}}(\mathcal{C})\right)}\right.
$$

and again, dualizability over $\operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma} \text { op }}(\mathcal{C})$ follows from [BJS21, Prop. 5.8]. But also by the above, $\mathcal{C}$ is self-dual (up to taking some opposites) over $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma}$ op , so we have that $\operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma} \text { op }}(\mathcal{C}) \simeq$ $\mathrm{HC}_{\mathcal{A}}(\mathcal{C})$, and the desired dualizability is established.
3.3. Relative nondegeneracy. In this section we prove the relative nondegeneracy condition, i.e. that the canonical functor $\mathcal{A} \rightarrow \operatorname{End}_{\mathrm{HC}_{\mathcal{A}}(\mathcal{C})}(\mathcal{C})$ is an equivalence. We make use of some constructions from [Lau20].

Definition 3.23. Let $\mathcal{X}$ a braided tensor category and $\mathcal{C}$ a tensor category. We say that $\mathcal{C}$ is $\mathcal{X}$-augmented if it is equipped with tensor functors

$$
F: \mathcal{C} \leftrightarrows \mathcal{X}: T
$$

and natural isomorphisms

$$
\tau: F T \Longrightarrow \operatorname{Id}_{\mathcal{X}}
$$

and

$$
\sigma: T_{\mathcal{C}} \circ\left(\operatorname{Id}_{\mathcal{C}} \boxtimes T\right) \Longrightarrow T_{\mathcal{C}}^{\mathrm{op}} \circ\left(\operatorname{Id}_{\mathcal{C}} \boxtimes T\right)
$$

such that $F(\sigma)$ recovers the braiding on $\mathcal{X}$. We require that $\sigma, \tau$ are coherent with the structures of $\mathcal{C}$ and $\mathcal{X}$ as spelled out in detail in [Lau20, Def. 3.12].

Example 3.24. Let $\mathcal{C}$ be a cp-rigid braided tensor category, then from Lemma 3.11, we have a diagram

with the diagram of straight arrows commuting. Then we see that $\mathcal{C}$ is $\mathcal{C} \boxtimes \mathcal{C}^{\sigma}{ }^{\text {op }}$-augmented, where $T$ is the functor of taking the trivial $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-module, equivalent to the tensor functor, and $F$ is the functor of taking $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-invariants, and $\sigma$ is given by the braiding on $\mathcal{C}$.

Example 3.25. Let $\mathcal{C}, \mathcal{A}$ be as in the setup of Thm. 3.5. Then from 3.16, Example 3.24 and Fig. 6 , we have a diagram

where the straight arrows form a commutative diagram. From this we see that $\mathcal{C}$ is $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma}{ }^{\text {op }}{ }_{-}$ augmented, where $T$ is the functor of taking the trivial $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}$-module, equivalent to the tensor functor, and $F$ is the functor of taking $\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}$-invariants, , and $\sigma$ is given by the braiding on $\mathcal{C}$.

Definition 3.26. Let $\mathcal{C}$ be an $\mathcal{X}$-augmented tensor category. Then we can form the the tensor category $\mathcal{C} \boxtimes_{\mathcal{X}} \mathcal{C}^{\otimes \mathrm{op}}$, and the relative monoidal centre of $\mathcal{C}$ with respect to $\mathcal{X}$ is the category

$$
Z_{\mathcal{X}}(\mathcal{C}):=\operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{X}} \mathcal{C} \otimes \mathrm{op}}(\mathcal{C}) .
$$

A different definition is given in [Lau20, Def. 3.28], shown to be equivalent to Def. 3.26 in [Lau20, Thm. 3.27]. As shown in [Lau20, Thm. 3.29], the relative monoidal centre is a braided tensor category.
Example 3.27. In the situation of Example 3.24 we have that

$$
Z_{\mathcal{C} \boxtimes \mathcal{C}^{\sigma} \text { op }}(\mathcal{C})=\operatorname{End}_{\mathrm{HC}(\mathcal{C})}(\mathcal{C}) \simeq Z_{2}(\mathcal{C})
$$

where the final equivalence is [BJSS21, Prop. 3.7].

Example 3.28. In the situation of Example 3.25, we have that

$$
Z_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma} \text { op }}(\mathcal{C})=\operatorname{End}_{\mathrm{HC}_{\mathcal{A}}(\mathcal{C})}(\mathcal{C}) .
$$

Definition 3.29. Let $\mathcal{C}$ be an $\mathcal{X}$-augmented tensor category. The category $\operatorname{Isom}_{\mathcal{X}}^{\otimes}\left(\mathcal{C} \otimes \operatorname{Id}_{\mathcal{C}}, \operatorname{Id}_{\mathcal{C}} \otimes \mathcal{C}\right)$ has as objects pairs $(V, c)$ with $V \in \mathcal{C}$ and $c: V \otimes \operatorname{Id}_{\mathcal{C}} \Longrightarrow \mathrm{Id}_{\mathcal{C}} \otimes V$ a natural isomorphism, such that
(1) for any $M, N \in \mathcal{C}$, the diagram

commutes, and
(2) for any $X \in \mathcal{X}$, we have

$$
c_{T(X)}=\sigma_{V, T(X)} .
$$

Morphisms $(V, c) \rightarrow(W, d)$ are morphisms $f: V \rightarrow W$ in $\mathcal{C}$ such that the diagram

commutes for any $M \in \mathcal{C}$.
Lemma 3.30. The category $\operatorname{Isom}_{\mathcal{X}}^{\otimes}\left(\mathcal{C} \otimes \operatorname{Id}_{\mathcal{C}}, \operatorname{Id}_{\mathcal{C}} \otimes \mathcal{C}\right)$ is a braided tensor category, and is braided tensor equivalent to $Z_{\mathcal{X}}(\mathcal{C})$.
Proof. This is [Lau20, Prop. 3.33, Prop. 3.34].
Proposition 3.31. The relative nondegeneracy property holds for $\mathcal{C}, \mathcal{A}$ as in Thm. 3.5.
Proof. By Examples 3.27, 3.28, and Lemma 3.30, it suffices to give an equivalence

$$
\begin{equation*}
\operatorname{Isom}_{\mathcal{C} \boxtimes \mathcal{C}^{\sigma} \text { op }}^{\otimes}\left(\mathcal{C} \otimes \operatorname{Id}_{\mathcal{C}}, \operatorname{Id}_{\mathcal{C}} \otimes \mathcal{C}\right) \simeq \operatorname{Isom}_{\mathcal{C} \boxtimes}^{\otimes} \mathcal{C}^{\mathcal{C}^{\sigma} \text { op }}\left(\mathcal{C} \otimes \operatorname{Id}_{\mathcal{C}}, \operatorname{Id}_{\mathcal{C}} \otimes \mathcal{C}\right) \tag{7}
\end{equation*}
$$

We recall the equivalence of Prop. 3.13 and the diagram of Fig. 7. Then clearly if $(V, c)$ is a pair satisfying condition 2 of Def. 3.29 for $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }}$, then it satisfies the same condition for $\mathcal{C} \boxtimes \mathcal{C}^{\sigma}{ }^{\text {op }}$.

For the converse, suppose that $(V, c)$ satisfies condition 2 of Def. 3.29 for $\mathcal{C} \boxtimes \mathcal{C}^{\sigma}{ }^{\circ}$. Noting that any category of modules is generated under colimits by free modules, we let $X=\operatorname{colim} \operatorname{Free}\left(X_{i}\right)$ be any object of $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }}$. Then, using that $T_{\mathcal{C}} \simeq T_{\text {rel }} \circ$ Free and that natural transformations of colimit-preserving functors commute with colimits, we have:

$$
\begin{aligned}
c_{T_{\text {rel }}(X)} & =c_{T_{\text {rel }}\left(\operatorname{colim}\left(\operatorname{Free}\left(X_{i}\right)\right)\right)} \\
& =c_{\mathrm{colim}\left(T_{\text {rel }}\left(\operatorname{Free}\left(X_{i}\right)\right)\right)} \\
& =c_{\text {colim }}\left(T_{\mathcal{C}}\left(X_{i}\right)\right) \\
& =\operatorname{colim} c_{T_{\mathcal{C}}\left(X_{i}\right)} \\
& =\operatorname{colim} \sigma_{V, T_{\mathcal{C}}\left(X_{i}\right)} \\
& =\sigma_{V, \operatorname{colim} T_{\mathcal{C}}\left(X_{i}\right)} \\
& =\sigma_{V, \operatorname{colim}\left(T_{\mathrm{rel}}\left(\operatorname{Free}\left(X_{i}\right)\right)\right)} \\
& =\sigma_{V, T_{\text {rel }}\left(\operatorname{colim}\left(\operatorname{Free}\left(X_{i}\right)\right)\right)} \\
& =\sigma_{V, T_{\text {rel }}(X)} .
\end{aligned}
$$

So we see that $(V, c)$ satisfies condition 2 of Def. 3.29 for $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }}$ if and only if it does so for $\mathcal{C} \boxtimes \mathcal{C}^{\sigma}{ }^{\mathrm{op}}$. This establishes the equivalence (7), completing the proof.
3.4. Relative factorizability. We are interested in showing the functor

$$
\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}} \rightarrow \operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C} \otimes \mathrm{op}}(\mathcal{C})
$$

given by acting on the left and right, is an equivalence. Let us sketch our approach.
We saw in $\S 3.1$ that $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}} \simeq \operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$, and that $\operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C} \otimes \mathrm{op}}(\mathcal{C}) \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$. Then it suffices to consider the induced functor $\operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$ and show this is an equivalence.

We recall that a functor $\operatorname{RCoMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C})$ is equivalent to a bialgebra pairing $\Omega$ : $A \otimes A \rightarrow \mathbb{1}$, and that the functor is an equivalence if and only if the pairing is nondegenerate. The functor $F: \operatorname{RCoMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C})$ corresponds to the pairing

$$
A \otimes A \xrightarrow{\nabla_{F}} A \xrightarrow{\epsilon} \mathbb{1}
$$

where $\nabla_{F}$ is the module structure obtained under $F$ from the standard comodule structure on $A$. See Lemma A. 6 for details. To write the pairing down on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$, we will work in the non-relative setting and write down a pairing on $\mathcal{F}_{\mathcal{C}}$ (§3.4.1). This will descend to the pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$, which we will show is already known to be nondegenerate (§3.4.2).

### 3.4.1. The non-relative setting. Let us consider the non-relative factorizability functor

$$
\mathcal{C} \boxtimes \mathcal{C}^{\sigma \mathrm{op}} \rightarrow \operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op}}(\mathcal{C})
$$

given by left and right action. Analogously to the relative case, we will show that this is equivalent to a functor $\operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})$, and hence to a pairing on $\mathcal{F}_{\mathcal{C}}$. The pairing we would like, in order that this descends to a nondegenerate paring on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$, should come from the $\mathcal{F}_{\mathcal{C}}$-action on itself by multiplication: see Fig. 4.

Lemma 3.32 ([Lyu99; Shi19; Shi23]). There is an equivalence $\mathcal{C} \boxtimes \mathcal{C}^{\sigma}{ }^{\text {op }} \simeq \operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})$, which sends $x \boxtimes y$ to $x \otimes y$ with the comodule structure given by

$$
x \otimes y \xrightarrow{1 \otimes \operatorname{coev}_{y} \otimes 1} x \otimes y \otimes y^{\vee} \otimes y \rightarrow \int^{z} x \otimes y \otimes z^{\vee} \otimes z .
$$

In particular, $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is sent to $\mathcal{F}_{\mathcal{C}}$ with its standard coproduct.
Proof. We claim that the tensor product functor $T_{\mathcal{C}}: \mathcal{C} \boxtimes \mathcal{C}^{\sigma \text { op }} \rightarrow \mathcal{C}$ is comonadic. Recall from Lemma 3.11 that $\mathcal{C} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\sigma \mathrm{op}}\right)$ and that under this equivalence $T_{\mathcal{C}}$ is equivalent to the free $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-module functor. Regarding $\mathcal{C} \boxtimes \mathcal{C}^{\sigma}$ op as the category of right modules over its unit $\mathbb{1}$, we have that the free module functor is $-\otimes_{\mathbb{1}} \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$. We regard $\mathbb{1}$ as a trivial, and hence commutative, Hopf algebra. Then by [AG03, Prop. 3.12], $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is a faithfully flat module, which is to say that the above functor is comonadic. So we have shown that $T_{\mathcal{C}}$ is comonadic.

The comparison functor for this comonadic equivalence is given by

$$
x \boxtimes y \mapsto T_{\mathcal{C}}(x \boxtimes y) \xrightarrow{T_{\mathcal{C}} \eta_{x \boxtimes y}} T_{\mathcal{C}} T_{\mathcal{C}}^{R} T_{\mathcal{C}}(x \boxtimes y)=T_{\mathcal{C}}\left(\int^{z \in \mathcal{C}} x \otimes y \otimes z^{\vee} \boxtimes z\right) .
$$

Note that the unit $\eta_{x \boxtimes y}$ is an element of

$$
\begin{aligned}
\operatorname{Hom}\left(x \boxtimes y, \int^{z \in \mathcal{C}} x \otimes y \otimes z^{\vee} \boxtimes z\right) & \cong \int^{z \in \mathcal{C}} \operatorname{Hom}\left(x \boxtimes y, x \otimes y \otimes z^{\vee} \boxtimes z\right) \\
& \cong \int^{z \in \mathcal{C}} \operatorname{Hom}\left(x, x \otimes y \otimes z^{\vee}\right) \otimes \operatorname{Hom}(y, z) \\
& \cong \operatorname{Hom}\left(x, x \otimes y \otimes y^{\vee}\right)
\end{aligned}
$$

where the last isomorphism is the co-Yoneda lemma [Lor21, Prop. 2.2.1]. There is a distinguished element $1 \otimes \operatorname{coev}_{y}$ of this space which under the co-Yoneda lemma becomes included in the $z=y$ component, hence gives the unit $\eta_{x} \boxtimes_{y}=\iota_{y} \circ 1 \otimes \operatorname{coev}_{y} \boxtimes 1_{y}$, for $\iota_{y}$ the inclusion to the $z=y$ component of the coend. Applying $T_{\mathcal{C}}$ gives the claimed comodule structure on $x \otimes y$.


Figure 8. The equivalence of modules for $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ and $\mathcal{F}_{\mathcal{C}}$.

Now we deal with the target of factorizability, $\operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \text { op }}(\mathcal{C})$. We recall that objects of this category are triples $(F, l, r)$ where $l_{x, y}: x \otimes F(y) \rightarrow F(x \otimes y), r_{y, x}: F(y) \otimes x \rightarrow F(y \otimes x)$ are natural isomorphisms. The category is monoidal under composition: $\left(G, l^{\prime}, r^{\prime}\right) \circ(F, l, r)=\left(G F, l \circ l^{\prime}, r \circ r^{\prime}\right)$.

Lemma 3.33. There is an equivalence

$$
\operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op}}(\mathcal{C}) \simeq \operatorname{Rod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}(\mathcal{C})
$$

under which $F \mapsto F(\mathbb{1})$.
Proof. We can write the equivalence as

$$
\begin{aligned}
\operatorname{Fun}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op}}(\mathcal{C}, \mathcal{C}) & \xrightarrow[\longrightarrow]{\longrightarrow} \operatorname{Fun}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op}}\left(\operatorname{LMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}}\right), \mathcal{C}\right) \\
& \xrightarrow{\longrightarrow} \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}(\mathcal{C}) .
\end{aligned}
$$

The first map is induced by the free $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-module functor $\mathcal{C} \rightarrow \operatorname{LMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}{ }^{\otimes \mathrm{op}}\right)$, which is a left-sided version of the equivalence of Lemma 3.11: so it sends $F \mapsto F \circ\left(\mathbb{1} \otimes_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}-\right)$. The second map is from Lemma 3.10, which applies since $\mathcal{C} \boxtimes \mathcal{C}^{\otimes}$ op is cp-rigid so is dualizable over its enveloping algebra, c.f. Rmk. 3.12. The second map sends $F \mapsto F\left(\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}\right)$, so that in total we have a functor $F \mapsto F(\mathbb{1})$.

The module structure is given by

$$
F(\mathbb{1}) \otimes \mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}} \xrightarrow{\simeq} F\left(\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}\right) \xrightarrow{F(\epsilon)} F(\mathbb{1})
$$

where the first arrow comes from the fact that $F$ is a functor of $\mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}}$-modules. Given on components of the coend, we have that the first arrow is

$$
x^{\vee} \otimes F(\mathbb{1}) \otimes x \xrightarrow{l_{x, 1} \circ r_{1, x}} F\left(x^{\vee} \otimes \mathbb{1} \otimes x\right) \xrightarrow{\sim} F\left(x^{\vee} \otimes x\right) .
$$

Lemma 3.34. There is an equivalence

$$
\operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}(\mathcal{C}) \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})
$$

Proof. Let $M$ be a module in the sense of the action of $\mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}}$ on $\mathcal{C}$, for $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$. So there will be maps $X^{\vee} \otimes M \otimes X \xrightarrow{\nabla} M$ for any $X \in \mathcal{C}^{\text {c.p. }}$. Then one can check that $M$ has the structure of a right module for $\mathcal{F}_{\mathcal{C}}$ under the action

$$
M \otimes X^{\vee} \otimes X \xrightarrow{T_{\mathcal{C}}(\nabla) \circ \sigma_{M, X \vee}} M .
$$

Conversely, precomposing the maps for an action internal to $\mathcal{C}$ with $\sigma_{M, X^{\vee}}^{-1}$ gives the inverse functor. See Fig. 8.

(A) The self-action of $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ defined via the left-right coherence maps.

(в) The pairing on $\mathcal{F}_{\mathcal{C}}$ coming from this action.

Figure 9. Defining the pairing via the self-action from the factorizability map.


Figure 10. The module identification factoring through $Z_{1}$.

Under Lemmas 3.32, 3.33 and 3.34 we have that the factorizability map is equivalent to the functor below.


We know from Lemma 3.32 that the first arrow sends $\mathcal{F}_{\mathcal{C}} \mapsto \mathcal{F}_{\mathcal{C}}{ }^{\mathrm{FRT}}$. Under the factorizability functor, we have that $x \boxtimes \mathbb{1}$ maps to $\left(x \otimes-, \sigma_{x,-}^{-1}, \alpha\right)$, and $\mathbb{1} \boxtimes x$ maps to $\left(-\otimes x, \alpha, \sigma_{-, x}^{-1}\right)$. Here we use $\alpha$ to denote associators. Then, the functor associated to $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ under factorizability gives a copy of $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ when applied to $\mathbb{1}$, and by Lemma 3.33 the associated self-action is given in Fig. 9a.

Now, a functor $\operatorname{RCoMod} \mathcal{F}_{\mathcal{C}}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})$ is equivalent to a pairing on $\mathcal{F}_{\mathcal{C}}$ which can be computed as described in Rmk. A.7. Then, under the identification of Lemma 3.34, together with the self-action of $\mathcal{F}_{\mathcal{C}}$ given above, we can see that the pairing is as given in Fig. 9b.

Remark 3.35. We can see the above argument as factoring through the Drinfeld centre. Consider the diagram in Fig. 10.

The functor $\operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \text { op }}(\mathcal{C}) \rightarrow Z_{1}(\mathcal{C})$ sends $(F, l, r)$ to the object $\left(F(\mathbb{1}), l^{-1} \circ u \circ r\right)$ where $u$ is some composition of unitors, i.e.

$$
F(\mathbb{1}) \otimes x \xrightarrow{r} F(\mathbb{1} \otimes x) \xrightarrow{\sim} F(x) \xrightarrow{\sim} F(x \otimes \mathbb{1}) \xrightarrow{l^{-1}} x \otimes F(\mathbb{1}) .
$$

Under the factorizability functor, we have that $x \boxtimes \mathbb{1}$ maps to $\left(x \otimes-, \sigma_{x,-}^{-1}, \alpha\right)$, and $\mathbb{1} \boxtimes x$ maps to $\left(-\otimes x, \alpha, \sigma_{-, x}^{-1}\right)$. Here we use $\alpha$ to denote associators. Then, up to suppression of associators and unitors, we have that $x \boxtimes y$ maps to $\left(x \otimes y, \sigma_{x,-} \circ \sigma_{-, y}^{-1}\right) \in Z_{1}(\mathcal{C})$.

Now we consider the functor $Z_{1}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}}(\mathcal{C})$. Given $(x, \beta) \in Z_{1}(\mathcal{C})$, a $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$-module structure on $x$ is defined by considering the collection of maps $\beta_{x, y}$ under the isomorphism $\operatorname{Hom}(x \otimes$

(A) The diagram for the duality isomorphism for (B) The self-action of $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ is from dualizing $\sigma_{X^{\vee}, Y^{\circ}}$ Hom-spaces. $\sigma_{X, Y}^{-1}$.

Figure 11. Defining the action on $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ using duality.


Figure 12. The pairing obtained on $\mathcal{F}_{\mathcal{C}}$.
$y, y \otimes x) \cong \operatorname{Hom}\left(y^{\vee} \otimes x \otimes y, x\right)$ given by taking left duals (shown diagrammatically in Fig. 11a), and this defines the functor.

It is easy to see that the diagram of Fig. 10 commutes, at least on the image of the factorizability functor. Moreover it is clear that under the description we have given here, that we have the action of $\mathcal{F}_{\mathcal{C}}^{\mathrm{FRT}}$ on itself as depicted in Fig. 11b. From this, we see that the pairing on $\mathcal{F}_{\mathcal{C}}$ will be given as in Fig. 12.

Note that to ensure this functor corresponds to a pairing under Lemma A.6, we need to check that it is a functor of left $\mathcal{C}$-module categories, and that it commutes with the forgetful functor to $\mathcal{C}$.

Lemma 3.36. The functor $\operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})$ here described commutes with the forgetful functor to $\mathcal{C}$ and is a functor of left $\mathcal{C}$-module categories.

Proof. The first part of the functor is given by comonadicity of $T_{\mathcal{C}}: \mathcal{C} \boxtimes \mathcal{C}^{\sigma}$ op $\rightarrow \mathcal{C}$. By Lemma 3.32 the comparison functor $\hat{T}_{\mathcal{C}}$ sends $x \boxtimes y$ to a particular comodule structure on $x \otimes y$. Notice that since $\hat{T}_{\mathcal{C}}$ is an equivalence it suffices to consider comodules of this form. Then relative factorizability sends $x \boxtimes y$ to $x \otimes-\otimes y$, and the final monadic equivalence sends this to a particular module

(A)

(в)

Figure 13. Commutative diagrams defining morphisms in $\operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \text { op }}(\mathcal{C})$.


Figure 14. String diagrams for the compatibility of the balancing on nonrelative factorizability.
structure on $x \otimes y$. So we see that the functor $\operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})$ commutes with forgetful functors to $\mathcal{C}$.

It remains to check the functor is a functor of left module categories. This is clear for relative factorizability, since $\mathcal{C}$ acts on $\operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \text { op }}(\mathcal{C})$ by $z \triangleright(F, l, r)=\left(z \otimes F, \sigma_{z,-}^{-1} \circ l, \alpha \circ r\right)$ meanwhile factorizability applied to $z \triangleright(x \boxtimes y)=z \otimes x \boxtimes y$ yields $\left(z \otimes x-\otimes y, \sigma_{z \otimes x,-}^{-1}, \alpha \circ \sigma_{-, y}^{-1}\right)$, which is isomorphic to $z \triangleright\left(x \otimes-\otimes y, \sigma_{x,-}^{-1}, \sigma_{-, y}^{-1}\right)$ since $\sigma_{z \otimes x,-}^{-1}=\sigma_{z,-}^{-1} \circ \sigma_{x,-}^{-1}$ by the braiding axioms.
3.4.2. The pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$. Now we will compute the pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ by relating non-relative factorizability to relative factorizability.

In the previous section, we computed a pairing on $\mathcal{F}_{\mathcal{C}}$ corresponding to non-relative factorizability. However, we notice that the pairing came from an $\mathcal{F}_{\mathcal{C}}$-module structure on itself, and that $\mathcal{F}_{\mathcal{A}} \subseteq \mathcal{F}_{\mathcal{C}}$ acts trivially here since it is made up of transparent objects. Therefore, this module object is actually a module for $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$, i.e. is in the image of the inclusion $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) \hookrightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C}}}(\mathcal{C})$. So we see that non-relative factorizability factors through $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) \simeq \operatorname{End}_{\mathcal{C} \boxtimes} \mathbb{A}_{\mathcal{A}} \mathcal{C} \otimes$ op $(\mathcal{C})$.

We claim that nonrelative factorizability also factors through $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma}$ op : it suffices to show that the functor is $\mathcal{A}$-balanced. Recall that a morphism $(F, l, r) \rightarrow(G, s, t)$ in $\operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op}}(\mathcal{C})$ will be a natural transformation $\beta: F \rightarrow G$ such that the diagrams of Figures 13a and 13b commute. To give a $\mathcal{A}$-balancing we need to be able to specify such a natural transformation

$$
\beta:\left(c \otimes x \otimes-\otimes d, \sigma_{c \otimes x,-}^{-1}, \sigma_{-, d}^{-1}\right) \rightarrow\left(c \otimes-\otimes x \otimes d, \sigma_{x,-}^{-1}, \sigma_{-, x \otimes d}^{-1}\right) .
$$

for $c \boxtimes d \in \mathcal{C} \boxtimes \mathcal{C}^{\otimes \mathrm{op}}$. Taking $\operatorname{Id}_{c} \otimes \sigma_{-, x}^{-1} \otimes \operatorname{Id}_{d}$ will clearly make diagram 13 b commute: see Fig. 14b. Then commutation of diagram 13a will come down to the assertion of Fig. 14a, which holds since $x$ is in the Müger centre. So we can exhibit an $\mathcal{A}$-balancing, and we have that relative factorizability factors through $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}}$.

This factorization defines a functor $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}(\mathcal{C}) \rightarrow \operatorname{End}_{\mathcal{C} \boxtimes \mathcal{C} \otimes \mathrm{op}}(\mathcal{C})$ which on free modules factors through $\operatorname{End}_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C} \otimes \mathrm{op}}(\mathcal{C})$. Indeed, on free modules this is simply relative factorizability, so by colimit extending we have the relative factorizability functor. In other words,


Figure 15. Overview of passing from the non-relative to the relative case.
non-relative factorizability factors as the top row in Fig. 15 where the middle functor is relative factorizability.

Now the whole bottom row is equivalent to a pairing on $\mathcal{F}_{\mathcal{C}}$. Since this functor factors through $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$, we see that the pairing descends to a pairing on $\mathcal{F}_{\mathcal{C}} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}$. By symmetry of the $\mathcal{F}_{\mathcal{C}}$ pairing, it descends to a pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$, which will correspond to the relative factorizability functor.

Consider the canonical conservative functor $F: \mathcal{C} \rightarrow \mathcal{C} \boxtimes_{\mathcal{A}}$ Vect $=\mathcal{B}$. We argue that under $F$, we have simply the pairing of [BJSS21], with nondegeneracy of the latter implying nondegeneracy of the former.

Lemma 3.37. We have $F\left(T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1})\right) \cong T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$, where $T_{\mathcal{B}}$ is the tensor product functor for $\mathcal{B}$.
Proof. Notice that the functors

are $\mathcal{A}$-linear, and so we can take the $\mathcal{A}$-relative tensor product with Vect to obtain the diagram:

$$
\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}}\right) \boxtimes_{\mathcal{A}} \text { Vect } \longrightarrow \mathcal{C} \boxtimes_{\mathcal{A}} \text { Vect }
$$

Then recall that the fibre functor $\mathcal{A} \rightarrow$ Vect is symmetric monoidal and defines a monoidal functor $-\boxtimes_{\mathcal{A}} \operatorname{Vect}: \operatorname{Mod}_{\mathcal{A}}(\operatorname{Pr}) \rightarrow \operatorname{Pr}$, and so by a base change argument ([Lur17, §4.5.3]) we have

$$
\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}}\right) \boxtimes_{\mathcal{A}} \text { Vect } \simeq\left(\mathcal{C} \boxtimes_{\mathcal{A}} \text { Vect }\right) \boxtimes\left(\mathcal{C}^{\otimes \mathrm{op}} \boxtimes_{\mathcal{A}} \text { Vect }\right)
$$

and the tensor product functor on the right hand side can be defined as $T_{\text {rel }} \boxtimes_{\mathcal{A}}$ Vect. Then we have that $F\left(T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1})\right) \cong T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$.

Lemma 3.38. There is an isomorphism $F\left(\mathcal{F}_{\mathcal{C} / \mathcal{A}}\right)=F\left(\mathcal{F}_{\mathcal{C}} \otimes_{\mathcal{F}_{\mathcal{A}}} \mathbb{1}\right) \cong T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$, such that a pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ is nondegenerate if and only if the corresponding pairing on $T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$ is.

Proof. Firstly, note by Lemma 3.15 that $\mathcal{F}_{\mathcal{C} / \mathcal{A}}=T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1}) \cong \mathcal{F}_{\mathcal{C}} \otimes_{\mathcal{F}_{\mathcal{A}}} \mathbb{1}$, and so $F\left(\mathcal{F}_{\mathcal{C} / \mathcal{A}}\right) \cong$ $F\left(T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1})\right)$. Then by Lemma 3.37 , we have that $F\left(T_{\text {rel }} T_{\text {rel }}^{R}(\mathbb{1})\right) \cong T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$, and so we have the claimed isomorphism. Then we have that a pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ is nondegenerate if and only if the corresponding pairing on $T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$ is, since the functor $F$ is monoidal and conservative and so preserves nondegeneracy.

Proposition 3.39. The relative factorizability functor for the data $\mathcal{C}, \mathcal{A}$ of Thm. 3.5 is an equivalence.

Proof. The relative functor is an equivalence if and only if the pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ is nondegenerate, by Lemma A.6. By Lemma 3.38 this holds if and only if the pairing on $T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$ is nondegenerate. But $T_{\mathcal{B}} T_{\mathcal{B}}^{R}(\mathbb{1})$ is the canonical coend for $\mathcal{B}$ which by Lemma 3.9 is invertible in $\operatorname{Alg}_{2}(\operatorname{Pr})$. Then as described in [BJSS21, Thm. 2.30] this is equivalent to the given pairing on the canonical coend of $\mathcal{B}$ being nondegenerate.
3.5. Relative cofactorizability. In this section we are interested in the functor

$$
\operatorname{HC}_{\mathcal{A}}(\mathcal{C}) \rightarrow \operatorname{Hom}_{\mathcal{A}}(\mathcal{C}, \mathcal{C})
$$

The target consists of pairs $(F, \alpha)$, where $F: \mathcal{C} \rightarrow \mathcal{C}$ is a functor and $\alpha$ is a family of natural isomorphisms $\alpha_{a}: F(-\otimes a) \rightarrow F(-) \otimes a$ for $a \in \mathcal{A}$, where $\mathcal{C}$ is viewed as a right module category
here. Morphisms $(F, \alpha) \rightarrow(G, \beta)$ in $\operatorname{End}_{\mathcal{A}}(\mathcal{C})$ are given by natural transformations $\zeta: F \rightarrow G$ such that the diagram of Fig. 16 commutes.


Figure 16. The data of a morphism in $\operatorname{End}_{\mathcal{A}}(\mathcal{C})$.
The relative cofactorizability functor then takes

$$
c \boxtimes d \mapsto\left(v \mapsto c \otimes v \otimes d, \sigma_{d,-}^{-1}\right) .
$$

As before, we will interpret the source and target in terms of (co)modules. Indeed by the results of $\S 3.2$, we can write the target category as $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \text { op }}$, and then Prop. 3.18 gives the interpretation of the target as a category of comodules. For the source we have the following.

Proposition 3.40. There is an equivalence

$$
\operatorname{HC}_{\mathcal{A}}(\mathcal{C}) \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})
$$

Proof. Using Cor 3.16 we have that $\mathcal{C}^{\otimes \mathrm{op}} \simeq \mathcal{C} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{F} / \mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}}\right)$, the first equivalence of tensor categories coming from the braiding on $\mathcal{C}$. Also recall from Lemma 3.10 that

$$
\mathcal{M} \boxtimes_{\mathcal{X}} \operatorname{RMod}_{A}(\mathcal{X}) \simeq \operatorname{RMod}_{A}^{\mathcal{X}}(\mathcal{M})
$$

where $\mathcal{M}$ is an $\mathcal{X}$-module category for $\mathcal{X}$ some tensor category, and on the right hand side we understand modules through the $\mathcal{X}$-action.

Here, we let $\mathcal{X}=\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }} \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes \mathcal{C}^{\sigma \mathrm{op}}\right), \mathcal{M} \simeq \mathcal{C}$ and $A=\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}$. Lemma 3.10 applies since $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }}$ is cp-rigid hence dualizable over its enveloping algebra (Rmk. 3.12), and $\mathcal{C}$ is dualizable in $\operatorname{Pr}$. Then the left hand side above becomes $\mathrm{HC}_{\mathcal{A}}(\mathcal{C})$, and we see that this is equivalent to $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\text {FRT }}}^{\mathcal{C R}} \mathcal{A}^{\mathcal{C}^{\text {op }}}(\mathcal{C})$. This can be further identified with the category of honest modules for $T\left(\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}\right)=\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ as in Lemma 3.34, so the result follows.

In light of these equivalences, we would like to understand the functor below.


We first try to understand the functor given by the first two arrows, $\Phi: \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) \rightarrow$ $\operatorname{End}_{\mathcal{A}}(\mathcal{C})$. We will make a claim for this functor and check that the composition $\Phi \circ \Psi$ is relative cofactorizability, where $\Psi: \operatorname{HC}_{\mathcal{A}}(\mathcal{C}) \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$ implements the equivalence of the first arrow.
Lemma 3.41. The functor $\Psi$ is given on objects by

$$
c \boxtimes d \mapsto c \otimes d \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}} .
$$

Proof. We know that this functor breaks down as

$$
\begin{aligned}
\mathrm{HC}_{\mathcal{A}}(\mathcal{C}) & =\mathcal{C} \boxtimes_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }}} \mathcal{C}^{\otimes \mathrm{op}} \\
& \rightarrow \mathcal{C} \boxtimes_{\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \text { op }}} \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}^{\mathrm{FRT}}}\left(\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\sigma \mathrm{op}}\right) \\
& \rightarrow \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}^{\mathcal{C ®}_{\mathcal{A}} \mathcal{A}^{\sigma \mathrm{op}}}(\mathcal{C}) \\
& \simeq \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) .
\end{aligned}
$$



Figure 17. The isotopy showing that we have a morphism in $\operatorname{End}_{\mathcal{A}}(\mathcal{C})$.

The first arrow comes from a monadicity theorem, and sends

$$
c \boxtimes d \mapsto c \boxtimes\left(\int^{x \in \mathrm{c} . \mathrm{p} .} x^{\vee} \boxtimes(d \otimes x)\right) .
$$

The second arrow sends $v \boxtimes m \mapsto v \triangleright m$ (categorical action), and by the discussion of the action sketched in Rmk. 3.17, and the final equivalence as in Lemma 3.34, we have that $\Psi: c \boxtimes d \mapsto$ $c \otimes d \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}$.

Given an object $V \in \mathcal{C}$, we denote by $\operatorname{triv}_{r}(V)$ the trivial right $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-module, i.e. $V$ with the right action of $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ given by the counit. Under the field goal transform $\sigma_{X^{\vee},-}^{-1} \circ \sigma_{X,-}$ (Rmk. 3.7), this also defines a left $\mathcal{F}_{\mathcal{C} / \mathcal{A}^{-} \text {-module structure. }}$
Lemma 3.42. The functor $\Phi$ is given up to natural isomorphism by

$$
M \mapsto\left(V \mapsto M \otimes_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}} \operatorname{triv}_{r}(V)=M^{\mathrm{inv}} \otimes V, \alpha\right)
$$

where $\alpha$ is simply the associator.
Proof. To check this, we would like to show that the composition of the equivalence $\Psi: \mathrm{HC}_{\mathcal{A}}(\mathcal{C}) \rightarrow$ $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$ with $\Phi$ is relative cofactorizability.

We claimed above that $c \boxtimes d$ maps to $c \otimes d \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}$ under $\Psi$, that is, a free object. A morphism $f \boxtimes g$ will become the morphism $f \otimes g \otimes 1$ in $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$.

Under $\Phi$ the object $c \otimes d \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}$ becomes the map

$$
v \mapsto c \otimes d \otimes v
$$

Note that morphisms $f: M \rightarrow N$ of $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-modules will induce a morphism of diagrams
and hence a unique morphism of colimits. This defines the functor $\Phi$ on morphisms.
In particular, if $M=M^{\prime} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}, N=N^{\prime} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}$ are free modules, then one can check that the top and bottom coequalizers are given by act ${ }_{V}$. Then if $f=f^{\prime} \otimes 1$ is in the image of the free $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-module functor, we have that the right vertical arrow is given by $f^{\prime} \otimes 1$.

Therefore, a map $f \boxtimes g: c \boxtimes d \rightarrow c^{\prime} \boxtimes d^{\prime}$ in $\operatorname{HC}_{\mathcal{A}}(\mathcal{C})$ will become $f \otimes g \otimes 1$ in $\operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$, and under $\Phi$ will become the natural transformation given by $f \otimes g \otimes 1$.

Then this composition of $\Phi \circ \Psi$ is identified with relative factorizability via the braiding $1 \otimes \sigma_{d, v}$ : $c \otimes d \otimes v \rightarrow c \otimes v \otimes d$. This is a natural transformation because $\sigma$ is. It is easy to check that this is a morphism in $\operatorname{End}_{\mathcal{A}}(\mathcal{C})$ : the isotopy of Fig. 17 makes the diagram of Fig. 16 commute. Hence up to natural isomorphism we have given the correct functor.

Now we would like to compose $\Phi$ with the equivalence $\operatorname{End}_{\mathcal{A}}(\mathcal{C}) \rightarrow \operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$. This factors as a composition

$$
\operatorname{End}_{\mathcal{A}}(\mathcal{C}) \xrightarrow{A} \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\otimes \mathrm{op}} \xrightarrow{B} \operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) .
$$

Lemma 3.43. The functor $A$ is given by

$$
F \mapsto \int^{x} F\left(x^{\vee}\right) \boxtimes x
$$


(A)

(B)

Figure 18. The field goal transform and the pairing obtained.

Proof. This is effectively shown in $\S 3.2$. Here, we saw that $\mathcal{C}$ is dualizable as a $\mathcal{A}$-module category, with the coevaluation being essentially just $T_{\mathcal{C}}^{R}$. Then under the standard identification End $\mathcal{A}_{\mathcal{A}}(\mathcal{C}) \simeq$ $\mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C}^{\vee}$ the result follows.

Lemma 3.44. The functor $B$ is given on underlying objects by $T_{\text {rel }}: \mathcal{C} \boxtimes_{\mathcal{A}} \mathcal{C} \otimes \mathrm{op} \rightarrow \mathcal{C}$, the relative tensor product.

Proof. The functor $B$ comes from the comonadicity theorem, applied to the comonad induced by $T_{\text {rel }} \dashv T_{\text {rel }}^{R}$. Then the comparison functor is, on underlying objects, simply $T_{\text {rel }}$. The comodule structure will be as in Lemma 3.32.

Putting everything together so far, we have a functor $B \circ A \circ \Phi: \operatorname{RMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C}) \rightarrow \operatorname{RCoMod}_{\mathcal{F}_{\mathcal{C} / \mathcal{A}}}(\mathcal{C})$ which takes $M$ to the object $M^{\text {inv }} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}}$. This is clearly a functor of left $\mathcal{C}$-module categories, and therefore it sends free modules to cofree comodules. Such a functor $F$ is specified by a certain pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$. As detailed in Appendix A.1, the pairing is given by $\epsilon \circ F(m)$, and $F$ is an equivalence if and only if this pairing is nondegenerate.

Therefore, we must ask where the multiplication map $\mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}} \rightarrow \mathcal{F}_{\mathcal{C} / \mathcal{A}}$, considered as a map of $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-modules, is sent by the composition $B \circ A \circ \Phi$. This will then give us a pairing on postcomposing with the counit $\epsilon$ which we will show is nondegenerate.

Lemma 3.45. The functor $\Phi$ sends the multiplication map $\mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}} \rightarrow \mathcal{F}_{\mathcal{C} / \mathcal{A}}$ to the natural transformation given by the left action $\mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes V \rightarrow V$, mapping $\mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes-\rightarrow$ Id.
Proof. We know that the natural transformation will be given by the unique vertical map making the diagram
commute. Consider the bottom row of this diagram. We claim that the map in this coequalizer is $\operatorname{act}_{V}$. It is clear that this is a cofork. Moreover, given any cofork map $\phi: \mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes V \rightarrow V$, this factors uniquely as $\tilde{\phi} \circ \operatorname{act}_{V}$, where $\tilde{\phi}: V \rightarrow V: v \mapsto \phi(1 \otimes v)$. So $\operatorname{act}_{V}$ has the universal property. Similarly, the coequalizer for the top row of the diagram is $1 \otimes$ act $_{V}$. By the definition of what it means to have a module structure, putting the map act ${ }_{V}$ at the right vertical arrow makes the diagram commute. By uniqueness of the maps induced under colimits, this must be the image of the multiplication map under $\Phi$.

Proposition 3.46. The relative cofactorizability functor for the data $\mathcal{C}, \mathcal{A}$ of Thm. 3.5 is an equivalence.

Proof. In the setup of Lemma A.8, we need to check what happens to the pairing coming from the multiplication map $\mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes \mathcal{F}_{\mathcal{C} / \mathcal{A}} \rightarrow \mathcal{F}_{\mathcal{C} / \mathcal{A}}$, under cofactorizability. In Lemma 3.45 we argued this is sent by $\Phi$ to a natural transformation $\mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes \rightarrow \rightarrow$ Id which is given by $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-action for objects in the image of $\Phi$. Then clearly the composition $B \circ A$ sends this natural transformation to the map

$$
\int^{x} \mathcal{F}_{\mathcal{C} / \mathcal{A}} \otimes x^{\vee} \otimes x \rightarrow \int^{x} x^{\vee} \otimes x
$$

given on each component by the left $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$-action on each $x$, which is considered as a trivial right module. Then recall that the left action on a trivial right module is given diagrammatically by Fig. 18a, and so the pairing on $\mathcal{F}_{\mathcal{C} / \mathcal{A}}$ will be given by Fig. 18b. But we have already shown this pairing to be nondegenerate in $\S 3.4$. So by Lemma A.9, the relative cofactorizability functor is an equivalence.

## 4. TQFTs From quantum groups at roots of unity

Now we turn to a specific example of Thm. 3.5, namely the category $\operatorname{Rep}_{q}(G)$ of representations of a quantum group at a root of unity. We will use this to define data relative to $\operatorname{Rep}(\check{G})$ in a Morita theory (as explained below, $\check{G}$ is a dual group depending on $G$ and $q$ ), which we regard as local data, and which we will show is invertible. We will integrate this to produce a TQFT relative to 5 d classical $\check{G}$-gauge theory with invertibility properties.

In $\S 4.1$, we introduce the data and prove a precise invertibility property in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\operatorname{Rep}(\breve{G})}(\operatorname{Pr})\right)$. In $\S 4.2$ we apply the cobordism hypothesis to produce a relative theory, we explain what this theory yields in all dimensions. In $\S 4.3$ we reinterpret these statements in terms of gauging in the sandwich picture of topological symmetry.
4.1. An invertible object in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\operatorname{Rep}(\check{G})}(\operatorname{Pr})\right)$. Let $G$ be a semisimple algebraic group, and denote by $\Lambda \supseteq \Phi \supseteq \Delta$ the weight lattice, root system and a choice of simple roots of $G$ respectively, with the Killing form denoted $(-,-)$, normalized so that short roots have length 2. Any semisimple group is uniquely a product of almost-simple groups (groups with simple Lie algebra), and the lacing number of $G$ is the least common multiple of the lacing numbers of its almost-simple factors.

For $q$ a primitive root of unity of order $\ell$, we denote by $\dot{U}_{q}$ the restricted form of the quantum group at $q$. This is defined using Lusztig's integral form $U_{t}^{\text {Lus }}$ introduced in [Lus90a; Lus90b] (see [CP94; Lus10] for textbook references), which is the $\mathbb{Z}\left[t^{ \pm 1}\right]$-subalgebra of the Drinfeld-Jimbo quantum group $U_{t}$ over $\mathbb{C}(t)$ generated by the Cartan generators $\left\{K_{\alpha}^{ \pm 1}: \alpha \in \Delta\right\}$ and the divided powers of the Serre generators

$$
E_{\alpha}^{(r)}:=\frac{E_{\alpha}^{r}}{[r]!}, \quad F_{\alpha}^{(r)}:=\frac{F_{\alpha}^{r}}{[r]!}
$$

for $\alpha \in \Delta$. We also consider the redundant toral generators

$$
\left[\begin{array}{c}
K_{\alpha} ; 0 \\
\ell
\end{array}\right]=\prod_{s=1}^{\ell} \frac{K_{\alpha} t_{\alpha}^{1-s}-K_{\alpha}^{-1} t_{\alpha}^{s-1}}{t_{\alpha}^{s}-t_{\alpha}^{-s}}
$$

where $t_{\alpha}=t^{(\rho, \alpha)}$ for $\rho$ the half-sum of the positive roots.
Then $\dot{U}_{q}$ is defined as $U_{t}^{\text {Lus }} \otimes_{\mathbb{Z}\left[t^{ \pm 1}\right]} \mathbb{C}$ using the map $t \mapsto q$. We denote by $\operatorname{Rep}_{q}(G)$ the category of locally finite representations $V$ of $\dot{U}_{q}$ graded by the weight spaces

$$
V_{\lambda}=\left\{v \in V \mid K_{\alpha} v=q^{(\lambda, \alpha)} v,\left[\begin{array}{c}
K_{\alpha} ; 0 \\
\ell
\end{array}\right] v=\left[\begin{array}{c}
(\lambda, \alpha) \\
\ell
\end{array}\right] v, \alpha \in \Delta\right\}
$$

As discussed in [CP94, §10.D], the ribbon quasitriangular structure on the Drinfeld-Jimbo quantum group restricts to $U_{t}^{\text {Lus }}$, so that specializing to a root of unity endows $\operatorname{Rep}_{q}(G)$ with the structure of a (ribbon) braided tensor category. We would like to deal with data such that we can apply Thm. 3.5 to $\operatorname{Rep}_{q}(G)$.

Definition 4.1. The pair $(G, q)$ will be called admissible if $Z_{2}\left(\operatorname{Rep}_{q}(G)\right)$ is Tannakian (Def. 3.3). In this case there is a fibre functor $F: Z_{2}\left(\operatorname{Rep}_{q}(G)\right) \rightarrow$ Vect which is unique up to natural isomorphism, and there exists an affine algebraic group $\breve{G}=\operatorname{Aut}(F)$ such that $Z_{2}\left(\operatorname{Rep}_{q}(G)\right) \simeq$ $\operatorname{Rep}(\check{G})$.

Example 4.2. (1) Where $G$ is semisimple of adjoint type and $q$ is of odd order coprime to the lacing number of $G$ and the determinant of its Cartan matrix, then $(G, q)$ is admissible, and $\check{G} \cong G$. This is well-known in the literature, see e.g. [AG03].
(2) Where $G$ is a product of simple groups and $q$ is of odd order coprime to the lacing number of $G$ and the determinant of its Cartan matrix, then $(G, q)$ is admissible, and $\check{G} \cong G$. This is shown in [GJS24, Thm. 3.2]. (We omit factors of type $\mathrm{GL}_{N}$ considered there as we require semisimplicity to apply Prop. 4.4.)
(3) Where $G$ is simply-connected and semisimple, and $q$ is of even order divisible by the lacing number of $G$, then $(G, q)$ is admissible, and $G \cong G^{L}$ is the Langlands dual group of $G$. This is shown in [Neg23a, Thm. 10.1].

As pointed out in [Neg23a, Rmk. 10.6], there exist other examples of admissible pairs, but in generic settings it is more difficult to describe the dual group $\check{G}$. The inclusion $\operatorname{Rep}(\check{G}) \simeq$ $Z_{2}\left(\operatorname{Rep}_{q}(G)\right) \hookrightarrow \operatorname{Rep}_{q}(G)$ is related to the so-called quantum Frobenius homomorphism (see e.g. [Neg23a, §8-9]).

In [Neg23a, §14], Negron constructs a finite-dimensional quasitriangular quasi-Hopf algebra $u_{q}$ so that

$$
\operatorname{Rep} u_{q} \simeq \operatorname{Rep}_{q}(G) \boxtimes_{\operatorname{Rep}(\check{G})} \operatorname{Vect}
$$

as braided tensor categories. In general the construction of $u_{q}$ depends on further choices, but the resulting category $\operatorname{Rep} u_{q}$ is independent of these choices up to braided tensor equivalence. In the case where $(G, q)$ is as in Example 4.2.1, the algebra $u_{q}$ is the small quantum group as originally defined by Lusztig [Lus90a; Lus90b].

Theorem 4.3. Let $(G, q)$ be an admissible pair, where $G$ is semisimple and $\check{G}$ reductive. The braided tensor category $\operatorname{Rep}_{q}(G)$ defines an invertible object in $\operatorname{Alg}_{2}\left(\operatorname{Mod}_{\operatorname{Rep}(\breve{G})}(\operatorname{Pr})\right)$.

For this we need to know that $\operatorname{Rep}_{q}(G)$ is cp-rigid. This holds whether or not the pair $(G, q)$ is admissible.

Proposition 4.4. Let $q$ be a root of unity and $G$ semisimple. Then $\operatorname{Rep}_{q}(G)$ is cp-rigid.
Proof. It is known that $\operatorname{Rep}_{q}(G) \simeq \operatorname{RCoMod}_{\mathcal{O}_{q}(G)}($ Vect $)$ and $\operatorname{Rep}_{q}^{\text {f.d. }}(G) \simeq \operatorname{RCoMod}_{\mathcal{O}_{q}(G)}^{\text {f.d. }}$ (Vect) (see [Abe80, equation (3.3)] and [Tak02, Thm. 7.9]). It is easy to show that any category of comodules is the ind-completion of the category of finite-dimensional comodules (this is [Wat79, $\S 3.3$ ], or [Swe69, Chapter II]), and moreover that if a category has enough projectives then its ind-completion has enough compact-projectives. The proof that $\operatorname{Rep}_{q}^{\text {f.d. }}(G)$ has enough projectives is [Neg23b, Lemma 11.1] for the general case (originally shown for $q$ of odd order in [APK91, Thm. 9.12]), from which we see that $\operatorname{Rep}_{q}(G)$ has enough compact projectives.

Now let us observe, by the above discussion or from [Wis75], that a generating collection for $\operatorname{Rep}_{q}(G) \simeq \operatorname{RCoMod}_{\mathcal{O}_{q}(G)}($ Vect $)$ is the finite-dimensional (co)modules. These are all dualizable since they are dualizable as objects in Vect. So it follows that $\operatorname{Rep}_{q}(G)$ is cp-rigid by the second characterization.

Proof of Thm. 4.3. By Prop. 4.4, $\operatorname{Rep}_{q}(G)$ is cp-rigid. The assumption that $(G, q)$ is admissible implies that $Z_{2}\left(\operatorname{Rep}_{q}(G)\right) \simeq \operatorname{Rep}(\check{G})$, which is clearly semisimple since $\check{G}$ is a reductive group. Finally, the Müger fibre is finite, as established in [Neg23a, Thm. 13.1]. Then Thm. 3.5 applies.

Note that Thm. 4.3 applies to the admissible pairs of Example 4.2.


Figure 19. The diagram of monoidal functors of Lemma 4.6.
4.2. Non-semisimple Crane-Yetter with $\check{G}$-background fields. In this section we apply a version of the cobordism hypothesis to produce, $\operatorname{from~}_{\operatorname{Rep}}^{q}(G)$, a 4-dimensional field theory relative to the theory defined by $\operatorname{Rep}(\check{G})$. We use Thm. 4.3 to make invertibility statements about this relative theory, and we analyze what this means in all dimensions.

Proposition 4.5. For any $n \in \mathbb{N}$, the object $\operatorname{Rep}(\check{G}) \in \operatorname{Alg}_{n}(\operatorname{Pr})$ is $(n+1)$-dualizable, hence defines an $(n+1)$-dimensional theory $Q$. This theory assigns

$$
Q(M)=\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\check{G}}(M)\right)
$$

for $M$ an m-manifold, $m \leq n$, where on the right hand side the category of quasicoherent sheaves on the $\breve{G}$-character stack of $M$ is considered at the appropriate category number. We call the theory $Q$ the classical $(n+1)$-dimensional $\check{G}$-gauge theory.
Proof. Recall that $\operatorname{Rep}(\check{G})$ is an $E_{3}$ algebra in the 2-category $\operatorname{Pr}$, hence it is $E_{\infty}$ and so is $E_{n}$ for any $n$. In particular $\operatorname{Rep}(\check{G})$ defines a cp-rigid object of $\operatorname{Alg}_{n}(\operatorname{Pr})$, which under Assumption 2.38 is $(n+1)$-dualizable. Then by Thm. 2.39, $\operatorname{Rep}(\check{G})$ defines an $(n+1)$-dimensional field theory $Q$.

By Prop. 2.58 the assignment $\left.M \mapsto \mathrm{QCoh}_{\left(\mathrm{Ch}_{\breve{G}}\right.}(M)\right)$ satisfies excision, which means that $\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\breve{G}}(-)\right)$ can be computed by factorization homology. Then Assumption 2.45 asserts that factorization homology computes fully extended TQFTs valued in the unpointed Morita theory in dimension $\leq n$. Since $\operatorname{QCoh}\left(\underline{\operatorname{Ch}}_{\breve{G}}(\mathrm{pt})\right)=\operatorname{Rep}(\check{G})$ (see Example 2.51) it follows from Thm. 2.39 that the TQFT computed by the assignment $\mathrm{QCoh}\left(\mathrm{Ch}_{\check{G}}(-)\right)$ is the theory $Q$.

Lemma 4.6. The monoidal functors of Fig. 19 exist and the diagram is commutative. Moreover, the functors $S_{n}$ restricted to the subcategory of invertible objects have their essential image in the subcategory of $n$-dualizable objects.
Proof. The functor $D$ is induced under functoriality of the Morita construction by the symmetric monoidal functor $-\boxtimes_{\operatorname{Rep}(\breve{G})}$ Vect. The functors $S_{n}$ exist by applying Lemma 2.22 (this applies in our case since $\operatorname{Pr}_{\bullet}^{\bullet}$ is $\otimes$-GR-cocomplete [JS17, Example 8.9]).

The functor $W_{1}$ is whiskering on the left by $\operatorname{Rep}(\check{G}): \operatorname{Vect} \rightarrow \operatorname{Rep}(\check{G})$, and on the right by $\operatorname{Rep}(\check{G}): \operatorname{Rep}(\check{G}) \rightarrow$ Vect. The functor $W_{2}$ is pre-composition by $\operatorname{Rep}(\check{G}): \operatorname{Vect} \rightarrow \operatorname{Rep}(\check{G})$ and post-composition by Vect $: \operatorname{Rep}(\check{G}) \rightarrow \operatorname{Vect}$, where $\operatorname{Rep}(\breve{G})$ acts on Vect by the fibre functor. It is clear that the diagram commutes.

Finally, the identity morphisms which appear in the deloopings in the diagram are clearly fully right-adjunctible. Since any invertible object is fully dualizable, and dualizable objects are preserved by monoidal functors, the restriction of $S_{n}$ to the invertible objects has essential image in the $n$-dualizable subcategory.

Notation 4.7. Denote by $Q: \operatorname{Bord}_{5}^{\mathrm{fr}} \rightarrow \operatorname{Alg}_{4}(\operatorname{Pr})$ the classical $\check{G}$-gauge theory of Prop. 4.5, and by $T: \operatorname{Bord}_{5}^{\mathrm{fr}} \rightarrow \operatorname{Alg}_{4}(\mathrm{Pr}) \rightarrow$ the twisted theory $Q \Longrightarrow Q$ defined by the identity 1-morphism of $\operatorname{Rep}(\check{G})$ in $\operatorname{Alg}_{4}(\operatorname{Pr})$. Then there is an invertible 2-morphism $\operatorname{Id}_{\operatorname{Rep}(\check{G})} \Longrightarrow \operatorname{Id}_{\operatorname{Rep}(\check{G})}$ in $\operatorname{Alg}_{4}(\operatorname{Pr})$ defined by $S_{4}\left(\operatorname{Rep}_{q}(G)\right)$, where $S_{4}$ is as in Lemma 4.6. This defines an invertible twice-twisted theory $Z: \operatorname{Bord}_{4}^{\mathrm{fr}} \rightarrow \operatorname{Alg}_{4}(\mathrm{Pr})_{(2)}^{\mathrm{oplax}}$ with source and target $T$.

We now describe the data assigned by the twice-relative theory $Z$ in dimensions $4,3,2$ and 1. We call $Z$ non-semisimple Crane-Yetter with $\check{G}$-background fields. By non-semisimple CraneYetter, we mean the fully extended 4-dimensional framed theory valued in $\mathrm{Alg}_{2}(\mathrm{Pr})$ defined by the
invertible object $\operatorname{Rep} u_{q}=D\left(\operatorname{Rep}_{q}(G)\right)$. Where $(G, q)$ is as in Example 4.2.1, the algebra $u_{q}$ is the familiar small quantum group. In this case, the semisimplification ( $\left.\operatorname{Rep} u_{q}\right)^{\text {s.s. }}$ has been studied: it is also invertible and defines a 4-dimensional theory, thought to recover in dimensions 3 and 4 the framed version of the $(4,3)$-TQFT known as Crane-Yetter. As will become clear here, $Z$ is a version of this theory varying over the character stack (the stack of $\check{G}$-background fields).

In dimensions 1 and $2, Z$ can be computed by factorization homology and is related to skein theory.

Proposition 4.8. For $M$ a 1- or 2-manifold, there is an equivalence of categories

$$
Z(M) \simeq \operatorname{SkCat}_{\operatorname{Rep}_{q}(G)}(M)
$$

where the right hand side is the free cocompletion of the skein category of $M$.
Proof. Under Assumption 2.45, $Z(M)$ can be computed by factorization homology with coefficients in $\operatorname{Rep}_{q}(G)$. By [Coo23], this is equivalent to the free cocompletion of the skein category, i.e. the category

$$
\widehat{\operatorname{SkCat}} \widehat{\operatorname{Rep}_{q}(G)}(M)=\operatorname{Fun}\left(\operatorname{SkCat}_{\operatorname{Rep}_{q}(G)}(M)^{\mathrm{op}}, \operatorname{Vect}\right)
$$

4.2.1. A nonvanishing function for 4 -manifolds. To a 4-manifold $W$, theory $Q$ assigns the category $\mathrm{QCoh}\left(\mathrm{Ch}_{\tilde{G}}(W)\right)$ as a plain category, and $T(W)$ is the identity functor. Then $Z(W)$ is some invertible natural transformation Id $\Longrightarrow$ Id. Restricting this natural transformation to the distinguished object $\mathcal{O}_{\underline{\mathrm{Ch}}_{\breve{G}}(W)}$ gives a morphism $\mathcal{O}_{\underline{\mathrm{Ch}}_{\breve{G}}(W)} \rightarrow \mathcal{O}_{\underline{\mathrm{Ch}}_{\breve{G}}(W)}$. Since morphisms are $\check{G}$-equivariant maps of $\mathcal{O}_{\mathrm{Ch}_{\overleftarrow{G}}(W)}$-modules, this is given as multiplication by some element $f \in$ $\mathcal{O}_{\underline{\mathrm{Ch}}_{\tilde{G}}(W)}$. This is invertible (i.e. nonvanishing) because $Z(W)$ is a natural isomorphism.
4.2.2. A line bundle for 3-manifolds. By Prop. 4.5, for a closed 3-manifold $Q$ assigns the category $\mathrm{QCoh}\left(\mathrm{Ch}_{\check{G}}(M)\right)$ of quasicoherent sheaves on the $\check{G}$-character stack of $M$, considered as a tensor category. Then $T(M)=\mathrm{QCoh}\left(\mathrm{Ch}_{\breve{G}}(M)\right)$ is the same category considered as the identity bimodule over itself. The 2-morphism $Z(M)$ is then an autoequivalence of $T(M)$ as a bimodule category. It is well-known that such functors are given by tensoring with an object, e.g. by writing $\mathcal{Q}=$ $\mathrm{QCoh}\left(\mathrm{Ch}_{\check{G}}(M)\right)$ and recalling the equivalence

$$
\begin{aligned}
\operatorname{End}_{(\mathcal{Q}, \mathcal{Q})}(\mathcal{Q}) & \simeq Z_{1}(\mathcal{Q}) \\
F & \mapsto-\otimes F(\mathbb{1})
\end{aligned}
$$

Then $Z(M)$ selects a particular quasicoherent sheaf $\mathcal{L}$. This is invertible (i.e. a line bundle) because $Z(M)$ is an equivalence.
4.2.3. An invertible sheaf of categories for surfaces. The data attached by $Z$ to a surface is an invertible sheaf of categories (or line 2-bundle) on the character stack. The notion of sheaf of presentable stable $\infty$-categories was introduced by Gaitsgory in [Gai15], and the notion for Grothendieck abelian categories was introduced in [Lur18]. We recall the basic notions here.

Recall that a Grothendieck abelian category is an abelian category which is cocomplete, has a generator, and whose filtered colimits are exact. We denote by Groth the bicategory of Grothendieck abelian categories and colimit preserving functors. Sheaves of Grothendieck abelian categories are introduced in [Lur18, Chapter X$]$. For any commutative ring $R, \operatorname{Mod}_{R}(\operatorname{Vect})$ is Grothendieck abelian and we define $\operatorname{Groth}_{R}=\operatorname{Mod}_{\operatorname{Mod}_{R}(\text { Vect })}($ Groth $)$. As shown in [Lur18, Prop. X.D.2.2.1], this is closed under $-\boxtimes_{\operatorname{Mod}_{R}(\operatorname{Vect})}-$, so inherits a symmetric monoidal structure from $\operatorname{Mod}_{\operatorname{Mod}_{R}(\operatorname{Vect})}(\operatorname{Pr})$. Moreover, any morphism $R \rightarrow S$ of commutative rings there is an induced monoidal functor $\operatorname{Mod}_{R}($ Vect $) \rightarrow \operatorname{Mod}_{S}($ Vect $)$ given by extension of scalars, which yields a functor

$$
\begin{aligned}
\operatorname{Groth}_{R} & \rightarrow \operatorname{Groth}_{S} \\
\mathcal{C} & \mapsto \mathcal{C} \boxtimes_{\operatorname{Mod}_{R}(\text { Vect })} \operatorname{Mod}_{S}(\text { Vect })
\end{aligned}
$$

which is also called extension of scalars [Lur18, §X.D.2.4]. Then the assignment $R \mapsto \operatorname{Groth}_{R}$ defines a functor $\mathrm{CAlg}($ Vect $)=\mathrm{Aff}{ }^{\text {op }} \rightarrow \mathrm{CAlg}(\widehat{\mathrm{Cat}})$ which satisfies fpqc descent [Lur18, Cor. X.D.6.8.4]. We denote by

$$
\text { ShvCat }: \mathrm{PSt}^{\mathrm{op}} \rightarrow \mathrm{CAlg}(\widehat{\mathrm{Cat}})
$$

the right Kan extension of Groth_ along the inclusion Aff ${ }^{\mathrm{op}} \hookrightarrow \mathrm{PSt}^{\mathrm{op}}$. Given a prestack $\mathcal{Y}$, objects of $\operatorname{ShvCat}(\mathcal{Y})$ are called quasicoherent sheaves of Grothendieck abelian categories on $\mathcal{Y}$. This definition captures the notion that a quasicoherent sheaf of categories $\mathcal{C}$ should be a functorial assignment, for any morphism $S \rightarrow \mathcal{Y}$ from an affine scheme, of an object $\Gamma(S, \mathcal{C})$ of the category $\operatorname{Mod}_{\mathrm{QCoh}(S)}$ (Groth).

Given a morphism $f: \mathcal{X} \rightarrow \mathcal{Y}$ of prestacks, we denote by $f^{*}: \operatorname{ShvCat}(\mathcal{Y}) \rightarrow \operatorname{ShvCat}(\mathcal{X})$ the functor $\operatorname{ShvCat}(f)$ and call this the pullback along $f$. It can be shown that $f^{*}$ admits a right adjoint $f_{*}$ called the pushforward along $f[\operatorname{Ste} 23$, Prop. 5.3.8]. Denote by $\pi: \mathcal{Y} \rightarrow \operatorname{Spec}(k)$, then there is a functor

$$
\pi_{*}: \operatorname{ShvCat}(\mathcal{Y}) \rightarrow \operatorname{ShvCat}(\operatorname{Spec}(k)) \simeq \operatorname{Groth}
$$

Observing that $\mathrm{QCoh}(\mathcal{Y})$ is the unit object of $\operatorname{ShvCat}(\mathcal{Y})$, we have a functor

$$
\Gamma(\mathcal{Y},-): \operatorname{ShvCat}(\mathcal{Y})=\operatorname{Mod}_{\mathrm{QCoh}(\mathcal{Y})}(\operatorname{ShvCat}(\mathcal{Y})) \rightarrow \operatorname{Mod}_{\mathrm{QCoh}(\mathcal{Y})}(\text { Groth })
$$

induced by $\pi_{*}$.
Definition 4.9. A stack $\mathcal{Y}$ is called 1-affine if $\Gamma(\mathcal{Y},-)$ is an equivalence.
The following result gives a sufficient condition for 1-affineness.
Proposition 4.10. Let $\mathcal{Y}$ be a quasi-compact stack with affine diagonal. Then $\mathcal{Y}$ is 1-affine.
Proof. This is [Ste23, Thm. 1.0.4].
Corollary 4.11. For any compact manifold $M$, and smooth affine group scheme $\check{G}$, the character stack $\underline{\mathrm{Ch}}_{\tilde{G}}(M)$ is 1-affine.
Proof. The character stack is the quotient stack

$$
\left[\operatorname{Hom}\left(\pi_{1}(M), \check{G}\right) / \check{G}\right]
$$

By Lemma 2.57, the character stack is quasi-compact with affine diagonal, so Prop. 4.10 applies.

Let $\Sigma$ be a closed, compact, framed surface. By Prop. 4.5, $Q(\Sigma)=\operatorname{QCoh}\left(\underline{\operatorname{Ch}}_{\breve{G}}(\Sigma)\right)$, the category of quasi-coherent sheaves on the $\check{G}$-character stack of $\Sigma$, now considered as a braided tensor category. Moreover $T(\Sigma)=\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\breve{G}}(\Sigma)\right)$ considered as a tensor category internal to bimodules over itself.
Lemma 4.12. There is a symmetric monoidal equivalence between endo-2-morphisms of $T(\Sigma)$ in $\operatorname{Alg}_{4}(\operatorname{Pr})$ and braided $\mathrm{QCoh}\left(\mathrm{Ch}_{\check{G}}(\Sigma)\right)$-module categories.

Proof. To ease notation we write $\mathcal{Q}=\operatorname{QCoh}\left(\underline{\mathrm{Ch}}_{\breve{G}}(\Sigma)\right)$, so that

$$
T(\Sigma)=\mathcal{Q} \in \operatorname{Mod}_{\mathcal{Q} \boxtimes \mathcal{Q}^{\sigma} \text { op }}(\operatorname{Pr})
$$

Endomorphisms of $T(\Sigma)$ in $\operatorname{Alg}_{4}(\operatorname{Pr})$ are $(\mathcal{Q}, \mathcal{Q})$-bimodule objects in $\operatorname{Mod}_{\mathcal{Q} \boxtimes \mathcal{Q}^{\sigma} \text { op }}(\operatorname{Pr})$. Since the tensor product in $\operatorname{Mod}_{\mathcal{Q} \boxtimes \mathcal{Q}^{\sigma} \text { op }}(\operatorname{Pr})$ is the relative tensor product over $\mathcal{Q} \boxtimes \mathcal{Q}^{\sigma}$ op , we have that these are equivalent to $\mathcal{Q} \boxtimes_{\mathcal{Q} \boxtimes \mathcal{Q}^{\sigma} \text { op }} \mathcal{Q}^{\otimes \mathrm{op}}$-module categories. But $\mathcal{Q} \boxtimes_{\mathcal{Q} \boxtimes \mathcal{Q}^{\sigma} \text { op }} \mathcal{Q}^{\otimes \mathrm{op}} \simeq \mathrm{HC}(\mathcal{Q})$, so these are equivalent to $\mathrm{HC}(\mathcal{Q})$-module categories. Then by Prop. 2.47, these are equivalent to braided module categories for $\mathcal{Q}$. The composition of endomorphisms in $\mathrm{Alg}_{4}(\mathrm{Pr})$ is given by the relative tensor product of braided module categories over $\mathcal{Q}$, which is the natural monoidal structure on the bicategory of braided $\mathcal{Q}$-module categories.

Theorem 4.13. $Z(\Sigma)$ defines an invertible sheaf of categories $\widetilde{Z(M)}$ on $\underline{\mathrm{Ch}}_{\breve{G}}(\Sigma)$, with global sections the free cocompletion of the skein category.

Proof. By Cor. 4.11, $\underline{\mathrm{Ch}}_{\breve{G}}(\Sigma)$ is 1-affine, so any Grothendieck abelian $\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\check{G}}(\Sigma)\right)$-module category defines a sheaf of Grothendieck abelian categories. The category of functors from any small category to any Grothendieck abelian category is again Grothendieck abelian since (co)limits are computed pointwise. Since Vect is Grothendieck abelian and $\operatorname{SkCat}_{\operatorname{Rep}_{q}(G)}(\Sigma)$ is small, then by Prop. 4.8,

$$
Z(\Sigma) \in \operatorname{Mod}_{\mathrm{QCoh}\left(\underline{\operatorname{Ch}}_{\tilde{G}}(\Sigma)\right)}(\text { Groth })
$$

Then 1-affinity implies that $Z(\Sigma)$ defines a sheaf of categories with global sections given by $Z(\Sigma)$. We observe that invertibility of $Z(\Sigma)$ as a braided module category implies invertibility in the monoidal category $\operatorname{Mod}_{\mathrm{QCoh}\left(\underline{\mathrm{Ch}}_{\tilde{G}}(\Sigma)\right)}(\mathrm{Groth})$, and invertibility as a braided module category follows from the invertibility of $Z$ and Lemma 4.12.
4.2.4. A line 3-bundle on $\frac{\check{G}}{G}$ for the circle. The character stack of $S^{1}$ is $[\check{G} / \check{G}]$, which we denote $\frac{\check{G}}{G}$. We have $Q\left(S^{1}\right)=\mathrm{QCoh}\left(\frac{\breve{G}}{G}\right)$ as a symmetric tensor category, and $T\left(S^{1}\right)=\mathrm{QCoh}\left(\frac{\check{G}}{G}\right)$ as a braided tensor category internal to bimodules for $\mathrm{QCoh}\left(\frac{\breve{G}}{G}\right)$. Then, arguing similarly to $\S 4.2 .3$, $Z\left(S^{1}\right)$ is a tensor category internal to braided module categories for $\mathrm{QCoh}\left(\frac{\check{G}}{G}\right)$, and by Thm. 4.3 it is invertible.

Where we think of tensor categories as 2-categories with one object, then assuming a higher affinity property such as Prop. 4.10, we see that $Z\left(S^{1}\right)$ defines an invertible sheaf of 2-categories on $\frac{\breve{G}}{\vec{G}}$. Equivalently, such data could be said to define a line 3 -bundle on $\frac{\breve{G}}{G}$. The global sections of this higher bundle are $Z\left(S^{1}\right)$, which as in Prop. 4.8 can be calculated by factorization homology to be the free cocompletion of the $G$-skein category of the annulus. This category is known to be recovered as modules for $\mathcal{O}_{q}(G)$ internal to $\operatorname{Rep}_{q}(G)$, where $\mathcal{O}_{q}(G)$ is the reflection equation algebra, and has played a key role in skein-categorical constructions: see [BBJ18a; BBJ18b; GJS23].
4.3. Non-semisimple Crane-Yetter as a gauged symmetry. In $\S 4.2$ we transported the data of Thm. 4.3 via the functor $S_{4}$ of Lemma 4.6 and using the cobordism hypothesis produced a twice-relative theory $Z$. Here we instead apply the functor $S_{3}$, to give an interpretation of the invertibility statement of Thm. 4.3 in terms of the perspective of [FMT23] on topological symmetries of QFT. We denote by $T: \operatorname{Bord}_{4}^{\mathrm{fr}} \rightarrow \operatorname{Alg}_{3}(\operatorname{Pr})$ the 4 -dimensional classical $\check{G}$-gauge theory valued in symmetric tensor categories, and by $R: \operatorname{Bord}_{3}^{\mathrm{fr}} \rightarrow \operatorname{Alg}_{2}(\operatorname{Pr})$ the 3 -dimensional classical $\breve{G}$-gauge theory valued in braided tensor categories, each defined by Prop. 4.5. We denote by $Z: T \Longrightarrow T$ the relative theory induced under Thm. 2.39 by $S_{3}\left(\operatorname{Rep}_{q}(G)\right)$.
Remark 4.14. The names of $T$ and $Z$ are chosen so that they correspond to the theories of $\S 4.2$ under the whiskering functor $W_{1}$ of Lemma 4.6.

Definition 4.15. Let $\mathcal{T}$ be a symmetric monoidal $(\infty, n+1)$-category. An $(n+1)$-dimensional quiche is a pair $(\sigma, \rho)$ where $\sigma$ is a TQFT $\operatorname{Bord}_{n+1}^{\mathrm{fr}} \rightarrow \mathcal{T}$, and $\rho$ is a right topological boundary theory. An $n$-dimensional QFT $F$ is called a $(\sigma, \rho)$-module if there exists a QFT $\tilde{F}$ which is a left boundary theory for $\sigma$, and an isomorphism $\theta: \rho \otimes_{\sigma} \tilde{F} \xrightarrow{\sim} F$ of theories, where $\rho \otimes_{\sigma} \tilde{F}$ is the $n$-dimensional theory obtained by dimensional reduction, also called the sandwich: see Fig. 20. The data $(\tilde{F}, \theta)$ are called the module structure.

Definition 4.16. Given topological theories $\sigma_{1}, \sigma_{2}$, and a topological theory $\delta$ which is a left $\sigma_{2}$-module and a right $\sigma_{1}$-module, a domain wall $\delta: \sigma_{1} \rightarrow \sigma_{2}$ is a topological defect which locally of the type depicted in the interior of the bulk in Fig. 20. We can think of a right boundary as a domain wall from $\sigma \rightarrow \mathbb{1}$, and a left boundary as a domain wall from $\mathbb{1} \rightarrow \sigma$.

The sandwich may support defects (embedded submanifolds), which may meet the $\tilde{F}$ boundary non-topologically, and the $\rho$-boundary topologically. As explained in [FMT23], on dimensional reduction these defects implement symmetries: the general philosophy is that a quiche is abstract symmetry data like an algebra of symmetries, and defects are like elements of this algebra. Domain walls from $\sigma$ to itself are specific examples of defects.


Figure 20. Symmetry in the setup of [FMT23]. The figure represents a small neighbourhood of an $n$-dimensional manifold, crossed with a horizontal interval, for the purposes of dimensional reduction. The $\sigma$ bulk supports defects (green), one of which is a domain wall.

Remark 4.17. In the case we are interested in, where $F$ and $\tilde{F}$ will themselves be topological, then the data of a $(\sigma, \rho)$-module is easy to describe by the cobordism hypothesis: $\sigma$ corresponds to a fully dualizable object in $\mathcal{T}$. Then $F$ is a theory valued in $\Omega \mathcal{T}$, while $\tilde{F}$ corresponds to a fully dualizable morphism $\mathbb{1} \rightarrow \sigma(\mathrm{pt})$, and $\rho$ to a fully dualizable morphism $\sigma(\mathrm{pt}) \rightarrow \mathbb{1}$. More generally, domain walls are given by morphisms $\sigma_{1} \rightarrow \sigma_{2}$. Clearly domain walls admit a composition law, and in the fully topological setting the sandwich $\rho \otimes_{\sigma} \tilde{F}$ is simply defined by composition in $\mathcal{T}$.

Suppose $\mathcal{T}=\operatorname{Alg}_{n}(\mathcal{S})$, then domain walls will be given by bimodules (with suitable further structures).
Definition 4.18. If $\mathcal{T}=\operatorname{Alg}_{n}(\mathcal{S})$ and $\rho$ is a right boundary theory given locally by $\rho(\mathrm{pt})$ the right regular $\sigma(\mathrm{pt})$-module, then $\rho$ is called the Dirichlet boundary condition.

Example 4.19. The 3 -dimensional classical $\check{G}$-gauge theory $R$ is a $(T, \rho)$-module, where $\rho$ is the Dirichlet boundary condition for $T$. The $(T, \rho)$-module structure is given by the theory $\tilde{R}$ defined by the regular self-action of $\operatorname{Rep}(\check{G})$. Its 3-dualizability follows from regarding it as induced by the cp-rigid $E_{2}$-algebra $\operatorname{Rep}(\breve{G}) \in \operatorname{Alg}_{2}\left(\operatorname{Bimod}_{(\operatorname{Vect}, \operatorname{Rep}(\check{G}))}(\operatorname{Pr})\right)$ and applying results similar to [BJS21]. The isomorphism $\theta$ can be given fully locally by the equivalence

$$
\left(\rho \otimes_{T} \tilde{R}\right)(p t)=\operatorname{Rep}(\check{G}) \boxtimes_{\operatorname{Rep}(\check{G})} \operatorname{Rep}(\check{G}) \simeq \operatorname{Rep}(\check{G})=R(\mathrm{pt})
$$

This sandwich supports a symmetry defect given by the relative theory $Z$.
Definition 4.20. Let $\mathcal{T}=\operatorname{Alg}_{n}(\mathcal{S})$ and $A$ an object. If $M: A \rightarrow \mathbb{1}$ is a morphism given by a right module structure on the tensor unit, then we call $M$ an augmentation. If $A=\sigma(\mathrm{pt})$ is the local data of a TQFT $\sigma$, then $M=\epsilon(\mathrm{pt})$ defines a right boundary theory $\epsilon$ for $\sigma$, called a Neumann boundary condition.
Definition 4.21. Let $F$ have $(\sigma, \rho)$-module structure $(\tilde{F}, \theta)$, and suppose $\sigma$ admits a Neumann boundary condition $\epsilon$. Then the quotient of $F$ by the symmetry $\sigma$ with augmentation $\epsilon$ (or the gauging of $F$ by $\sigma$ ) is the theory $\epsilon \otimes_{\sigma} \tilde{F}$.

The quotient of a defect which does not meet the $\rho$ boundary is defined by dimensional reduction: for a domain wall $\delta$ the quotient is defined as $\epsilon \otimes_{\sigma} \delta \otimes_{\sigma} \tilde{F}$.
Example 4.22. The morphism Vect $: \operatorname{Rep}(\check{G}) \rightarrow$ Vect is an augmentation in $\operatorname{Alg}_{3}(\operatorname{Pr})$ and is 3-dualizable by the same argument that the morphism $\operatorname{Rep}(\check{G}): \operatorname{Rep}(\check{G}) \rightarrow$ Vect is (see Example 4.19). So the corresponding theory $V$ is a Neumann boundary condition for $T$. Then the quotient of $R$ by the symmetry defect $Z$ with augmentation $V$ is the non-semisimple Crane-Yetter theory, since

$$
\operatorname{Vect} \boxtimes_{\operatorname{Rep}(\check{G})} \operatorname{Rep}_{q}(G) \boxtimes_{\operatorname{Rep}(\check{G})} \operatorname{Rep}(\check{G}) \simeq \operatorname{Vect} \boxtimes_{\operatorname{Rep}(\check{G})} \operatorname{Rep}_{q}(G) \simeq \operatorname{Rep} u_{q}
$$

Then we see that we have re-interpreted Thm. 4.3 as saying that the 3 -dimensional classical $\check{G}$-gauge theory has an invertible symmetry defect $Z$, and the non-semisimple Crane-Yetter theory is obtained by gauging this symmetry: see Fig. 2. One way to re-phrase the proof of Thm 4.3 by lifting of the Müger fibre is to say that $\operatorname{Rep}_{q}(G)$ defines a symmetry defect for the 3 -dimensional classical $\check{G}$-gauge theory, and because it is invertible upon gauging, then the symmetry defect itself is invertible.

## A. Functors and pairings

In this section, we will establish equivalences

$$
\left\{\begin{array}{c}
\text { Bialgebra pairings } \\
\Omega: A \otimes A \rightarrow \mathbb{1}
\end{array}\right\} \stackrel{1: 1}{\longleftrightarrow}\left\{\begin{array}{c}
\text { Functors } \operatorname{RCoMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C}) \\
\text { of left } \mathcal{C} \text {-module categories which } \\
\text { commute with forgetful functors to } \mathcal{C}
\end{array}\right\}
$$

and

$$
\left\{\begin{array}{c}
\text { Pairings } \\
\Omega: A \otimes A \rightarrow \mathbb{1}
\end{array}\right\} \stackrel{1: 1}{\longleftrightarrow}\left\{\begin{array}{c}
\text { Functors } \operatorname{RMod}_{A}(\mathcal{C}) \rightarrow \mathrm{RCoMod}_{A}(\mathcal{C}) \\
\text { of left } \mathcal{C} \text {-module categories such that } \\
\text { the diagram in Fig. 21 commutes }
\end{array}\right\}
$$

assuming $A$ is a bialgebra object of a tensor category $\mathcal{C}$ which is left and right dualizable. Then given a bialgebra pairing $\Omega$, it corresponds to a functor $\mathrm{RCoMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C})$ and a functor $\operatorname{RMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RCoMod}_{A}(\mathcal{C})$. We will show that when $\Omega$ is nondegenerate, then these two functors are each equivalences.

We denote by $(A, \nabla, \Delta, \eta, \epsilon)$ the bialgebra data for $A$. We denote the left dual of $A$ by $A^{\vee}$ with evaluation and coevaluation morphisms ev, coev. The right dual and its (co)evaluation data are denoted ${ }^{\vee} A, \mathrm{ev}^{\prime}$, coev${ }^{\prime}$. We assume that $\mathcal{C}$ is a category of representations for some Hopf algebra (as will be the case in all our applications), so it will make sense to discuss elements of A. Under this assumption, $\mathcal{C}$ admits a forgetful functor to Vect, and we will use this without comment: for instance in describing dualizable objects as finite-dimensional and in checking maps are isomorphisms by checking this under the forgetful functor.

Definition A.1. A bialgebra pairing is a pairing $\Omega: A \otimes A \rightarrow \mathbb{1}$ such that the diagrams

commute.
When $A$ is right dualizable, then to any pairing $\Omega$ one can associate a map

$$
\omega^{r}: A \rightarrow{ }^{\vee} A: a \mapsto \Omega(-, a)
$$

with the property that $\mathrm{ev}^{\prime} \circ\left(\operatorname{Id} \otimes \omega^{r}\right)=\Omega$. Similarly, for $A$ left dualizable, we denote by

$$
\omega^{l}: A \rightarrow A^{\vee}: a \mapsto \Omega(a,-)
$$

the homomorphism such that ev $\circ\left(\omega^{l} \otimes \mathrm{Id}\right)=\Omega$.
Lemma A.2. Let $A$ be right (respectively left) dualizable, and $\Omega: A \otimes A \rightarrow \mathbb{1}$. The pairing $\Omega$ is a bialgebra pairing if and only if $\omega^{r}$ (resp. $\omega^{l}$ ) is a homomorphism of algebras. Moreover, $\Omega$ is nondegenerate if and only if $\omega^{r}$ (resp. $\omega^{l}$ ) is an isomorphism.
Proof. We give the proof for $A$ right dualizable, the proof for $A$ left dualizable is similar. The first claim is clear once it is understood that the multiplication on ${ }^{\vee} A$ is given by

$$
\theta \cdot \phi=(\theta \otimes \phi) \circ \Delta
$$

For the second claim, if $\Omega$ is nondegenerate then $\omega^{r}$ is injective, and an injective map of finitedimensional vector spaces is an isomorphism; if $\omega^{r}$ is an isomorphism then it is injective, so that $\Omega(-, a)$ is nonzero for all nonzero $a \in A$ and $\Omega$ is nondegenerate.
Lemma A.3. There is an equivalence

$$
\begin{aligned}
\operatorname{RMod}_{v_{A}}(\mathcal{C}) & \simeq \operatorname{RCoMod}_{A}(\mathcal{C}) \\
\left(V, \nabla_{V}\right) & \mapsto\left(V,\left(\nabla_{V} \otimes \mathrm{Id}\right) \circ\left(\mathrm{Id} \otimes \operatorname{coev}^{\prime}\right)\right) \\
\left(V, \mathrm{ev}^{\prime} \circ\left(\Delta_{V} \otimes \mathrm{Id}\right)\right) & \leftrightarrow\left(V, \Delta_{V}\right)
\end{aligned}
$$

Proof. This is straightforward on drawing the appropriate diagrams in the diagrammatic calculus and applying the snake identity.

## A.1. Comodules to modules.

Lemma A.4. Let $B$ be an algebra object in $\mathcal{C}$ and $F: \operatorname{RMod}_{B}(\mathcal{C}) \rightarrow \mathcal{C}$ the forgetful functor. There is an isomorphism

$$
\operatorname{End}_{\mathcal{C}}(F) \cong B
$$

Proof. Consider an element $\alpha \in \operatorname{End}_{\mathcal{C}}(F)$. For any $b \in B$, we have that acting by $b$ defines a morphism $B \rightarrow B$ in $\operatorname{RMod}_{B}(\mathcal{C})$. Then naturality of $\alpha$ means that we require $\alpha_{B}: B \rightarrow B$ commute with all such endomorphisms, so $\alpha_{B}$ is $B$-linear. Therefore it corresponds to multiplication by some element of $B$, specifically the element $\alpha_{B}\left(1_{B}\right)$. Moreover, for any $B$-module $M$, we have that the action map $M \otimes B \rightarrow M$ is a map of right $B$-modules. Then we have, using that $\alpha$ is an endomorphism of $F$ as a functor of $\mathcal{C}$-modules, that $\alpha_{M \otimes B}=\operatorname{Id}_{M} \otimes \alpha_{B}$. Putting this into the naturality square for the action map, we have that the following commutes:

where one route round the diagram is $\alpha_{M}$, and the other direction is given by acting by the element $\alpha_{B}\left(1_{B}\right)$. This says that the entire natural transformation $\alpha$ is determined by $\alpha_{B}$, which is equivalent to an element of $B$.

Lemma A.5. There is an equivalence

$$
\left\{\begin{array}{c}
\text { Algebra homomorphisms } \\
\varphi: A \rightarrow B
\end{array}\right\} \stackrel{1: 1}{\longleftrightarrow}\left\{\begin{array}{c}
\text { Functors } \operatorname{RMod}_{B}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C}) \\
\text { of left } \mathcal{C} \text {-module categories which } \\
\text { commute with forgetful functors to } \mathcal{C}
\end{array}\right\}
$$

Proof. Let us first consider functors $F: \operatorname{RMod}_{B}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C})$. These are equivalent to the data of a functor $\hat{F}: \operatorname{RMod}_{B}(\mathcal{C}) \rightarrow \mathcal{C}$ together with a homomorphism $A \rightarrow \operatorname{End}(\hat{F})$. That is, specifying $F$ is equivalent to specifying the underlying objects of $F$, and then coherently specifying the $A$-module structures. Suppose moreover that $F$ is a functor of left $\mathcal{C}$-module categories, then


Figure 21. Functors of interest.
such functors are equivalent to a functor $\hat{F}: \operatorname{RMod}_{B}(\mathcal{C}) \rightarrow \mathcal{C}$ and a homomorphism $A \rightarrow \operatorname{End}_{\mathcal{C}}(\hat{F})$. Finally, assuming that $F$ commutes with forgetful functors to $\mathcal{C}$, we then have that $\hat{F}$ must be the forgetful functor $\operatorname{RMod}_{B}(\mathcal{C}) \rightarrow \mathcal{C}$, and it suffices to specify the homomorphism $A \rightarrow \operatorname{End}_{\mathcal{C}}(\hat{F})$. This is equivalent to a homomorphism $A \rightarrow B$ on applying Lemma A.4.

Lemma A.6. Let $A$ be a bialgebra object in $\mathcal{C}$ which is right dualizable. There is a correspondence

$$
\left\{\begin{array}{c}
\text { Bialgebra pairings } \\
\Omega: A \otimes A \rightarrow \mathbb{1}
\end{array}\right\} \stackrel{1: 1}{\longleftrightarrow}\left\{\begin{array}{c}
\text { Functors } \operatorname{RCoMod} \operatorname{Cod}_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C}) \\
\text { of left } \mathcal{C} \text {-module categories which } \\
\text { commute with forgetful functors to } \mathcal{C}
\end{array}\right\} .
$$

Moreover if $\Omega$ is nondegenerate, it follows that the induced functor is an equivalence.
Proof. The equivalence follows from applying Lemma A.3, and using Lemma A. 5 with $B={ }^{\vee} A$ to see that the functors under consideration are equivalent to homomorphisms $\omega^{r}: A \rightarrow{ }^{\vee} A$. By Lemma A.2, this is equivalent to a pairing $\Omega$, which is nondegenerate if and only if $\omega^{r}$ is an isomorphism. When $\omega^{r}$ is an isomorphism it is clear that the corresponding functor RMod ${ }^{\wedge}(\mathcal{C}) \rightarrow$ $\operatorname{RMod}_{A}(\mathcal{C})$ is an equivalence.

Remark A.7. Given a functor $F: \operatorname{RCoMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C})$, we can compute the corresponding pairing as follows. The functor $F$ must factor through a functor $\operatorname{RMod}^{\vee}{ }_{A}(\mathcal{C}) \rightarrow \operatorname{RMod}_{A}(\mathcal{C})$, which corresponds to $\omega^{r}: A \rightarrow{ }^{\vee} A$ and the pairing is $\mathrm{ev}^{\prime} \circ\left(\operatorname{Id} \otimes \omega^{r}\right)$, where $\omega^{r}$ specifies the $A$-action on ${ }^{\vee} A$, so $\omega^{r}(a)=1 \vee_{A} \triangleleft a$. Notice that this can be re-written as

$$
\operatorname{ev}^{\prime}\left(a, \omega^{r}(b)\right)=\operatorname{ev}^{\prime}\left(\epsilon\left(a_{(1)}\right) a_{(2)}, \omega^{r}(b)\right)=\epsilon\left(a_{(1)}\right) \operatorname{ev}^{\prime}\left(a_{(2)}, \omega^{r}(b)\right)=\epsilon\left(a_{(1)} \operatorname{ev}^{\prime}\left(a_{(2)}, \omega^{r}(b)\right)\right)
$$

using linearity of $\mathrm{ev}^{\prime}, \epsilon$ and the coalgebra axioms. This is simply $\epsilon$ applied to $a_{(1)} \mathrm{ev}^{\prime}\left(a_{(2)}, \omega^{r}(b)\right)$, but this is by definition the $A$-action obtained on applying $F$ to the object $A \in \operatorname{RCoMod}_{A}(\mathcal{C})$ which is $A$ as a coalgebra over itself. It follows that to compute $\Omega$, it suffices to understand this new action of $A$ on itself, and then postcompose with $\epsilon$.
A.2. Modules to comodules. It is notationally convenient in the next lemma to work with $A$ an algebra object in $\mathcal{C}$ and $C$ a coalgebra object in $\mathcal{C}$ (though in our applications we will have $A=C$ is a bialgebra object). We recall that a free module has the property that

$$
\begin{aligned}
\operatorname{Hom}_{A}(M \otimes A, X) & \cong \operatorname{Hom}(M, X) \\
f & \mapsto f \circ(\operatorname{Id} \otimes \eta) \\
\operatorname{act}_{X} \circ(g \otimes \mathrm{Id}) & \leftrightarrow g
\end{aligned}
$$

and a cofree comodule has the property that

$$
\begin{aligned}
\operatorname{Hom}_{C}(Y, N \otimes C) & \cong \operatorname{Hom}(Y, N) \\
f & \mapsto(\operatorname{Id} \otimes \epsilon) \circ f \\
(g \otimes \mathrm{Id}) \circ \operatorname{coact}_{Y} & \leftrightarrow g .
\end{aligned}
$$

Lemma A.8. For $A$ an algebra object and $C$ a coalgebra object in $\mathcal{C}$, there is a correspondence

$$
\Theta:\left\{\begin{array}{c}
\text { Pairings } \\
\Omega: A \otimes C \rightarrow \mathbb{1}
\end{array}\right\} \stackrel{1: 1}{\longleftrightarrow}\left\{\begin{array}{c}
\text { Functors } \operatorname{RMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RCoMod}_{C}(\mathcal{C}) \\
\text { of left } \mathcal{C} \text {-module categories such that } \\
\text { the diagram in Fig. 21 commutes }
\end{array}\right\}: \Pi .
$$

Proof. To obtain a pairing from a functor $F$, we use the image of the identity map $A \rightarrow A \cong \mathbb{1} \otimes A$ under the composite

$$
\operatorname{Hom}(A, A) \cong \operatorname{Hom}_{A}(A \otimes A, \mathbb{1} \otimes A) \xrightarrow{F} \operatorname{Hom}_{C}(A \otimes C, \mathbb{1} \otimes C) \cong \operatorname{Hom}(A \otimes C, \mathbb{1})
$$

So $F$ produces the pairing $\epsilon \circ F(\nabla)$, denoted $\Pi F$.
Conversely, given a pairing $\Omega: A \otimes C \rightarrow \mathbb{1}$, this induces a functor on free modules given by

$$
\begin{gathered}
\operatorname{Hom}_{A}(M \otimes A, N \otimes A) \rightarrow \operatorname{Hom}(M, N \otimes A) \rightarrow \operatorname{Hom}(M \otimes C, N) \rightarrow \operatorname{Hom}_{C}(M \otimes C, N \otimes C) \\
\quad f \mapsto f \circ(\operatorname{Id} \otimes \eta) \mapsto \Omega \circ(f \circ(\operatorname{Id} \otimes \eta) \otimes \mathrm{Id}) \mapsto(\Omega \circ(f \circ(\mathrm{Id} \otimes \eta) \otimes \mathrm{Id}) \otimes \mathrm{Id}) \circ \operatorname{coact}_{M \otimes C} .
\end{gathered}
$$

This defines the functor

$$
\Theta \Omega: \operatorname{RMod}_{A}(\mathcal{C}) \rightarrow \operatorname{RCoMod}_{C}(\mathcal{C})
$$

by colimit-extending, since free modules generate the category $\operatorname{RMod}_{A}(\mathcal{C})$ under colimits. Since the action of $\mathcal{C}$ is cocontinuous (we work at all times in $\operatorname{Pr}$ ), $\Theta \Omega$ is clearly a functor of left $\mathcal{C}$-module categories.

Let us check that $\Pi \Theta=$ Id. Given a pairing $\Omega$, the pairing $\Pi \Theta(\Omega)$ is

$$
(\operatorname{Id} \otimes \epsilon) \circ(\Omega \circ(\nabla \circ(\operatorname{Id} \otimes \eta) \otimes \mathrm{Id}) \otimes \mathrm{Id}) \circ \operatorname{coact}_{A \otimes C}=(\mathrm{Id} \otimes \epsilon) \circ(\Omega \otimes \mathrm{Id}) \circ \operatorname{coact}_{A \otimes C} .
$$

Notice that if the pairing $\Omega$ has the property that

$$
\begin{equation*}
(\operatorname{Id} \otimes \epsilon) \circ(\Omega \otimes \mathrm{Id}) \circ \operatorname{coact}_{A \otimes C}=\Omega \tag{8}
\end{equation*}
$$

then we have shown $\Pi \Theta(\Omega)=\Omega$. However this is always true: we can write (8) as

$$
(\operatorname{Id} \otimes \epsilon) \circ(\Omega \otimes \mathrm{Id}) \circ \operatorname{coact}_{A \otimes C}=(\Omega \otimes \mathrm{Id}) \circ(\operatorname{Id} \otimes \operatorname{Id} \otimes \epsilon) \circ \operatorname{coact}_{A \otimes C}=\Omega
$$

using that $\mathcal{C}$ is a tensor category for the first equality, and using the comodule axioms for the second.

It remains to check that $\Theta \Pi=\mathrm{Id}$. On free objects, the functor $\Theta \Pi(F)$ takes $f: M \otimes A \rightarrow N \otimes A$ to the map

$$
\begin{aligned}
M \otimes C & \xrightarrow{\operatorname{coact}_{M \otimes C}} M \otimes C \otimes C \\
& \xrightarrow{\mathrm{Id} \otimes \eta \otimes \mathrm{Id} \otimes \mathrm{Id}} M \otimes A \otimes C \otimes C \\
& \xrightarrow{f \otimes \mathrm{Id} \otimes \mathrm{Id}} N \otimes A \otimes C \otimes C \\
& \xrightarrow{\mathrm{Id} \otimes F(\nabla) \otimes \mathrm{Id}} N \otimes C \otimes C \\
& \xrightarrow{\epsilon \otimes \mathrm{Id}} N \otimes C .
\end{aligned}
$$

Notice that for $M=A, N=\mathbb{1}, f=\nabla$ then the chain of inner arrows is just $F(\nabla)$, and moreover this is a comodule map so that

$$
\epsilon \circ F(\nabla) \circ \operatorname{coact}_{A \otimes C}=\epsilon \circ \operatorname{coact}_{C} \circ F(\nabla)=F(\nabla) .
$$

In other words, $\Theta \Pi(F)$ sends $\nabla$ to $F(\nabla)$.
More generally, let $f: M \otimes A \rightarrow N \otimes A$ be a map of free $A$-modules. Notice that the composition

is simply $f$. Also note that, since $F$ makes the diagram in Fig. 21 commute, and since the (co)free (co)module functor sends $M \xrightarrow{g} N$ to $g \otimes \mathrm{Id}$, we have that $F(g \otimes \mathrm{Id})=g \otimes \mathrm{Id}$, so that applying $F$ to the above diagram gives that $F(f)$ factors as follows.


Then, since $F$ is a functor of left $\mathcal{C}$-module categories, we have that $F(\operatorname{Id} \otimes \nabla)=\operatorname{Id} \otimes F(\nabla)$. Then $\Theta \Pi(F)$ sends $f$ to

$$
\epsilon \circ F(f) \circ \operatorname{coact}_{M \otimes C}=\epsilon \circ \operatorname{coact}_{M \otimes C} \circ F(f)=F(f)
$$

This establishes that $\Theta \Pi(F)=F$ on free modules, hence $\Theta \Pi(F)=F$ on all modules.
Lemma A.9. Let $A$ be a bialgebra object in $\mathcal{C}$ which is right and left dualizable, $\Omega: A \otimes A \rightarrow \mathbb{1}$ a bialgebra pairing and $\Theta$ as in Lemma A.8. Then $\Theta(\Omega)$ is an equivalence if and only if $\Omega$ is nondegenerate.

Proof. Since $A$ is dualizable it is finite-dimensional, and there are non-canonically isomorphisms $A \cong A^{\vee} \cong{ }^{\vee} A$ of bialgebras. Then by a modified version of Lemma A.3, there is an equivalence $\operatorname{RMod}^{A}(\mathcal{C}) \simeq \operatorname{RCoMod}_{A}(\mathcal{C})$ which sends free modules to cofree comodules. It follows that any comodule is a colimit of cofree comodules. Then since $\Theta(\Omega)$ is a cocontinuous functor making the diagram in Figure 21 commute, it must be essentially surjective.

To check that $\Theta(\Omega)$ is fully faithful it suffices to check that the function

$$
\begin{aligned}
\operatorname{Hom}(M, N \otimes A) & \rightarrow \operatorname{Hom}(M \otimes A, N) \\
f & \mapsto(\operatorname{Id} \otimes \Omega) \circ(f \otimes \operatorname{Id})
\end{aligned}
$$

is a bijection. We notice that this factors as

$$
\begin{aligned}
\operatorname{Hom}(M, N \otimes A) & \rightarrow \operatorname{Hom}\left(M, N \otimes A^{\vee}\right) \stackrel{\cong}{\leftrightarrows} \operatorname{Hom}(M \otimes A, N) \\
f & \mapsto\left(\operatorname{Id} \otimes \omega^{l}\right) \circ f \mapsto(\operatorname{Id} \otimes \mathrm{ev}) \circ\left(\left(\left(\omega^{l} \otimes 1\right) \circ f\right) \otimes \mathrm{Id}\right) .
\end{aligned}
$$

Clearly the above function is a bijection if and only if $\omega^{l}$ is an isomorphism, which is true if and only if $\Omega$ is nondegenerate, by Lemma A.2.

## References

[Abe80] Eiichi Abe. Hopf Algebras. Cambridge Tracts in Mathematics 74. Cambridge: Cambridge University Press, 1980. ISBN: 0-521-22240-0.
[AF15] David Ayala and John Francis. "Factorization Homology of Topological Manifolds". In: J. Topology 8.4 (Dec. 2015), pp. 1045-1084. ISSN: 1753-8416, 1753-8424. DOI: 10.1112/jtopol/jtv028. arXiv: 1206.5522.
[AF20] David Ayala and John Francis. "A Factorization Homology Primer". In: Handbook of Homotopy Theory. 1st ed. CRC Press/Chapman and Hall Handbooks in Mathematics Series. Chapman and Hall/CRC, 2020. ISBN: 978-0-8153-6970-7. arXiv: 1903.10961.
[AG03] Sergey Arkhipov and Dennis Gaitsgory. "Another Realization of the Category of Modules over the Small Quantum Group". In: Advances in Mathematics 173.1 (Jan. 2003), pp. 114-143. ISSN: 00018708. DOI: 10.1016/S0001-8708(02)00016-6. arXiv: math/0010270.
[Alp24] Jarod Alper. "Stacks and Moduli". Feb. 2024. URL: https://sites.math.washington.edu/~jarod/moduli.pdf.
[APK91] Henning Haahr Andersen, Patrick Polo, and Wen Kexin. "Representations of Quantum Algebras". In: Invent. math. 104.1 (Dec. 1991), pp. 1-59. ISSN: 0020-9910, 14321297. DOI: 10.1007/BF01245066.
[Bar05] Clark Barwick. " $(\infty, n)$-Cat as a closed model category". PhD thesis. United States - Pennsylvania: University of Pennsylvania, 2005. ISBN: 9780542005343.
[Bar18] Clark Barwick. "From Operator Categories to Topological Operads". In: Geom. Topol. 22.4 (Apr. 2018), pp. 1893-1959. ISSN: 1364-0380, 1465-3060. DOI: $10.2140 / \mathrm{gt} .2018 .22 .1893$. arXiv: 1302.5756.
[BBJ18a] David Ben-Zvi, Adrien Brochier, and David Jordan. "Integrating Quantum Groups over Surfaces". In: J. Topology 11.4 (Dec. 2018), pp. 874-917. ISSN: 1753-8416, 17538424. DOI: 10.1112/topo.12072. arXiv: 1501.04652.
[BBJ18b] David Ben-Zvi, Adrien Brochier, and David Jordan. "Quantum Character Varieties and Braided Module Categories". In: Sel. Math. New Ser. 24.5 (Nov. 2018), pp. 4711-4748. ISSN: 1022-1824, 1420-9020. DOI: 10.1007/s00029-018-0426-y. arXiv: 1606.04769.
[BCGP16] Christian Blanchet, Francesco Costantino, Nathan Geer, and Bertrand PatureauMirand. "Non-Semi-Simple TQFTs, Reidemeister Torsion and Kashaev's Invariants". In: Advances in Mathematics 301 (Oct. 2016), pp. 1-78. ISSN: 00018708. DOI: 10.1016/j.aim.2016.06.003. arXiv: 1404.7289.
[BD95] John C. Baez and James Dolan. "Higher-Dimensional Algebra and Topological Quantum Field Theory". In: Journal of Mathematical Physics 36.11 (Nov. 1995), pp. 6073-6105. ISSN: 0022-2488, 1089-7658. DOI: 10.1063/1.531236. arXiv: q-alg/9503002.
[BFG07] John W. Barrett, João Faria Martins, and J. Manuel García-Islas. "Observables in the Turaev-Viro and Crane-Yetter Models". In: Journal of Mathematical Physics 48.9 (Sept. 2007), p. 093508. ISSN: 0022-2488, 1089-7658. DOI: 10.1063/1. 2759440. arXiv: math/0411281.
[BFN10] David Ben-Zvi, John Francis, and David Nadler. "Integral Transforms and Drinfeld Centers in Derived Algebraic Geometry". In: J. Amer. Math. Soc. 23.4 (Apr. 2010), pp. 909-966. ISSN: 08940347. DOI: 10.1090/S0894-0347-10-00669-7. arXiv: 0805.0157.
[BHMV95] Christian Blanchet, Nathan Habegger, Gregor Masbaum, and Pierre Vogel. "Topological Quantum Field Theories Derived from the Kauffman Bracket". In: Topology 34.4 (Oct. 1995), pp. 883-927. ISSN: 00409383. DOI: 10.1016/0040-9383(94)00051-4.
[BJS21] Adrien Brochier, David Jordan, and Noah Snyder. "On Dualizability of Braided Tensor Categories". In: Compositio Math. 157.3 (Mar. 2021), pp. 435-483. DOI: 10.1112/S0010437X20007630. arXiv: 1804.07538.
[BJSS21] Adrien Brochier, David Jordan, Pavel Safronov, and Noah Snyder. "Invertible Braided Tensor Categories". In: Algebr. Geom. Topol. 21.4 (Aug. 2021), pp. 21072140. DOI: 10.2140/agt.2021.21.2107. arXiv: 2003.13812.
[Bro13] Adrien Brochier. "Cyclotomic Associators and Finite Type Invariants for Tangles in the Solid Torus". In: Algebr. Geom. Topol. 13.6 (Oct. 2013), pp. 3365-3409. ISSN: 1472-2739, 1472-2747. DOI: 10.2140/agt.2013.13.3365. arXiv: 1209.0417.
[Bro67] Ronald Brown. "Groupoids and Van Kampen's Theorem". In: Proceedings of the London Mathematical Society s3-17.3 (July 1967), pp. 385-401. ISSN: 00246115. DOI: 10.1112/plms/s3-17.3.385.
[BW16] Francis Bonahon and Helen Wong. "Representations of the Kauffman Bracket Skein Algebra I: Invariants and Miraculous Cancellations". In: Invent. math. 204.1 (Apr. 2016), pp. 195-243. ISSN: 0020-9910, 1432-1297. DOI: 10.1007/s00222-015-0611-y. arXiv: 1206.1638.
[CGP14] Francesco Costantino, Nathan Geer, and Bertrand Patureau-Mirand. "Quantum Invariants of 3-Manifolds via Link Surgery Presentations and Non-Semi-Simple Categories". In: J. Topology 7.4 (Dec. 2014), pp. 1005-1053. ISSN: 17538416. DOI: 10.1112/jtopol/jtu006. arXiv: 1202.3553.
[CGP15a] Francesco Costantino, Nathan Geer, and Bertrand Patureau-Mirand. "Relations between Witten-Reshetikhin-Turaev and non semi-simple $\mathfrak{s l}(2)$ 3-manifold invariants". In: Algebr. Geom. Topol. 15.3 (June 2015), pp. 1363-1386. ISSN: 1472-2739, 14722747. DOI: 10.2140/agt.2015.15.1363. arXiv: 1310. 2735.
[CGP15b] Francesco Costantino, Nathan Geer, and Bertrand Patureau-Mirand. "Some remarks on the unrolled quantum group of $\mathfrak{s l}(2)$ ". In: Journal of Pure and Applied Algebra 219.8 (Aug. 2015), pp. 3238-3262. ISSN: 00224049. DOI: 10.1016/j.jpaa.2014.10.012. arXiv: 1406.0410 .
[CGP23] Francesco Costantino, Nathan Geer, and Bertrand Patureau-Mirand. Admissible Skein Modules. Feb. 2023. arXiv: 2302.04493.
[Coo23] Juliet Cooke. "Excision of Skein Categories and Factorisation Homology". In: Advances in Mathematics 414 (Feb. 2023), p. 108848. ISSN: 00018708. DOI: 10.1016/j.aim.2022.108848. arXiv: 1910.02630.
[CP94] Vyjayanthi Chari and Andrew Pressley. A Guide to Quantum Groups. Cambridge ; New York, N.Y: Cambridge University Press, 1994. ISBN: 978-0-521-43305-1.
[CY93] Louis Crane and David Yetter. "A Categorical Construction of 4d Topological Quantum Field Theories". In: Series on Knots and Everything. Vol. 3. WORLD SCIENTIFIC, Sept. 1993, pp. 120-130. ISBN: 978-981-02-1544-6 978-981-279-638-7. DOI: 10.1142/9789812796387_0005. arXiv: hep-th/9301062.
[DGGPR22] Marco De Renzi, Azat M. Gainutdinov, Nathan Geer, Bertrand PatureauMirand, and Ingo Runkel. "3-Dimensional TQFTs from Non-Semisimple Modular Categories". In: Sel. Math. New Ser. 28.2 (Jan. 2022). Doi: 10.1007/s00029-021-00737-z. arXiv: 1912.02063.
[DM82] Pierre Deligne and James S. Milne. "Tannakian Categories". In: Hodge Cycles, Motives, and Shimura VarietiesLecture Notes in Mathematics. Lecture Notes in Mathematics. Heidelberg: Springer Berlin, 1982, pp. 101-228. ISBN: 978-3-540-11174-0.
[DN13] Alexei Davydov and Dmitri Nikshych. "The Picard crossed module of a braided tensor category". In: Algebra Number Theory 7.6 (Sept. 2013), pp. 1365-1403. DOI: 10.2140/ant.2013.7.1365. arXiv: 1202.0061.
[DSS19] Christopher L. Douglas, Christopher Schommer-Pries, and Noah Snyder. "The Balanced Tensor Product of Module Categories". In: Kyoto J. Math. 59.1 (Apr. 2019). ISSN: 2156-2261. DOI: 10.1215/21562261-2018-0006. arXiv: 1406.4204.
[EGNO15] Pavel Etingof, Shlomo Gelaki, Dmitri Nikshych, and Victor Ostrik. Tensor Categories. Mathematical Surveys and Monographs volume 205. Providence, Rhode Island: American Mathematical Society, 2015. ISBN: 978-1-4704-2024-6.
[Enr08] Benjamin Enriquez. "Quasi-Reflection Algebras and Cyclotomic Associators". In: Sel. Math. New Ser. 13.3 (Feb. 2008), pp. 391-463. DOI: 10.1007/s00029-007-0048-2. arXiv: math/0408035.
[FKL18] Charles Frohman, Joanna Kania-Bartoszynska, and Thang Lê. "Unicity for Representations of the Kauffman Bracket Skein Algebra". In: Invent. math. 215.2 (Oct. 2018), pp. 609-650. DOI: 10.1007/s00222-018-0833-x. arXiv: 1707.09234.
[FMT23] Daniel S. Freed, Gregory W. Moore, and Constantin Teleman. Topological Symmetry in Quantum Field Theory. Apr. 2023. arXiv: 2209.07471.
[Fra13] John Francis. "The tangent complex and Hochschild cohomology of $E_{n}$-rings". In: Compositio Math. 149.3 (Mar. 2013), pp. 430-480. ISSN: 0010-437X, 1570-5846. DOI: 10.1112/S0010437X12000140. arXiv: 1104.0181.
[Fre17] Benoit Fresse. Homotopy of Operads and Grothendieck-Teichmüller Groups. Mathematical Surveys and Monographs volume 217. Providence, Rhode Island: American Mathematical Society, 2017. ISBN: 978-1-4704-3481-6 978-1-4704-3482-3.
[FT14] Daniel S. Freed and Constantin Teleman. "Relative Quantum Field Theory". In: Commun. Math. Phys. 326.2 (Jan. 2014), pp. 459-476. DOI: 10.1007/s00220-013-1880-1. arXiv: 1212.1692.
[Gai15] Dennis Gaitsgory. "Sheaves of Categories and the Notion of 1-Affineness". In: Contemporary Mathematics. Ed. by Tony Pantev, Carlos Simpson, Bertrand Toën, Michel Vaquié, and Gabriele Vezzosi. Vol. 643. Providence, Rhode Island: American Mathematical Society, 2015, pp. 127-225. ISBN: 978-1-4704-1557-0 978-1-4704-25685. DOI: $10.1090 /$ conm/643/12899.
[Gin15] Grégory Ginot. "Notes on Factorization Algebras, Factorization Homology and Applications". In: Mathematical Aspects of Quantum Field Theories. Mathematical Physics Studies. Springer Cham, 2015, pp. 429-552. DOI: 10.1007/978-3-319-09949-1_13. arXiv: 1307.5213.
[GJS23] Sam Gunningham, David Jordan, and Pavel Safronov. "The Finiteness Conjecture for Skein Modules". In: Invent. math. 232.1 (Apr. 2023), pp. 301-363. IssN: 00209910, 1432-1297. DOI: 10.1007/s00222-022-01167-0. arXiv: 1908.05233.
[GJS24] Iordan Ganev, David Jordan, and Pavel Safronov. "The Quantum Frobenius for Character Varieties and Multiplicative Quiver Varieties". In: J. Eur. Math. Soc. (Feb. 2024). DOI: 10.4171/JEMS/1427. arXiv: 1901.11450.
[GPT09] Nathan Geer, Bertrand Patureau-Mirand, and Vladimir Turaev. "Modified Quantum Dimensions and Re-Normalized Link Invariants". In: Compositio Math. 145.1 (Jan. 2009), pp. 196-212. ISSN: 0010-437X, 1570-5846. DOI: 10.1112/S0010437X08003795. arXiv: 0711.4229.
[GS18] Owen Gwilliam and Claudia Scheimbauer. Duals and Adjoints in Higher Morita Categories. June 2018. arXiv: 1804. 10924.
[Hau17] Rune Haugseng. "The higher Morita category of $\mathbb{E}_{n}$-algebras". In: Geom. Topol. 21.3 (May 2017), pp. 1631-1730. ISSN: 1364-0380, 1465-3060. DOI: $10.2140 / \mathrm{gt} .2017 .21 .1631$. arXiv: 1412.8459.
[Hau18] Rune Haugseng. "Iterated Spans and Classical Topological Field Theories". In: Math. Z. 289.3-4 (Aug. 2018), pp. 1427-1488. ISSN: 0025-5874, 1432-1823. DOI: 10.1007/s00209-017-2005-x. arXiv: 1409.0837.
[Hau23] Rune Haugseng. Some Remarks on Higher Morita Categories. Sept. 2023. arXiv: 2309.09761.
[Hen96] Mark Hennings. "Invariants of Links and 3-Manifolds Obtained from Hopf Algebras". In: Journal of the London Mathematical Society 54.3 (Dec. 1996), pp. 594624. ISSN: 00246107. DOI: 10.1112/jlms/54.3.594.
[Joh21] Theo Johnson-Freyd. "Heisenberg-Picture Quantum Field Theory". In: Representation Theory, Mathematical Physics, and Integrable Systems. Ed. by Anton Alekseev, Edward Frenkel, Marc Rosso, Ben Webster, and Milen Yakimov. Vol. 340. Cham: Springer International Publishing, 2021, pp. 371-409. ISBN: 978-3-030-78147-7 978-$3-030-78148-4$. arXiv: 1508.05908.
[JS17] Theo Johnson-Freyd and Claudia Scheimbauer. "(Op)Lax Natural Transformations, Twisted Quantum Field Theories, and "Even Higher" Morita Categories". In: Advances in Mathematics 307 (Feb. 2017), pp. 147-223. ISSN: 00018708. DOI: 10.1016/j.aim.2016.11.014. arXiv: 1502.06526.
[KK22] Hiroaki Karuo and Julien Korinman. Azumaya Loci of Skein Algebras. Nov. 2022. arXiv: 2211. 13700.
[KS22] Artem Kalmykov and Pavel Safronov. "A Categorical Approach to Dynamical Quantum Groups". In: Forum of Mathematics, Sigma 10 (2022). DOI: 10.1017/fms.2022.68. arXiv: 2008.09081.
[Lau20] Robert Laugwitz. "The Relative Monoidal Center and Tensor Products of Monoidal Categories". In: Commun. Contemp. Math. 22.08 (Dec. 2020), p. 1950068. ISSN: 0219-1997, 1793-6683. DOI: 10.1142/s0219199719500688. arXiv: 1803.04403.
[Lor21] Fosco Loregian. (Co)End Calculus. London Mathematical Society Lecture Note Series. Cambridge: Cambridge University Press, 2021. ISBN: 978-1-108-74612-0. DOI: 10.1017/9781108778657. arXiv: 1501.02503.
[Lur08] Jacob Lurie. "On the Classification of Topological Field Theories". In: Current Developments in Mathematics 2008.1 (2008), pp. 129-280. DOI: 10.4310/CDM. 2008.v2008.n1.a3. arXiv: 0905.0465.
[Lur09a] Jacob Lurie. $(\infty, 2)$-Categories and the Goodwillie Calculus I. May 2009. arXiv: 0905.0462.
[Lur09b] Jacob Lurie. Higher Topos Theory. Princeton, N.J: Princeton University Press, 2009. ISBN: 978-0-691-14049-0. arXiv: math/0608040.
[Lur17] Jacob Lurie. Higher Algebra. Sept. 2017.
URL: http://people.math.harvard.edu/~lurie/papers/HA.pdf.
[Lur18] Jacob Lurie. Spectral Algebraic Geometry. Feb. 2018. URL: https://math.harvard.edu/~lurie/papers/SAG-rootfile.pdf.
[Lus10] George Lusztig. Introduction to Quantum Groups. Boston: Birkhäuser Boston, 2010. ISBN: 978-0-8176-4716-2 978-0-8176-4717-9. DOI: 10.1007/978-0-8176-4717-9.
[Lus90a] George Lusztig. "Finite Dimensional Hopf Algebras Arising From Quantized Universal Enveloping Algebras". In: J. Amer. Math. Soc. 3.1 (Jan. 1990), p. 257. ISsN: 08940347. DOI: 10.2307/1990988. JSTOR: 1990988.
[Lus90b] George Lusztig. "Quantum Groups at Roots of 1". In: Geom Dedicata 35.1 (Sept. 1990), pp. 89-113. ISSN: 1572-9168. DOI: 10.1007/BF00147341.
[Lyu95a] Volodymyr Lyubashenko. "Invariants of 3-Manifolds and Projective Representations of Mapping Class Groups via Quantum Groups at Roots of Unity". In: Commun.Math. Phys. 172.3 (Sept. 1995), pp. 467-516. ISSN: 0010-3616, 1432-0916. DOI: 10.1007/BF02101805. arXiv: hep-th/9405167.
[Lyu95b] Volodymyr Lyubashenko. "Modular Properties of Ribbon Abelian Categories". In: Symposia Gaussiana. Conference A: Mathematics and Theoretical Physics. Ed. by Minaketan Behara, Rudolf Fritsch, and Rubens G. Lintz. De Gruyter, Dec. 1995, pp. 529-580. ISBN: 978-3-11-014476-5. DOI: 10.1515/9783110886726.529. arXiv: hep-th/9405168.
[Lyu99] Volodymyr Lyubashenko. Squared Hopf Algebras. Vol. 142. Memoirs of the American Mathematical Society. American Mathematical Society, 1999. ISBN: 978-0-8218-13614 978-0-8218-6400-5 978-1-4704-0268-6. DOI: 10.1090/memo/0677.
[Mar08] Martin Markl. "Operads and PROPs". In: Handbook of Algebra. Ed. by M. Hazewinkel. Vol. 5. North-Holland, Jan. 2008, pp. 87-140. DOI: 10.1016/S1570-7954(07)05002-4.
[May72] J. Peter May. The Geometry of Iterated Loop Spaces. Vol. 271. Lecture Notes in Mathematics. Berlin, Heidelberg: Springer, 1972. ISBN: 978-3-540-05904-2 978-3-540-37603-3. DOI: 10.1007/BFb0067491.
[Neg21] Cris Negron. "Log-Modular Quantum Groups at Even Roots of Unity and the Quantum Frobenius I". In: Commun. Math. Phys. 382.2 (Feb. 2021), pp. 773-814. DOI: 10.1007/s00220-021-04012-2. arXiv: 1812.02277.
[Neg23a] Cris Negron. Quantum Frobenius and Modularity for Quantum Groups at Arbitrary Roots of 1. Nov. 2023. arXiv: 2311.13797.
[Neg23b] Cris Negron. Revisiting the Steinberg Representation at Arbitrary Roots of 1. June 2023. arXiv: 2306.14453.
[nLa23] nLab authors. "Looping in nLab". Jan. 2023. URL: https://ncatlab.org/nlab/revision/looping/26.
[Rez00] Charles Rezk. "A Model for the Homotopy Theory of Homotopy Theory". In: Trans. Amer. Math. Soc. 353.3 (June 2000), pp. 973-1007. ISSN: 0002-9947, 1088-6850. DOI: 10.1090/S0002-9947-00-02653-2.
[Rie16] Emily Riehl. Category Theory in Context. Aurora: Dover Modern Math Originals. Mineola, New York: Dover Publications, 2016. ISBN: 978-0-486-80903-8.
[Riv72] Neantro Saavedra Rivano. "Catégories tannakiennes". In: Bulletin de la Société Mathématique de France 100 (1972), pp. 417-430. ISSN: 0037-9484.
[RT90] Nicolai Y. Reshetikhin and Vladimir G. Turaev. "Ribbon Graphs and Their Invaraints Derived from Quantum Groups". In: Commun.Math. Phys. 127.1 (Jan. 1990), pp. 1-26. ISSN: 0010-3616, 1432-0916. DOI: 10.1007/BF02096491.
[RT91] Nicolai Y. Reshetikhin and Vladimir G. Turaev. "Invariants of 3-Manifolds via Link Polynomials and Quantum Groups". In: Invent Math 103.1 (Dec. 1991), pp. 547597. ISSN: 0020-9910, 1432-1297. DOI: 10.1007/BF01239527.
[Sch14] Claudia Isabella Scheimbauer. "Factorization Homology as a Fully Extended Topological Field Theory". PhD thesis. ETH Zurich, 2014.
[Sch18] Daniel Schäppi. "Which Abelian Tensor Categories Are Geometric?" In: Journal für die reine und angewandte Mathematik (Crelles Journal) 2018.734 (Jan. 2018),
pp. 145-186. ISSN: 1435-5345, 0075-4102. DOI: 10.1515/crelle-2014-0053. arXiv: 1312.6358.
[Shi19] Kenichi Shimizu. "Non-Degeneracy Conditions for Braided Finite Tensor Categories". In: Advances in Mathematics 355 (Oct. 2019), p. 106778. DOI: $10.1016 / \mathrm{j} . \operatorname{aim} .2019 .106778$. arXiv: 1602.06534.
[Shi23] Kenichi Shimizu. "Pivotal Structures of the Drinfeld Center of a Finite Tensor Category". In: Journal of Pure and Applied Algebra 227.7 (July 2023), p. 107321. DOI: 10.1016/j.jpaa.2023.107321. arXiv: 1608.05905.
[Sta22] Stacks project authors. Section 100.6 (04YA): Quasi-Compact Algebraic StacksThe Stacks Project. Aug. 2022.
URL: https://stacks.math.columbia.edu/tag/04YA.
[Ste23] Germán Stefanich. Tannaka Duality and 1-Affineness. Nov. 2023. arXiv: 2311.04515.
[Swe69] Moss Sweedler. Hopf Algebras. New York, NY: W. A. Benjamin, 1969. IsBn: 978-0-8053-9255-5.
[Tak02] Mitsuhiro Takeuchi. "A Short Course on Quantum Matrices". In: New Directions in Hopf Algebras. Ed. by Susan Montgomery and Hans-Jürgen Schneider. Vol. 43. MSRI Publications. Cambridge University Press, 2002. ISBN: 0-521-81512-6.
[Tot04] Burt Totaro. "The Resolution Property for Schemes and Stacks". In: Journal für die reine und angewandte Mathematik (Crelles Journal) 2004.577 (Jan. 2004), pp. 1-22. DOI: 10.1515/crll.2004.2004.577.1. arXiv: math/0207210.
[TV03] Bertrand Toen and Gabriele Vezzosi. "From HAG to DAG: Derived Moduli Spaces". In: Axiomatic, Enriched and Motivic Homotopy Theory. Ed. by J.P.C. Greenlees. Vol. 131. NATO Science Series. Dordrecht: Springer, Jan. 2003. IsBN: 978-94-007-0948-5. DOI: 10.1007/978-94-007-0948-5_6. arXiv: math/0210407.
[TV08] Bertrand Toen and Gabriele Vezzosi. Homotopical Algebraic Geometry II: Geometric Stacks and Applications. Vol. 193. Memoirs of the American Mathematical Society. Amer. Math. Soc., 2008. ISBN: 978-1-4704-0508-3. arXiv: math/0404373.
[Van23] Jackson Van Dyke. Projective Symmetries of Three-Dimensional TQFTs. Nov. 2023. arXiv: 2311.01637.
[Wal06] Kevin Walker. "TQFTs". May 2006. URL: https://canyon23.net/math/tc.pdf.
[Wat79] William C. Waterhouse. Introduction to Affine Group Schemes. Graduate Texts in Mathematics 66. New York: Springer-Verlag, 1979. ISBN: 978-0-387-90421-4.
[Wis75] Manfred B. Wischnewsky. "On Linear Representations of Affine Groups. I." In: Pacific Journal of Mathematics 61.2 (Jan. 1975), pp. 551-572. ISSN: 0030-8730.
[Wit89] Edward Witten. "Quantum Field Theory and the Jones Polynomial". In: Communications in Mathematical Physics 121.3 (Jan. 1989), pp. 351-399. ISSN: 0010-3616, 1432-0916.

[^0]
[^0]:    School of Mathematics, University of Edinburgh, Edinburgh, UK
    Email address: P.Kinnear@ed.ac.uk

