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Abstract

I study a repeated binary-action supermodular game with endogenous exit where
many short-lived agents attempt to coordinate a revolt against a regime. The regime un-
dertakes costly actions to increase the short-run players’ coordination frictions, though
acts only after if the revolt is unsuccessful, inducing a lack-of-commitment problem.
In the complete-information repeated game, a folk theorem holds, with payoff multi-
plicity arising due to both the regime’s dynamic incentives and agents’ stage-game
strategic complementarities. Neither the regime’s reputational incentives nor belief
dispersion among agents (via global-games type uncertainty) alone meaningfully re-
fine the equilibrium payoff set. Together, though, the interaction between these two
forces uniquely select the regime’s highest payoff in equilibrium. Furthermore, under a
Markov refinement, they select a unique equilibrium where the regime plays their opti-
mal commitment action. Methodologically, I develop tools to analyze repeated games
with endogenous exit where the regime’s commitment action flexibly varies with their
discount rate.
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1 Introduction

Consider the problem faced by an autocrat who wishes to forestall regime change among

a population of N citizens. The populace, while discontent with the government, view rev-

olution as risky: they prefer a successful revolution to the status quo, but fear punishment

from the regime if their uprising is quashed. The regime is only strong enough to defend

against a revolution consisting of θ ≤ N agents, where the value of θ is known and fixed.

However, the regime can attempt to increase the populace’s fear of failed revolution by flex-

ibly choosing the punishment c if inflicts on unsuccessful rebels. Suppose for concreteness

that agents payoffs from attacking are given by











1 if #{Other Attackers} ≥ θ − 1

−c else

while payoffs from not revolting are normalized to 0. This induces a pure coordination game:

for any nonnegative value of c, there exist multiple equilibria, including extremal equilibria

where everyone (and no one) revolts, inducing both equilibrium and payoff indeterminancy.

However, in every (static, pure-strategy) equilibrium, the regime never exercises the option

to change c: either everyone attacked, and variation in c would not have affected an over-

whelming revolution, or no one attacked, and there was no reason to punish the population.

In practice, authoritarian regimes often do harshly punish dissidents and those they sus-

pect of anti-regime behavior,1 even when doing so can be costly to themselves (in the form of

international sanctions, costly investment in prisons, etc.). One potential rationalization for

cruel punishments is that punishment today may signal a commitment to future punishment,

which can then deter revolution. Indeed, if the regime interacts repeatedly with the popula-

tion, then there exist equilibria in which the regime chooses to harshly punish dissidents, but

revolutions are rare. This explanation, however, can be incomplete or unsatisfying for a few

reasons. First, the equilibrium multiplicity problem from the static case is significantly ex-

acerbated with repeated incentives. Second, agents perfectly coordinate: at any time t, either

everyone or no one attacks in equilibrium, which both contradicts empirical evidence about

revolts and requires that c is observed even if no one attacks. Third, because the regime has

no uncertainty, the repeated-games equilibrium where c > 0 do not capture the signalling

intuition behind the deterrent effect that is often articulated to rationalize harsh dissident

punishments. Finally, it supposes play continues after a successful revolution, contrasting

1For example, journalists in China have documented collective punishment regimes for families of dissi-
dents (see Yang (2024)); repression of dissidents by Vladimir Putin in Russia in well documented (see Litvina
(2024)), and more.
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with the intuition that successful revolts (permanently) end the current institutional regime

(and often execute the autocrats they revolted against).

I construct a novel repeated global game with exit to help ameliorate these concerns and

make progress in understanding reputation effects in repeated coordination games. Specifi-

cally, I analyze a model where a long-lived regime repeatedly interacts with a continuum of

short-lived agents. Agents face aggregate uncertainty along three dimensions: the fundamen-

tal θ and other agents’ actions, parametricized by a normal-normal global games (following

Morris and Shin (2003)) information structure, and the regime’s strategy, represented by un-

certainty over whether the regime is rational or one of several commitment types (following

Fudenberg and Levine (1989)). The regime chooses a punishment c each time a revolution

is unsuccessful at cost κ(c) to themselves, and faces a lack-of-commitment problem spurred

by both the timing of their action and the fact successful revolt ends the game. This formu-

lation of the double perturbation of reputation and global games (relative to the complete

information baseline), preserve the core dynamic and strategic tradeoffs autocrats and rebels

face in regime-change games while lending itself towards results more in-line with standard

economic and political intuition.

I prove three main results towards this end. First, Proposition 2 shows that the long-run

player’s optimal commitment action is increasing in their discount rate, highlighting how the

probability of exit – which is decreasing in the mass of agents attacking (and hence, the cost

c) – can cause dynamic spillovers in the repeated game that incentivize harsher punishments

and aggregate the lack-of-commitment problem. This parsimoniously captures the political

intuition that autocratic regimes which are more stable or which have less hedonistic leaders

have “more to lose” from revolt and thus engage in harsher crackdowns, even for a fixed

stage game. However, it complicates further analysis: at any history where the regime plays

their commitment action, both their maximal deviation value and equilibrium continuation

payoff increase in the discount rate, making it hard to simplify incentive constraints.

To get around this problem, Theorem 1 directly leverages the global games structure of

the stage game to obtain a uniform bound on the value of commitment, and then uses it to

establish a unique Markov equilibrium exists, where the regime pools on the commitment

type in every period and thus attains exactly their commitment payoff. This result holds

away from the limit: it requires only that the regime sufficiently patient and the idiosyn-

cratic global noise is sufficiently small. Finally, Theorem 2 considers general pure strategy

Nash equilibria, and establish a limiting payoff selection result: the proportion of surplus

the regime loses relative to the commitment baseline vanishes in every equilibrium. The exit

structure complicates the proof of this result because the effective discount rate varies en-

dogenously with the regime’s action, and in particular implies that normalizing stage-game
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payoffs by (1 − δ) causes regime payoffs under every strategy profile to vanish. Thus, I need

to consider instead the entire profile of non-normalized discounted payoffs, and bound the

(non-vanishing) deviation payoff today as the discount rate approaches 1. Consequently,

Theorem 2 not only establishes a payoff-selection result somewhat analogous to canonical

ones a la Fudenberg and Levine (1989), but also speaks to the rate of convergence of the

(time-average) payoffs to the commitment payoff.

Theorems 1 and 2 hinge crucially on the delicate interaction between the regime’s dy-

namic reputational incentives and the stage game’s dispersed belief structure, and removing

either feature leads to a qualitatively different regime equilibrium payoff set. Specifically,

Proposition 3 establishes a folk theorem in the auxiliary repeated game where the regime

faces reputational incentives but agents do not face strategic uncertainty about others’ ac-

tions, and proves the equilibrium payoff set is invariant to a Markov refinement. Proposition

4 similarly establishes (under a suitable boundary condition on κ) that payoff multiplicity

prevails in the repeated global game whenever the regime does not have reputational in-

centives, but shows the unique Markov equilibrium is the worst equilibrium for the regime

(where agents attack in every period). Against these baselines, Theorem 1 can also be inter-

preted as either saying (1) that global games select for a unique equilibrium among the set of

Markov equilibrium in a repeated global game with reputation, or (2) that reputation effects

can dramatically increase long-run player payoffs in repeated, Markovian global games.

Table 1 below summarizes both the main results of the paper and the way results change

when various ingredients in the model are modified or removed.

Refinement Information Structure No Reputation Reputation
No Markov No Global Game Folk Theorem Folk Theorem
No Markov Global Game Folk Theorem Best Payoff

Markov No Global Game Worst Equilibrium Folk Theorem
Markov Global Game Worst Equilibrium Best Equilibrium

The rest of this paper is organized as follows. The remainder of this section details

related literature. Section 2 introduces the formal model. Section 3 characterizes the value

of commitment and establishes comparative baselines to the main model. Section 4 proves

the main uniqueness results. Section 5 concludes.

1.1 Related Literature

A large and fruitful literature on global games has analyzed the effect of dispersed uncer-

tainty as a tool for equilibrium selection in supermodular games. Carlsson and van Damme

(1993) first proved equilibrium selection for two-player investment games, with Frankel et al.
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(2003) extending the small-noise perturbation to general games. Morris and Shin (1998) con-

sider a regime-change game, motivated by speculative currency attacks, and derive equilib-

rium uniqueness for this setting. The survey by Morris and Shin (2003) discuss generaliza-

tions to public information and a continuum of agents. Angeletos et al. (2006) suppose a (pri-

vately informed) regime can first take a costly investment action, and show the corresponding

signalling game may lead to equilibrium multiplicity in the global game. In contrast, Edmond

(2013) allow the regime to engage in “signal-jamming” of agents’ private information, and

show this endogeneity preserves equilibrium uniqueness. Inostroza and Pavan (2024) char-

acterize the (unique) equilibrium when the regime can flexibly (but costlessly) design an

additional public signal, supposing agents play the most aggressive profile whenever there

are multiple rationalizable strategies. Jann and Schottmuller (2021) analyze a global game

where the regime’s investments are unobservable and show no agent attacks in the unique

equilibrium. Finally, Morris and Shadmehr (2023) suppose an activist seeking to encourage

revolt can change individual agents’ payoffs to incentivize attacking, and characterize the

solution of the joint screening and global game problem. I contribute to this literature by

characterizing equilibrium in a global game of regime change where the regime directly and

flexibly manipulates the agent’s cost of failed attack (and thus the coordination friction).

Several papers have also analyzed the equilibrium set of repeated and dynamic global

games. Giannitsarou and Toxvaerd (2003) identify a class of (finitely) repeated global games

with dynamic linkages which admit a unique Markov equilibria. Chassang (2010) analyzes

a dynamic investment game with endogenous exit and jointly leverage the global games

information structure and strategic nature of exit to characterize the (nonunique) equilibrium

set. Angeletos et al. (2007) analyze a repeated global game of regime change without exit and

a persistent fundamental θ, and show how complementarities in experimentation result in

equilibrium multiplicity with rich behavioral dynamics; Angeletos and Pavan (2013) isolate

characteristics of these equilibria which are independent of equilibrium selection. Finally,

Huang (2017) adds reputation to the baseline model of Angeletos et al. (2007) and show

reputation selects the regime’s best equilibrium in this setting: no player attacks, and the

regime never need to defend the currency peg. Because equilibrium multiplicity is driven

by the dynamic experimentation value of learning the (fixed) state, uniqueness is driven

by “bad-reputation” (a la Ely and Valimaki (2003)) type considerations. In contrast, θ is

drawn i.i.d. across time in my model, so (short-run) multiplicity is driven completely by the

desire for coordination; thus, reputation effects alone do not refine the regime’s payoff set.

Moreover, a positive mass of agents attack in each period in equilibrium, so punishment

occurs on path and the regime can build their reputation, unlike in Huang (2017).

My model also connects to the reputation literature which is methodologically distinct
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but shares the telos of selecting intuitive strategies in games with a large degree of equi-

librium multiplicity. Kreps and Wilson (1982) and Milgrom and Roberts (1982) initiated

this literature in the context of the chain-store game. Fudenberg and Levine (1989) and

Fudenberg and Levine (1992) generalize it to arbitrary repeated games under perfect and

imperfect monitoring, respectively, using speed of convergence results for supermartingales

and taking the discount rate to 1. This sparked a rich subsequent literature analyzing the

robustness and limits of reputation effects; see Mailath and Samuelson (1998) for a survey.

Importantly, Ely and Valimaki (2003) show reputation effects need not benefit the long-run

player, particularly if agents can choose to “not participate” or there is a lack of statistical

identification; Ely et al. (2008) generalize this insight. In contrast, I show that in coordi-

nation settings, reputation effects alone are neither good nor bad: they do not refine the

equilibrium payoff set at all. Pei and Li (2021) show even when reputation leads to payoff

selection, there may exist multiple equilibria with rich behavioral differences. Finally, Pei

(2024) decomposes the discount rate into the time preference and probability of exit, and

show this distinction is economically meaningful when the long-run player can manipulate

the history (and may lead to failures of the canonical reputation bounds). I make a similar

conceptual distinction in the discount rate, though I fix the monitoring structure and instead

allow the regime the endogenously affect the probability of exit, and identify conditions under

which the regime can still obtain high payoffs.

2 Model

Time is discrete and indexed by t = 0, 1, 2, . . . . One long-lived player 1 (alternatively,

the regime) repeatedly plays a game of regime change (the stage game) against a unit mass

of myopic2 short-lived players {2t
i} (alternatively, the agents). In each period t, agents can

choose whether or not to take a safe or aggressive action ai ∈ {0, 1}. In the context of the

model, I interpret the aggressive action ai = 1 as engaging in a revolution to overthrow the

regime. Revolution is successful so long as A =
∫

aidi, the (Lebesgue) mass of agents engaging

in revolution, is larger than some exogenous fundamental of the state, θ ∼ N (µ, τ 2), which

is drawn i.i.d. across time3 Throughout, I assume µ ∈ (0, 1); that is, the regime strength on

average is not in a dominance region. If A > θ, then revolutionaries get a unit of surplus,

while if A ≤ θ and their attack fails, then they obtain some nonpositive payoff −c. Agents

2As there is a continuum of player 2i
ts, it is WLOG to assume they are short-lived, as even they were long-

lived and had (potentially heterogenous) discount rates δi, they would still behave myopically in equilibrium.
3Alternatively, one can imagine µ as being the persistent strength of the regime, which is subject to some

small, idiosyncratic shocks of magnitude τ2 in each period. For some results, particularly Theorem 2, I will
focus on the limiting case as τ → 0, which can be interpreted as a persistent state.
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who don’t attack secure a “safe” payoff of 0 regardless of (A, θ). Formally, player i’s payoffs

are

ui(ai, A, θ, c) =











ai if θ < A

−aic if θ ≥ A

When choosing their actions in the stage game, short-run players do not observe the state

θ, but do each have access to a a private signal4 xi = θ + εi, where εi ∼ N (0, σ2) is

idiosyncratic noise across the short-run players which is i.i.d. across players i and time t.

This can be interpreted as saying that players have dispersed beliefs about the strength of

the regime,5 which serves as a friction to efficient coordination in revolutions.

Once short run players act, the long-run player observes (θ, A). If the revolution is suc-

cessful (θ < A), the (entire) game ends, the regime obtains a payoff of 0, and they cannot

act. If instead θ ≥ A, then the long run player can choose a value c ∈ R+ to punish failed

revolutionaries, at cost κ(c) to themselves. Assume κ is continuous and strictly increasing,

and satisfies the boundary conditions κ(0) = 0 and lim
c→∞

κ(c) = ∞, so not punishing agents is

costless, but it is prohibitively costly6 to make their cost of failure arbitrarily large. Together,

this implies the long-run player’s stage-game payoff is given by

v(A, θ, c) =











0 if θ < A

1 − κ(c) if θ ≥ A

Because the regime acts only after they see whether or not the revolution was successful,

they face a lack of commitment problem. In particular, in any subgame perfect equilibrium

of the stage game, they will always choose c = 0, which then makes ai = 1 strictly dominant

for the agents and maximizes the probability that the game ends, minimizing the regime’s

survival probability.

However, this may not be the case in the repeated context when the regime has reputa-

tional concerns. In particular, the regime may choose to destroy surplus today in order to

signal that they will do so again and hence deter future attacks. To model this, assume the

regime can be one of several types: a commitment type, ωc, who mechanically plays c in every

period in which they can take an action, or a rational type ωR who may be strategic. Fur-

thermore suppose that Ω is some countable (potentially finite) subset of a compact K ⊂ R

such that κ(sup({K})) > 1 (so that all larger commitment postures are strictly dominated in

the repeated game), which includes the rational type, and that the regime has a full support

4This is the standard global game information structure on the coordination stage game here.
5Alternatively, that these are arbitrarily small perturbations to the belief hierarchy.
6This buys us the technical assumption that it is without loss to focus on a compact subset of R for costs,

so an optimal choice of cost will exist in the repeated game at every history.
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prior µ0 ∈ ∆(Ω).

Formally, a history at time t is a sequence of triples {(θs, As, cs)}t−1
s=1 where As < θs for

all s. Denote the set of all time t histories by Ht and the set of all histories as H =
⋃

t Ht.

At any time t, short-run players i have access to an additional private signal xt
i, while the

long-run player has access to that period’s state and action realization, (At, θt). Thus, a

strategy profile for each agent 2t
i is a (symmetric)7 function from the public history and

their private signal into a (potentially random) action:

s2,t : Ht × R × ∆(Ω) → ∆({0, 1})

where R represents the set of private signals xt
i. The regime’s strategy is a function from the

set of histories, the state and action realization, and their type into a (random) cost,

s1 : H × R × [0, 1] × Ω → ∆([0, 1]) ∪ ∅

where s1(h, θ, A, ω) = ∅ if θ ≤ A, since they cannot act. Let Σ2,t be the set of strategies for

short-run players at time t, and let Σ1 be the set of strategies for player 1. Given a history

ht and strategies {s2,t, s1}, the short-run players forms a posterior belief pt(ht, s1, s2,t) using

Bayes’ rule about the regime’s type ω.

In period t, given history ht, the timing of the game is as follows.

(1) Nature draws the state θt i.i.d. from N (µ, τ 2). Agents see signals xt
i = θt + εt

i and

observe the public history ht.

(2) Given (ht, xt
i), agent 2t

i takes (random) action ai
2,t ∈ {0, 1} according to s2,t.

(3) If At =
∫

ai
2,tdi > θt, then the game ends. Otherwise, the long-run player observes

(At, θt), and takes an action ct ∈ R.

(4) Payoffs are realized, and the game proceeds to period t + 1.

Now suppose that ς ∈ ∆(N0) is some arbitrary stopping time over the nonnegative

integers. For a second, suppose by abuse of notation that At is some history-dependent

random variable that denoted the total path of attacks. The regime’s expected discounted

payoff is then defined by

Eς

[

ς
∑

t=0

δtvt(θt, At, ct)

]

with ς = inf{t : At ≥ θt}

7This is without loss of generality, which I prove in the proof of Proposition 1
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where the expectation is jointly taken over all residual uncertainty induced by At and θt

and ς is the (random) stopping time that denotes the game ending. Note payoffs are not

normalized by a common (1 − δ) term, as is common in the repeated games literature. This

is because the game has endogenous exit, and so while δ is the exogenously given discount

rate, the effective discount rate will be distinct. Since the game always ends so long as θt < 0,

which occurs with some probability P = Φ
(

−µ
τ

)

> 0. Supposing payoffs were normalized by

(1 − δ), then payoffs in every history would by bounded from above by

lim
δ→1

(1 − δ)
∞
∑

t=0

(δP )t = 0

and payoff comparisons would be become meaningless. Because the exit probability impor-

tantly depends on the equilibrium strategy profile, normalizing by (1 − δP ) would cause

payoffs to diverge. As a result, I do not normalize payoffs and instead either compare payoff

sets (as in Proposition 3 and Theorem 2) or characterize equilibrium strategies (as in The-

orem 1). The baseline solution concept is almost public perfect equilibrium, where short-run

player’s myopically best reply to s1, given the regime’s reputation. Formally,

Definition 1. A strategy profile {s1, s2,t} is an almost public perfect equilibrium if:

(1) At every history ht, tuple (θt, At) and strategies {s2,t},

s1(ht, θt, At, ωR) ∈ argmax
γ∈∆(R)

Eς(s1,−t,s2,t,γ)

[

ς
∑

t=0

δtvt(θt, At, ct)

∣

∣

∣

∣

ht, θt, At, {s2,k}∞
k=1

]

where ς(s1,−t, s2,t, γ) is the induced equilibrium stopping time where the regime chooses

the lottery γ at time t and follows s1 otherwise.

(2) s1(ht, θt, At, ωc) = c for all ωc ∈ Ω.

(3) At every history ht, belief pt, and given private signal xt,

s2,t(ht, xi) ∈ argmax
s2,t∈Σ2

{Et [ui(ai, At, θt, c)|ht, xi, s1, s2,t(ht, x−i)]}

(4) pt(ht, s1, s2,t) is derived according to Bayes’ rule on every on-path history given (s1, s2,t).

This is essentially the definition of public perfect equilibrium with the additional condition

that agents’ can condition their time-t strategies on their time-t private signals, and that the

regime can condition on the joint (state, action) realization in each period. When there is no

ambiguity in doing so, I will refer to almost PPE simply as equilibrium. Moreover, I will (by
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abuse of notation) use s2,t(ht, x−i) to denote the strategy of player i, supposing everyone else’s

signals are x−i and they are following the prescribed profile s2,t. Finally, suppose throughout

the analysis that all players have access to a public randomization device at time t = 0;

this will not change any player’s strategic considerations (and thus will not affect any of the

equilibrium analysis) but will convexify the payoff space.

3 Important Baselines

3.1 The Stage Game

It will be helpful to first analyze the stage global game without the long run player,

with a fixed exogenous cost c of failed attack. The normal-normal structure of uncertainty

allows us to summarize the distribution of structural (first order) and strategic (high order)

uncertainty to be

θ|xi ∼ N
(

µ +
τ 2

τ 2 + σ2
(xi − µ),

σ2τ 2

σ2 + τ 2

)

xj |xi ∼ N
(

µ +
τ 2

τ 2 + σ2
(xi − µ),

σ2(2τ 2 + σ2)

τ 2 + σ2

)

.

Standard arguments from the global games literature, suitably adapted to this setting, give

the following equilibrium uniqueness result. As in Morris and Shin (2003), I require that

the aggregate uncertainty is sufficiently large relative to the idiosyncratic uncertainty that

short-run players cannot coordinate directly on their public beliefs.

Assumption 1. Suppose σ, τ are such that

σ2

τ 2

(

σ2 + τ 2

2σ2 + τ 2

)

< 2π

Proposition 1 (Stage Game Uniqueness). Suppose assumption 1 holds. In the stage game,

(1) There exists a continuously differentiable cutoff x∗(c) such that

s2(xi) =











1 if xi < x∗(c)

0 if xi ≥ x∗(c)

is the unique Bayes-Nash equilibrium. Moreover, x∗(c) is strictly decreasing in c.
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(2) There exists a unique, continuously differentiable, strictly decreasing cutoff θ∗(c) ∈ [0, 1]

such that regime change occurs if and only if8 θ < θ∗(c).

Proof. See Appendix I.

Proposition 1 simplifies the repeated global game in a few important ways. First, it implies

that for any expected cost c of punishment, short-run players have a unique rationalizable

strategy, parametricized by x∗(c). Second, because there are a continuum of short-run players,

for every c there is a sharp exit probability, given by P(θ < θ∗(c)), which depends only on

the expect cost of punishment c. Together, these will allow for a sharp characterization of

the regime’s optimal dynamic commitment action (derived in the next section).

Finally, Proposition 1 provides a learning foundation for reputation; in particular, there

exist a positive Lebesgue measure of players in every period who attack. Thus, the regime

must incur a positive cost in order to punish a positive mass of agents in each period if they

want to maintain their reputation. This contrasts with the bad-reputation type results in

Huang (2017), where the global games structure coupled with a persistent state implies that

there is no experimentation, and hence the regime never has to undertake a costly action.

This observation is summarized in the below corollary:

Corollary 1. Fix any θ ∈ R. If L is Lebesgue measure on R, then in the Bayes-Nash

equilibrium of Proposition 1, L({i : s2(xi) = 1}) > 0.

where the inequality holds pointwise for every possible signal realization when xi is thought

of as a random variable.

3.2 The Commitment Baseline

What is the optimal value of commitment for the regime? There are two relevant bench-

marks to consider: the optimal commitment strategy in the stage game, where the regime

does not consider the way their commitment decision today affects future exit probabilities9,

and the full dynamic commitment posture, where they can commit to an entire history-

dependent strategic. Respectively, call these the static and dynamic commitment postures.

Proposition 2 (The Strongman Effect). Let the static commitment posture c∗ be the solution

to the problem

max
c∈R

(1 − κ(c))P(θ ≥ θ∗(c))

8Throughout, I will be a little bit loose about the way to break indifferences (e.g. when At = θt). This
is because these are always a probability 0 event, and hence any tiebreaking rule will be consistent with the
derived qualitative features of equilibria or payoffs throughout the paper.

9This is the natural analogue to the commitment types that appear in Fudenberg and Levine (1989), in
a way that I make precise in Appendix II.
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and the dynamic commitment posture c∗(δ) be the solution to the problem

max
c∈R

Eς(c)

[

σ
∑

t=0

δt(1 − κ(c))

]

where ς(c) = inft≥0 {θt ≥ θ∗(c)} is the time the regime fails. Then c∗ and c∗(δ) are nonempty,

and c∗(δ) is upper-hemicontinuous and increasing (in the strong set order) in δ. Finally,

among all strategies s1 which the regime could potentially commit to, playing s1 = c∗(δ) at

every player 1 information set maximizes their payoff.

Proof. See Appendix I.

Proposition 2 highlights the role of exit in distorting the regime’s actions. As they become

more patient, they are willing to destroy (weakly) more surplus today in order to increase

their survival probability, and will always be more aggressive than when they only have static

incentives. This is a strongman effect: the desire to take cruel actions today is magnified by

the desire to appear cruel tomorrow.

Despite this intuition, the proof of this effect is not immediate: while increasing c in

response to a change in δ increases the survival probability of the regime, it also decreases

their payoff conditional on surviving in each history, so there is a potential nonmonotonicity

in these two effects. To get around this problem, the proof establishes that sequences which

cross zero at most once from below are monotone in the discount rate (Lemma 1), which then

implies the regime’s payoff is single-crossing in (δ, c). Second, Proposition 2 also implies that

it is without loss of optimality to restrict to the stationary commitment postures that are in

Ω, even when the regime may potentially want to commit to a complicated history-dependent

strategy. Third, the variation in the commitment action to δ implies that off-the-shelf payoff

selection results from the reputation literature do not immediately apply, both because the

optimal commitment action increases with δ serves as a countervailing force that makes

incentive constraints harder to satisfy even when continuation payoffs increase, and because

the exogenous potential for exit implies that the supermartingale-type deviations that deliver

payoff bounds in canonical settings do not directly apply. Finally, Proposition 2 leads to a

closed-form expression for the equilibrium commitment payoff of the long-run player. Let

V ∗
H(δ) =

∞
∑

t=0

δt(1 − κ(c∗(δ))

(

1 − Φ

(

θ∗(c∗(δ)) − µ

τ

))t+1

be the value function for a principal who commits to a posture c∗(δ) with discount rate δ10

where Φ is the CDF of the standard normal (and φ = Φ′ is its pdf). Summing the induced

10For simplicitly, suppose there is fixed a selection rule so that c∗(δ) is single-valued.
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geometric series implies V ∗
H(δ) solves the maximization problem

V ∗
H(δ) = max

c∈R

{

p(c)

(

1 − κ(c)

1 − δp(c)

)}

where p(c) =

(

1 − Φ

(

θ∗(c) − µ

τ

))

.

The objective function satisfies the sufficient equicontinuity conditions in Milgrom and Segal

(2002), and thus the envelope theorem applies.11 Differentiating implies

(V ∗)′(δ) = p(c)2

(

1 − κ(c)

[1 − δp(c)]2

)

=
p(c)

1 − δp(c)
V ∗

H(δ) =⇒ (V ∗)′(δ)

V ∗
H(δ)

=
1 − Φ

(

θ∗(c∗(δ))−µ

τ

)

1 − δ + δΦ
(

θ∗(c∗(δ))−µ

τ

)

As a result, V ∗
H solves the differential equation

V ∗
H(δ) = exp







∫ 1 − Φ
(

θ∗(c∗(δ))−µ

τ

)

1 − δ + δΦ
(

θ∗(c∗(δ))−µ

τ

)dδ







.

This gives an explicit, closed-form expression for the long-run player’s optimal commitment

payoff, which can be useful computationally. Plugging in θ∗ = 0, implies the upper bound

for the commitment payoff becomes

V ∗
H(δ) ≤ exp







∫ 1 − Φ
(

−µ
τ

)

1 − δ + δΦ
(

−µ
τ

)dδ







which can be computed without appealing to delicate equilibrium objects.

3.3 A Folkish Theorem with Reputation effects

Consider now the repeated game where the regime has reputational incentives but the

short-run players do not have the global games information structure (alternatively, σ = ∞).

Because the stage game is monotone-supermodular, there are multiple equilibria whenever

the cost of failure is not too large that the game is in a dominance region. Consequently,

the regime’s equilibrium payoff set will be large in both the complete information repeated

game and the perturbed game when the regime has reputational incentives, leading to a

reputation indeterminancy result. This highlights the role that short-run player’s dispersed

higher-order beliefs play in equilibrium and payoff selection in the main result of the paper.

Because there is no private information in this game, the signal structure is public, and thus

I focus on the set of public perfect equilibrium in this benchmark. Formally,

11The objective is uniformly continuous in δ for fixed c when δ ∈ [0, 1]. As ||1−κ(c)||∞< ∞ and Φ(1−µ

τ
) < 1,

differentiating in δ gives an equicontinuous family in c, and the envelope theorem applies.
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Definition 2. Strategies {s1, s2,t} form a public perfect equilibrium (PPE) if:

(1) At every history ht, tuple (θt, At) and strategies {s2,t},

s1(ht, θt, At, ωR) ∈ argmax
γ∈∆(R)

Eς(s1,−t,s2,t,γ)

[

ς
∑

t=0

δtvt(θt, At, ct)
∣

∣

∣

∣

ht, θt, At, {s2,k}∞
k=1

]

(2) At every history ht and belief pt,

s2,t(ht) ∈ argmax
s2,t∈Σ2

{Et [ui(ai, At, θt, c)|ht, s1, s2,t(ht)]}

(3) pt(ht, s1, s2,t) is derived according to Bayes’ rule on every on-path history given (s1, s2,t).

A public perfect equilibrium profile {s1, s2,t} is Markov if, for all t and histories ht and h′
t

where pt(ht, s1, s2,t) = pt(ht, s1, s2,t), s2,t(ht) = s2,t(h
′
t).

The set of Markov equilibria will be important in the equilibrium uniqueness result of

Theorem 1. However, Proposition 3 shows that in the non-global game analogue, it has

no effect on refining the equilibrium payoff set when the regime has reputation effects. Let

E(δ, p) be the set of regime payoffs which can arise in any public perfect equilibria where

p = µ0(ωR) ∈ (0, 1) is agents’ prior belief about the regime’s rationality, and let EM(δ, p) be

the regime’s payoff set which can arise in Markov public perfect equilibria. Then:

Proposition 3 (Payoff Indeterminancy). For all prior beliefs µ0 with p = µ0(ωR) and for

all δ, p ∈ (0, 1), E(δ, 1) = EM(δ, p) ⊂ E(δ, p), with EM(δ, p) = E(δ, p) for each δ whenever τ

is sufficiently small. Moreover,

lim
τ→0

{

lim
δ→1

E(δ, 1)
}

= [0, ∞)

Finally, |EM(δ, 1)|= 1 and is the lowest possible payoff in E(δ, p), V ∗
L (δ), when p < 1.

Proof. See Appendix I.

Proposition 3 has two implications. First, compared to the baseline complete-information

repeated game, neither perturbing the game by adding reputational effects or restricting the

set of admissible strategies that can be admitted (i.e. the Markov refinement) can refine the

regime’s equilibrium payoff set (and in fact, it may counterintuitively be that the repeated

game with reputation admits more payoffs than the one without). However, absent reputa-

tional effects, the Markov refinement uniquely selects for the worst equilibrium, since there
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is no way to condition the regime’s continuation payoffs on their action in a Markov equi-

librium if there is no variation in the beliefs. Finally, in the double limit as τ and δ jointly

vanish12, Proposition 3 delivers a folk theorem: every nonnegative payoff vector is contained

in the equilibrium payoff set.

The key idea behind the indeterminancy result is that, so long as the expected coordi-

nation friction is sufficiently high (where this threshold vanishes as τ → 0), the stage game

admits multiple equilibria regardless of the regime’s strategy, and in particular the most

aggressive action profile is always an equilibrium: it is always an equilibrium for every player

to attack, and so the Fudenberg-Levine bounds13 are trivial in the sense that

max
c∈R

{

min
{si,2,t}∈BR(s1 ,s−i,2,t)

{Eθ[v(θt, At, ct)]}
}

= 1 − Φ
(

1 − µ

τ

)

is exactly the regime’s minmax value. However, so long as (µ, τ) are not chosen such that

the probability the state is in a dominance region is not close to 1, there also exist equilibria

where all players attack; the second part of the proposition shows that these equilibria are

easier to sustain both in Markov strategies and when the regime has reputational incentives.

Convexifying the payoff state then implies the result.

Thus, the indeterminancy result hinges on the fact short-run players have many con-

tingent best replies in the stage game, which provides one motivation for globalizing the

information structure about the regime’s strength in each period. This provides an alterna-

tive motivation for the paper (starting with reputation and then adding the global games

information structure as selection) for the main model of the paper. The next section ana-

lyzes the effect to which globalizing the game leads to payoff selection, and highlights some

surprising subtleties in the way that these perturbations interact with the equilibrium set.

3.4 The Repeated Global Game

Proposition 3 suggests that, in the absence of reputational effects, then the regime

(uniquely) obtains their minimax payoff in every equilibrium. With the globalized infor-

mation structure, agents can no longer coordinate exactly on the history of play, which

disciplines the set of feasible payoffs. This suggests some hope for (Markov) uniqueness even

in the presence of reputational effects. However, absent the Markov and global games re-

finement jointly, players may be able to arbitrarily coordinate on the past history, and as

a result obtain rich variation in the set of payoffs. Proposition 4 formalizes these intuitions

12This guarantees that the regime’s effective discount rate tends towards 1, regardless of their action.
13Because the game has exit, these bounds do not immediately apply off-the-shelf, but a naïve application

is instructive for an intuition of what is driving the result.
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and clarifies the conceptual relationship between the Markov refinement, reputation effects,

and the global games information structure.

Before stating the result, some housekeeping is in order. First, equilibrium objects, such

as c∗ and V ∗
H , implicitly vary with signal precisions (σ, τ) and other model primitives. It

will sometimes be useful to make this dependence explicit, though when this is not the case

I will suppress this notation for compactness. When the dependence is not explicit, any

result should be understood to hold for any fixed specification of the underlying parameters

satisfying Assumption 1. Second, it will be easier to not explicitly model the pre-period

announcement at t = −1 for now and simply assume explicitly that Ω = {ωR, ωc∗(δ)}, which

may vary when limits in model parameters are taken. Finally, I abuse notation and set c∗(δ)

to be the largest element of the maximizing correspondence c∗(δ) derived in 2. Finally, define

V ∗
L (δ) =

∞
∑

t=0

δt

(

1 − Φ
(

1 − µ

τ

))t+1

to be the value of the worst equilibrium for the regime (and their unique continuation value

after revealing rationality), in contrast to the commitment payoff V ∗
H(δ).

Proposition 4. There exists a unique Markov equilibrium for each (δ, σ), with payoff V ∗
L (δ).

However, if κ′(0) = 0, then there are infinitely many (pure strategy, non-Markov) equilibria.

Proof. See Appendix I.

This result gives some sense in which the Markov refinement disciplines play in the

repeated global game, and contrasts with Proposition 3. The key difference underpinning

Markov uniqueness is that, at any history ht, short run players 2i
t have a unique rational-

izable strategy given (ct, xi,t) that is both independent of the history and other short-run

player’s actions. Because short-run players are myopic, this makes it impossible for them to

vary continuation play in the future based on the regimes action today, and as a makes it

impossible to provide incentives for the regime to play any action other than their myopic

optimum.

When the regime faces reputational incentives, this baseline can dramatically simplify the

analysis. In particular, it bifurcates the set of actions the long run player takes into either

clean histories where they completely pool with the commitment type, or ones where they

reveal rationality at some time t by playing 0 and afterwards receiving payoff V ∗
L (δ). As a

result, the regime’s continuation value at any history in the Markov game with reputation

depends only whether or not they have ever deviated from playing c∗, dramatically simpli-

fying incentive constraints for building a reputation. Formal statements of this intuition are

collected in an accounting lemma (Lemma 2) and proven in the appendix.
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Away from the Markov refinement, however, Proposition 4 implies there may be a con-

tinuum of equilibrium. This is because, while short-run players have a unique rationalizable

strategy given their belief in the long-run player’s action c, there may be equilibria where

short-run players anticipate some c > 0 and are more cautious with attacking as a result,

and c is played on-path because the payoff from sustaining c in each period is greater than

V ∗
L (δ). For these punishments to exist, however, the marginal gain from survival from in-

creasing the cost must be greater than the marginal cost to the long-run player of imposing

c, which crucially depends on the model primitives. This is distinct from the non-globalized

case, where the long-run player’s actions today can lead to discontinuous changes in their

continuation value (e.g. histories where either everyone attacks or no one attacks), and thus

potentially support a greater set of equilibrium payoffs.

4 Equilibrium Analysis

4.1 Markov Uniqueness

When can the regime attain their optimal commitment action? There are two cases; first,

suppose c∗(δ) = 0, which may arise if the marginal cost of imposing some punishment (e.g.

κ′) is large. In that case, the regime faces no lack of commitment problem, V ∗
L (δ) = V ∗

H(δ),

and the unique equilibrium is the Markov one where c∗ = 0 is played in every period, all

agents attack, and the analysis trivializes. Of greater interest is the case where the regime

benefits from commitment, and continues to do so even in the limit as σ vanishes, for fixed

(τ, δ). This limiting case is formally captured in the below definition.

Definition 3. Say the regime benefits from commitment at τ if there exists ξ > 0 and δ < 1

such that lim
σ→0

c∗(δ, σ) ≥ ξ.

If the regime benefits from commitment at τ , then they do so not only in the limit as

σ → 0, but also in the double limit as δ → 1, σ → 0 by Proposition 2. Proposition 4

suggests that κ′(0) < 0 is sufficient for the regime to benefit from commitment; the next

result gives more general conditions, which do not require differentiability assumptions on

κ, which deliver a stronger limiting notion of when the regime benefits from commitment.

Proposition 5. Suppose µ ∈ (1
2
, 1) and κ(1) < 1. Then there exists ξ > 0 and τ̄ > 0 such

that the regime uniformly benefits from commitment for all τ < τ̄ : lim
σ→∞

c∗(δ, σ) > ξ for all

δ ∈ (0, 1) and τ < τ̄ .

Proof. See Appendix I.
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What is the economic content of the assumptions in Proposition 5? First, the hypothesis

µ > 1
2

requires the regime survive a Laplacian attack on average; when c is chosen optimally,

this guarantees a high continuation value. Second, µ < 1 requires that the regime’s average

strength is not in a dominance region when all players attack, which bounds V ∗
L (δ) from

above. Together, these provide a sufficiently large gap on the regime’s continuation values

that incentivizing positive actions is possible. Finally, the requirement κ(1) < 1 implies

the regime is able to equalize the costs and benefits of the risky action without destroying

all surplus. This can be viewed as an assumption that the regime has the technology to

efficiently punish failed revolutions. This assumption contrasts with the requirement that

κ′(0) = 0 in the sense that it is a global requirement. Alternatively, when viewed directly

from the global games perspective, it says that the regime is able to choose c such that agents

play a symmetric strategy around µ (for all (σ, τ) pairs) without destroying all surplus. This

is useful in deriving a bounding the regime’s equilibrium exit probability (and through it,

the regime’s commitment payoff) relative to V ∗
L (δ).

So long as the regime benefits from commitment, there exists a unique Markov equilib-

rium. To see why, note that a necessary (and sufficient) condition to support an equilibrium

where the regime plays c∗ at every on-path history, is for

−κ(c∗(δ)) ≤ δ(V ∗
H(δ) − V ∗

L (δ))

This inequality fails when δ = 0 (unless c∗(0) = 0) and need not hold as δ increases , as

κ(c∗(δ)) increases as well and may increase faster than δ(V ∗
H(δ)−V ∗

L (δ)). However, signing the

rates of growth of these objects is not easy, since continuation values also depend themselves

on κ(c∗(δ)), which is an optimally chosen function of the continuation values.

In lieu of working directly these (sometimes opque) reduced-form equilibrium objects

when trying to support an equilibrium that delivers the regime their commitment payoff, I

will exploit the global games structure of the stage game and consider the double limiting14

case where the regime gets arbitrarily patient (δ → 1) and the idiosyncratic noise of the

short-run players vanishes (σ → 0).

Taking σ → 0 in the inner limit the idiosyncratic uncertainty about the state among

short-run players vanishes, and consequently the realized attack size concentrates. Thus,

short-run players become more responsive to changes in the expected cost of failure c, which

increases the value of commitment to the regime. Eventually, as σ vanishes, the marginal

value of commitment is so powerful that the regime is highly incentivized to not reveal

rationality. However, to fully operationalize this intuition, it is important that µ > 1
2
, which

14This amalgamates two limits often taken separately in the repeated and global games literatures, re-
spectively: first the patience of the regime and second the dispersion in agents’ higher-order beliefs.
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guarantees that θ∗ < µ for sufficiently small σ. Similar to the argument in Proposition 5,

this guarantees that the regime survives with probability greater than 1
2

in each period as

the idiosyncratic noise vanishes, exploiting the symmetry of the normal distribution and

the monotonicity of the payoff-differential of the short-run players. Absent this condition,

even with the regime having control over the cutoff, the effective discount rate (governed by

δP(θ < θ∗(c∗(δ, σ))) may be too small for the relevant incentive constraints to be satisfied.

Finally, the regime must be sufficiently patient, so that intertemporal incentives have bite.

Because the value of commitment may depend on σ, the regime’s cutoff patience will also

depend on σ, and hence the order of limits plays an important role. However, the discussion

above implies the following limiting equilibrium selection result in Markov strategies.

Theorem 1 (Markov Uniqueness). Suppose µ > 1
2

and that the long run player benefits from

commitment; then there exists private noise σ̄ and discount rate δ̄ such that whenever σ < σ̄

and δ > δ̄, the regime plays c∗(δ, σ) > 0 in every period in the unique Markov equilibrium,

and their payoff is V ∗
H(δ, σ).

Proof. See Appendix I.

Theorem 1 contrasts with the baseline results in a few important ways, even when main-

taining the Markov restriction. First, absent the global games information structure, Propo-

sition 3 gives a folk theorem in the same double limit as the one considered here, highlighting

how dispersed information is critical in disciplining short-run player’s best replies, even when

the regime has reputational incentives. This highlights how globalizing the repeated coor-

dination game can serve an equilibrium selection role. Second, relative to Proposition 4, it

implies the long-run player can obtain a strictly higher payoff than their (unique, Markov)

payoff absent reputational incentives. Thus, it shows how reputational effects can serve as a

way to guarantee the long-run player receive a higher payoff than is feasible in an ancillary,

complete-information game.

Finally, Theorem 1 also uses a Markov refinement to discipline the set of feasible contin-

uation behaviors. Importantly, in any Markov equilibrium, agents must minimax the regime

whenever they are sure the regime is the rational type (by Proposition 4), which minimizes

the deviation value away from pooling. Thus, Theorem 1 may hold under weaker equilib-

rium refinements: for example, it is sufficient to require that off-path, agents use Markov

strategies, or alternatively that they play the stage-game equilibrium (or “grim-trigger pun-

ishment”) off-path. Perhaps interesting, the requirement that agents do not vary incentives

in the continuation game off-path hurts their welfare in the on-path equilibrium, contrasting

with standard repeated games intuition where harsh off-path punishments can help sustain

Pareto-efficient outcomes on-path.
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4.2 General Payoff Selection

What happens when agents can flexibly vary continuation play? Absent reputational in-

centives, Proposition 4 implies that the equilibrium payoff set is [V ∗
L (δ), V ∗

H(δ)] whenever the

conditions of Theorem 1 are satisfied. Thus, by leveraging high-continuation value equilib-

rium V ∗
H(δ) whenever the regime reveals rationality in some period, and because the survival

probability in any period t is sunk by the time the regime acts, it is possible to construct

equilibria where the regime reveals rationality at any time t and subsequently obtains some

continuation payoff in [δV ∗
H(δ), δV ∗

H(δ) − κ(c∗(δ))].

However, as δ → 1 and τ, σ → 0, the payoff
V ∗

H
(δ)−κ(c∗(δ))

V ∗
H

(δ)
converges to 0, and so variation

in continuation play essentially vanishes. Thus, despite the (general) behavioral richness of

the set of equilibria, the regime’s reputational incentives may be able to discipline equilibrium

payoffs. In particular, it may be possible to replicate the canonical Fudenberg and Levine

(1989) intuition that repeated deviations to the commitment action will be profitable when-

ever continuation values are low (by convincing short-lived players the regime is a “commit-

ment type”) into this setting.

To translate this intuition, I make two restrictions on model primitives. First, I require

that τ → 0. This implies that, (so long as the conditions of Proposition 5 are satisfied),

that the effective exit rate δp(c∗(δ, σ, τ), τ) goes to 1 in the appropriate tripe limit. Second, I

focus on pure strategy equilibria15. While this may discipline the equilibrium payoff set in the

repeated game, it doesn’t change the equilibrium payoff set in either baseline (the complete

information repeated game with reputation and the globalized game without reputation)

analyzed in Propositions 3 and 4, respectively, as extremal payoffs are achieved by pure

strategy equilibria in those settings.

However, it may affect the equilibrium payoff set in the main model specification, in par-

ticular because it implies a much weaker feasible bound on the regime’s deviation value from

revealing rationality. Because the regime’s optimal commitment value c∗ varies with both δ

and τ , the supermartingale arguments of Fudenberg and Levine (1992) do not immediately

apply; strengthening this result to allow for mixed strategies is a promising direction for

future work. For now, I state the following payoff-selection result in pure strategies.

Theorem 2 (Payoff Uniqueness). Suppose the conditions of Proposition 5 hold, so that the

regime uniformly benefits from commitment for all τ ≤ τ̄ . Then

lim
τ→0

(

lim
δ→0

lim
σ→0

V ∗
H(δ, σ, τ)

)

= ∞ and lim
τ→0

(

lim
δ→0

lim
σ→0

|V ∗
H(δ, σ, τ) − G(δ, σ, τ)|

|V ∗
H(δ, σ, τ) − V ∗

L (δ, σ, τ)|

)

= 0

15I still allow players can still coordinate on a public randomization device on each period, but they cannot
mix between actions for any fixed realization.
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where G(δ, σ, τ) is the worst pure almost PPE payoff the long run player can achieve.

Proof. See Appendix I.

The proof concatenates the following two arguments, using the uniformity of the bound γ

for all τ sufficiently small derived in Proposition 5 to uniformly guarantee a high upper bound

on continuation payoffs (derived in Theorem 1). The first intuition is that, at any on-path

history where the regime reveals rationality in a pure-strategy equilibrium, the continuation

value from doing so must be greater than the deviation where they play the commitment ac-

tion. This deviation guarantees a continuation value of V ∗
H(δ), since only commitment types

play it in equilibrium, and hence it must be that regimes obtain approximately their commit-

ment payoff whenever they reveal rationality (less the cost of maintaining their reputation,

which is κ(c∗(δ))). The second intuition is that, because the regime uniformly benefits from

commitment (as in Proposition 5), the effective discount rate tends towards 1 even as the

optimal commitment posture varies. Thus, small deviations in continuation values in the

future make equilibria where the regime pools on the commitment type more valuable.

Theorem 2 is a payoff selection result in the spirit of Fudenberg and Levine (1989), though

in slightly different language because payoffs are not normalized by the endogenous effective

discount rate. To build a direct analogy, the second part of the theorem statement can be

interpreted directly as saying the regime comes within (1−ε) |V ∗
H − V ∗

L | of their commitment

surplus for any ε > 0 in any equilibrium of the game whenever (τ, σ, δ) → (0, 0, 1).

However, the order of limits in the result is somewhat delicate. First, σ must vanish

faster than the discount rate δ in order to apply Theorem 1 and establish a feasible high

continuation value. Second, σ must vanish (much) faster than τ in order for Assumption 1

and guarantee a unique equilibrium in the induced stage game (see Proposition 1). Finally,

though, there may be some indeterminancy in the order of limits of δ and τ , and in fact it may

be possible to interchange them so long as V ∗
H(δ, σ, τ) is a feasible equilibrium payoff when

σ and τ jointly vanish (which may be true for some initializations of model parameters).

5 Conclusion

This paper considers a repeated global game of regime change with exit where the regime

can undertake a costly action to increase agents’ coordination frictions. I establish equilib-

rium and payoff uniqueness results for Markov and pure-strategy Nash equilibria respectively,

even when the regime’s optimal commitment action increases with their patience. Crucially,

equilibrium uniqueness is driven by the delicate interaction between both the global games

information structure in the stage game and the regime’s dynamic reputational incentives –
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removing either one leads to folk-theorem like results. Together, these results suggest that

the interaction between these two forces can serve as promising conduit for delivering sharp

predictions in a broad class of repeated coordination games. This model has several stark

assumptions, but the key uniqueness results should hold more generally; these generaliza-

tions would be fruitful avenues for future research. First, the normal-normal structure of

stage-game uncertainty can be generalized to arbitrary families of joint distributions satis-

fying symmetry, smoothness, and MLRP-type properties (a la Inostroza and Pavan (2024)).

Second, agents’ payoffs for the stage game can take much more general forms, and the long-

run player’s cost function κ may depend on the size of the attack (subject to convexity and

differentiability conditions). Third, the exit structure and monitoring technology can both

be significantly generalized (where, for example, the regime may exit with some probability

subject to an attack size). Finally, it may be particularly fruitful to consider the modified

game where the state θ is not i.i.d. but instead correlated across time; the regime’s opti-

mal commitment action may now be time-varying. Forcing the regime to incur a cost (for

example, exiting for a period) to “revise” their commitment action may lead to rich rep-

utational dynamics, which could then, for example, mirror the decision of governments to

replace hawkish central bank heads with doves (or vice versa) when economic fundamentals

change.
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Appendix I: Omitted Proofs

PROOF OF PROPOSITION 1

Proof. We separate the proof into a few steps for exposition convenience. It will be easier
to rewrite the problem in terms of precisions instead of variances, with α = 1

τ2 and β = 1
β2 .

Then Assumption 1 becomes the requirement that

α2

β

(

α + β

α + 2β

)

< 2π

and agent i’s conditional belief heirarchy can be parametricized as

θ|xi ∼ N
(

α

α + β
µ +

β

α + β
xi,

1

α + β

)

xj |xi ∼ N
(

α

α + β
µ +

β

α + β
xi,

α + 2β

αβ + β2

)

.

Part I: Existence of a Unique Strongly Symmetric Monotone Equilibrium.

Suppose a cutoff equilibrium of the form stated in the proposition exists. Fix any cost c

and let x∗ be the associated cutoff signal. Define

U(xi, x∗; c) = P

(

θ < P(xj < x∗|xi)
∣

∣

∣

∣

xi

)

− c

(

1 − P

(

θ < P(xj < x∗|xi)
∣

∣

∣

∣

xi

))

= (1 + c)



Φ





F(xi, x∗) −
(

α
α+β

µ + β
α+β

xi

)

√

(α + β)−1







− c

to be the payoff differential between ai = 1 and ai = 0 for the type who receives signal xi,
where Φ ∼ N (0, 1) is the cumulative density function of the standard normal and

P(xj < x∗|xi) = F(xi, x∗) = Φ









x∗ −
(

α
α+β

µ + β

α+β
xi

)

√

(

α+2β

β(α+β)

)









is the the mass of players an individual with signal xi believes to have received signals xj

above the cutoff. In equilibrium, the marginal player is indifferent between ai = 1 and ai = 0;
U(x∗, x∗; c) = 0 is a necessary and sufficient condition for an equilibrium to exist. Note

U(x∗, x∗; c) = 0 ⇐⇒ Φ





F(x∗, x∗) −
(

α
α+β

µ + β
α+β

x∗
)

√

(α + β)−1



 =
c

1 + c
.

The CDF on the LHS of the last equality is a composition of smooth functions and smooth
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itself. Moreover, the definition of F implies, when F(x, x) = F(x), that

lim
x∗→−∞

Φ





F(x∗) −
(

α
α+β

µ + β
α+β

x∗
)

√

(α + β)−1



 = 1 and lim
x∗→∞

Φ





F(x∗) −
(

α
α+β

µ + β
α+β

x∗
)

√

(α + β)−1



 = 0.

Because c
1+c

∈ [0, 1) for any finite c, the intermediate value theorem guarantees the existence
of a cutoff x∗(c) when c > 0. (The boundary case c = 0 will be dealt with in a moment).
Thus an equilibrium exists. Next, we wish to show this is the unique monotone equilibrium.
A computation gives

dU(x∗; c)

dx∗ =



(1 + c)



φ





F(x∗) −
(

α
α+β

µ + β
α+β

x∗
)

(α + β)− 1
2









F ′(x∗) − β

α+β

(α + β)− 1
2













Where φ > 0 is the pdf of N (0, 1). Since c > 0 by assumption, this is negative so long as

F ′(x∗) − β

α + β
< 0 ⇐⇒ αβ

1
2

√

(α + 2β)(α + β)
φ









α
α+β

(x∗ − µ)
(

α+2β
α+β

) 1
2









<
β

β(α + β)

Recall the pdf of the normal, φ, is bounded by 0 and 1√
2π

from above and below. Replacing
the bound gives that a sufficient condition for U to be strictly decreasing in x∗ is

1√
2π

>
β

1
2

√

(α + 2β)(α + β)

α(α + β)
⇐⇒ β

1
2

α

√

α + 2β

α + β
>

1√
2π

⇐⇒ α2

β

(

α + β

α + 2β

)

< 2π

which is the condition on the relative signal precisions in the statement of the theorem. Thus
U(x∗; c) is strictly decreasing in x∗ locally at its zeros, so it can have at most one zero by the
intermediate value theorem for derivatives. Finally, consider the boundary cases. If c = 0,
then every type strictly prefers attacking since there is positive probability the regime will
fail, and hence the cutoff can be set to x∗(c) = ∞.

Part II: Uniqueness across all Equilibria.

Fix c > 0 and consider an interval [a, b] where a < x∗(c) < b. Suppose that players play
the strategy s2(x) = 1 if x > b, and s2(x) = 0 if x < a, with some indeterminancy in the
middle. Our arguments in Part (I) imply U(b; c) > 0 and U(a; c) < 0, and so by continuity
there exist εb and εa such that U(b − εb; c) > 0 and U(a + εa; c) < 0. This implies that,
for players who receive a signal in the (εb, b), their unique best response is to attack even if
no one else with a signal below b attacks (and vice versa for a), where we use the fact that
the agent’s expected payoff when they attack is nondecreasing in the mass of other players’
attacking. This observation is sufficient for us to now apply an iterated dominance argument.
First, suppose no one attacks. Then an agent with signal xi will strictly prefer to attack if

P(θ > 1|xi) − c(1 − P(θ > 1|xi) > 0 ⇐⇒ P(θ > 1|xi) >
c

c + 1
⇐⇒ αµ + βxi

α + β
>

c

c + 1
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The last inequality holds for all xi above a cutoff, x̄0. Thus, it is dominant for an agent with
signal xi > x̄0 to attack. A symmetric argument implies there exists a cutoff x0 such that it
is dominant for every individual who receives a signal xi < x0 to not attack. Given interval
[x0, x̄0], our observation above implies we can find a smaller interval [x1, x̄1] with x1 > x0 and
x̄1 < x̄0 such that every agent in [x1, x̄1]

c has a unique strategy which survives one round of
iterated deletion. Iterating, there exists a sequence of strictly increasing (resp. decreasing)
sequences {xk}∞

k=1 and {x̄k}∞
k=1} in [x0, x̄0] which is compact. Hence xk → x and x̄k → x̄. It

must be that xk = x̄k = x∗(c), as otherwise we can apply at least one side of the argument
in the first paragraph to obtain a contradiction.

Part III: The cutoff is continuously differentiable.

We now want to prove x∗(c) is continuously differentiable. Given our argument in Part
I, we know x∗(c) is implicitly defined as the solution to U(x∗; c) = 0 (where we make the
dependence on c explicit). As U is strictly decreasing and continuously differentiable in x

along this level curve, we satisfy the conditions of the implicit function theorem and thus we
have

∂x∗(c)

∂c
=

−1
∂U(x;c)

∂x

∂U(x; c)

∂c

which gives the second statement. Finally, continuity at the boundary. As c
c+λ

is continuous
on this boundary, taking c → 0 implies

F(x∗) −
(

α
α+β

µ + β
α+β

x∗
)

√

(α + β)−1
→ −∞ =⇒ β

α + β
x∗ → ∞

must be true for the condition U(x∗, x∗; c) = 0 to hold. Thus, lim
c→0

x∗(c) → ∞.

Part IV: The Cutoff State

Given the equilibrium in Part (I), regime change occurs if and only if θ < P(xj < x∗|θ).
Since xi|θ ∼ N (θ, σ2),

P(xj < x∗(c)|θ) > θ ⇐⇒ Φ

(

x∗ − θ

σ

)

− θ > 0

If θ ≥ 1, this inequality strictly fails. If θ ≤ 0, it must hold (strictly) since Φ is supported
in (0, 1) over R. The intermediate value theorem implies a zero of the function exists. For
uniqueness, note

d

dθ

(

Φ

(

x∗ − θ

σ

)

− θ

)

< 0 ⇐⇒ − 1

σ
φ

(

x∗ − θ

σ

)

< 1

by directly differentiating. The latter inequality must always hold because φ and σ are both
strictly positive. As before, the intermediate value theorem for derivatives implies G can only
cross 0 once in θ, and hence the cutoff is unique. As before, note that

G(c, θ) = Φ

(

x∗(c) − θ

σ

)

− θ = 0
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implicitly defines the cutoff θ∗(c). Because the derivative in θ is strictly nonzero along this
level curve and x∗ is continuous in c, G(θ, c) satisfies the hypotheses of the implicit function

theorem, θ∗(c) is differentiable, with ∂θ∗(c)
∂c

= −
∂G(c,θ)

∂c
∂G(c,θ)

∂θ

. Moreover,

∂G

∂c
=

1

σ
φ

(

x∗(c) − θ

σ

)

∂x∗

∂c
< 0 since

∂x∗

∂c
< 0

since we signed the derivative of x∗ in c previously, and hence∂θ∗(c)
∂c

< 0 as well.

PROOF OF PROPOSITION 2

Proof. Clearly P(θ ≥ θ∗(c)) is continuous in c as FP admits a density and θ∗(c) is continu-
ous by Proposition 1. Because κ satisfies a boundary condition at ∞ and is monotone the
maximizers c∗(δ) must be in the (compact) interval {c : κ(c) ≤ 1}, as otherwise the regime
will obtain a nonpositive payoff. However, at c = 0, the regime obtains the payoff

∞
∑

t=0

P(θ > θ∗(0))t+1

which is nonnegative. Thus it is without loss of optimality to restrict to this compact domain.
An immediate consequence is that both the static and dynamic commitment postures exist,
where the dynamic payoff in (c, δ) is

VH(c, δ) = Eς(c)

[

σ
∑

t=0

δt(1 − κ(c))

]

= (1 − κ(c))
∞
∑

t=0

δt
P(θ > θ∗(c))t+1.

Berge’s theorem of the maximum then implies c∗(δ) is upper hemicontinuous, and c∗(δ) →
c∗(0). Moreover, since V ∗(c, 0) is exactly the static commitment problem, c∗ = c∗(0).

Next, we show V (c, δ) is strictly single-crossing in (c, δ). Fix c′ > c and suppose VH(c′, δ)−
VH(c, δ) ≥ 0. Expanding implies this expression can be written as

∞
∑

t=0

δt
[

(1 − κ(c′))P(θ > θ∗(c′))t+1 − (1 − κ(c))P(θ > θ∗(c))t+1
]

≥ 0

To show that this is still nonnegative for all δ′ > δ, we need the following lemma.

Lemma 1. Let {bt}t∈N ⊂ R be a bounded sequence of real numbers such that bt < 0 if and
only if t ≤ T for some T ∈ N. Then for any 0 < δ1 < δ2 < 1,

∞
∑

t=0

δt
1bt ≥ 0 =⇒

∞
∑

t=0

δt
2bt > 0

Proof. We need to do a little bit of algebra. Renormalize the sequence by dividing through
δT to obtain ∞

∑

t=0

δt
1bt = δT

∞
∑

t=0

δt−T
1 bt ≥ 0 ⇐⇒

∞
∑

t=0

δt−T
1 bt
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As a function of δ, this series is absolutely convergent for all δ ∈ (0, 1) and the partial sums
converge uniformly on this interval so we can differentiate under the summation: thus,

d

dδ

∞
∑

t=0

δt−T
1 bt =

∞
∑

t=0

(t − T )δt−T −1bt < ∞

where we use the fact at is bounded to guarantee the sum is well-defined. Note each term in
this summation is nonnegative. If t ≤ T , then t − T ≤ 0 and at < 0, so (t − T )δt−T −1bt ≥ 0,
while if t > T , then both (t − T )δt−T −1 > 0 and bt > 0. Hence the derivative is strictly
positive. We thus have that

∞
∑

t=0

δt−T
2 bt > 0 =⇒ δT

2

∞
∑

t=0

δt−T
2 bt =

∞
∑

t=0

δt
2bt > 0

where we use the fact δ2 > δ1, and finally multiply by δT
2 > 0.

From here, note 1 − κ(c) ≥ 0 for any choice of c in the restricted domain (which is the
set of feasible maximizers). Set

bt = (1 − κ(c′))P(θ > θ∗(c′))t+1 − (1 − κ(c))P(θ > θ∗(c))t+1

so that

bt > 0 ⇐⇒ 1 − κ(c′)

1 − κ(c)
>

(

P(θ > θ∗(c))

P(θ > θ∗(c′))

)t+1

where (1 − κ(c)) > 0 since κ is strictly increasing and hence κ(c) < κ(c′) ≤ 1. Because c′ > c

and θ∗(c) > θ∗(c′) by Proposition 1, P(θ > θ∗(c)) < P(θ > θ∗(c′)), and so the right hand side
of the second inequality monotonically approaches 0 as t → ∞. Moreover, κ(c′) > κ(c), so
the left hand side of the inequality is strictly positive and independent of t. Consequently,
there exists a unique T such that bt > 0 for all t > T , and we can then apply Lemma 1 to get
that V ∗(c′, δ′) − VH(c, δ) > 0 for all δ′ > δ. Thus, V ∗ is strictly single-crossing in (c, δ), and
the comparative statics result of Milgrom and Shannon (1994) implies c∗(δ) is increasing in
the strong-set order, as desired.

Finally, the optimality of stationary contracts. Let B ⊂ R be the set of all feasible payoffs
that are attained by some dynamic commitment posture from time t onwards, supposing the
short-run players myopically best reply (given the global games perturbation), and suppose
there is a commitment strategy s1 which is not stationary. First, because the problem is itself
stationary, it must be that b = max{b : b ∈ B} is the continuation payoff at every history.
From here, suppose that there are two costs c and c′ such that

(1 − κ(c))P(θ > θ∗(c)) > (1 − κ(c′))P(θ > θ∗(c′))

and both are played at time t under s1. This is impossible, as then the deviation to play
c whenever c′ was played at the original time would be a strictly profitable deviation (and
feasible under commitment). Thus, s1 is constant across histories at each time period (almost
surely). Since s1 has to deliver the same continuation utility at every utility as well, this
implies s1 is stationary (in particular, it only plays elements in c∗(δ)).
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PROOF OF PROPOSITION 3

Proof. The proof is divided into a few subsections for expositional simplicitly. The general
plan is to show that the greatest and smallest elements of each equilibrium payoff set are
equal, and then use the fact that short-run players observe a (payoff-irrelevant) public signal
to convexify the action spaces and get the equivalences in the theorem statement.

Part I: Equivalence of the Worst Equilibria

First, an observation. Let ν ∈ ∆([0, 1]) be any distribution of expected costs played at
some time t in equilibrium. Then

∫

cdν(c)
(

1 − Φ
(

1 − µ

τ

))

≤
∫

1dν(c)
(

1 − Φ
(

1 − µ

τ

))

< Φ
(

1 − µ

τ

)

where we use the fact µ < 1 and properties of the normal distribution. Thus, whenever all
other players are attacking, the short-run player 2i

t strictly prefers to attack as well regardless
of their belief over the cost of failure (which can be an endogenous object of the strategy
and the belief about player 1’s rationality).

From here, consider the strategy profile s2,t = 1 across all histories and times. The
rational-type Player 1’s best reply will then always be to set s1 = 0 at every history (and the
announcement at period 0 does not matter), because their actions do not affect continuation
play and this is myopically optimal. But of course s2,t = 1 is then optimal given s1, so this
is indeed an equilibrium; this argument holds for all discount rates and beliefs about the
regimes’ rationality.

Finally, this is the smallest element of B(δ, p), since it exactly achieves the regime’s
minimax value at each time (the regimes are adversarially coordinating). This payoff is
exactly

V ∗
L (δ) =

∞
∑

t=0

δt

(

1 − Φ
(

1 − µ

τ

))t+1

Because this equilibrium profile is Markov, it is the smallest element of both B(δ, p) and
BM(δ, p), and constant in p.

Part II: The Best Payoff in E(δ, 1).

Let c̄ =
Φ(− µ

τ )
1−Φ(− µ

τ )
be the minimal value at which no cooperation can be sustained. We

show that one of two equilibria is always optimal: either s∗
1 = 0 in each period and s∗

2,t = 1
at every history, or s∗

1 = c̄ at every on-path history and s∗
2,t = 0 on path and 1 off path.

First, suppose that B(p, δ) = {V ∗
L (δ)}. Then clearly the first strategy is the unique

equilibrium and has to give the highest payoff.
Now suppose instead this is not true, so the best payoff in B(p, δ), denoted by b ∈ B(p, δ),

is strictly greater than V ∗
L (δ). Let {s̄∗

1, s̄∗
2,t} be an equilibrium strategy which achieves this

payoff. This implies that there exists some positive Lebesgue measure of histories16 at some
time t where Ei[s

i∗
2,t(ht)] < 1, so that not everyone attacked (since this increases the regime’s

probability of survival). To sustain this nonzero attack, it must be that Et[s
∗
1(ht)] ≥ c̄ as

the short-run players do not have intertemporal incentives. This implies for all c′ which are

16We will sometimes for brevity simply work “history-by-history” whenever it is obvious that our pertur-
bation is for a mass of histories.
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supported in s∗
1(ht), there are utility promises bt+1(c′) ∈ B(p, δ), depending on the realized

cost c′, such that
1 − κ(c′) + δb(c′) ≥ 1 + δV ∗

L (δ)

Consider now the perturbed strategy at time t:

(1) Let s̄1 = c̄ at every history, and suppose the short-run players give utility promise
b̄t+1 = maxc′∈supp(s∗

1) bt+1(c′) conditional on seeing c̄, and otherwise always attack (e.g.
give utility promise V ∗

L (δ)).

(2) No short-run player attacks at time t, conditional on reaching a history ht which was
on-path at time t given (s∗

1, s∗
2,t). Otherwise, they all attack.

The first condition implies the regime will always play c̄, since for Et[s
∗
1(ht)] ≥ c̄, there must

exist c̃, played with positive probability, such that the regime found it incentive compatible,
and hence

1 − κ(c̄) + δb̄t+1 ≥ 1 − κ(c̃) + δb(c̃) ≥ 1 + δV ∗
L (δ)

Similarly, the short-run players find it incentive compatible to all not attack as their payoffs
are supermodular in other short-run players’ actions and decreasing in the expected cost of
failure, which is lower under s̄1, since Et[s

∗
1(ht)] ≥ c̄ = Et[s̄1(ht)]. Thus this strictly improves

the regime’s payoffs and hence must give a payoff greater than b, a contradiction to our
definition of b. As in the first part, define for notational convenience the function

VC(c, δ) = (1 − κ(c))
∞
∑

t=0

δt

(

1 − Φ
(−µ

τ

))t+1

be the continuation payoff from punishing with probability κ in each period when the short-
run player’s never attack.

Part III: Uniqueness of EM(δ, 1).
Since p = 1 is known, the belief about the regime’s rationality is known to the short-run

players. This implies in a Markov equilibrium that the short-run players cannot condition
continuation play on the regimes’ actions. Thus, the regime must myopically best-reply to
any action of the short-run players, which implies they always take c = 0 in each period.
Thus, the unique equilibrium is the worst one (described in Part (1)) which gives a payoff of
V ∗

L (δ).

Part IV: Equivalence of the best payoffs in E(δ, p) and EM(δ, p).
Consider now the game with reputation and let p < 1. We first characterize the optimal

Markov equilibria. Note by Part (III) that at any history where µt(ωR|ht) = 1, the long run
player’s continuation play must be V ∗

L (δ), the lowest payoff. We want to characterize the
regime’s best Markov equilibrium payoff.

Suppose E(δ, 1) = {V ∗
L (δ)}. Then the regime never finds it profitable to imitate any

commitment type, since for any c ≥ c̄ (where they could benefit from committing),

1 − κ(c) + δVC(c, δ) < 1 + δV ∗
L (δ)

and hence the best equilibrium in E(p, δ) is to play 0 in every period, which can be attained
by a Markov strategy by Part (III).
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Suppose instead that there exists some c ∈ R such that

1 − κ(c̄) + δVC(c̄, δ) ≥ 1 − κ(c) + δVC(c, δ) ≥ 1 + δV ∗
L (δ)

Then in the best Markov equilibrium, the long run player announces (and subsequently
imitates) c̄, with no short-run players attacking. But this is exactly the equilibrium in E(1, δ)
that we constructed in Part (II). Together, these statements imply E(1, δ) = EM(p, δ) ⊂
E(δ, p), where the last inequality follows generically from the fact all Markov PPE are PPE.

For the final equivalence suppose that there exists some b ∈ E(δ, p) > V ∗
L (δ) (as otherwise

the argument is trivial). Recall that conditional on the short-run agents not attacking, the
best equilibrium action for the regime is to announce in the first period, and subsequently
play c̄ for sure. Let (s̄1, s̄2,t) be candidate equilibria that attain the maximal payoff for the
long-run rational player. Parts (II) and (III) then imply that at any on-path history where
µt(ht) = 1, then the long run player obtains equilibrium payoff VC(c̄, δ), and otherwise, if
the regime is pooling on some commitment type, they can do better by pooling on c̄ instead
(and having the short-run players not attack). Thus, if (s̄1, s̄2,t) is such that s1 = c̄ at every
on-path history, then we are done. Else, there exists some time t and continuation utility
b ∈ E(δ, 1) such that the regime prefers to reveal rationality by playing some c̃ at time t.
Because continuation utilities are stationary, this implies that it is also profitable to reveal
rationality by playing c̃ at t = 1 and obtain continuation payoff VC(c̄, δ). Thus, we can
suppose without loss that in (s̄1, s̄2,t), the regime reveals rationality at t = 1. However, it
cannot be that c̃ > c̄, since playing c̄ is already enough to secure continuation payoff VC(c̄, δ)
and incentivizes the no-attack equilibrium at a lower cost. If c̃ < c̄, though, all short-run
players attack in the first period, so it is strictly more profitable to play c = 0. Thus, the
payoff differential is exactly

(

1 − Φ
(

1 − µ

τ

))

(1 + δVC(c̄, δ))

As τ → 0, VC(c̄, δ) converges to (1 − κ(c̄)) 1
1−δ

, while Φ
(

1−µ
τ

)

→ 1, where both asymptotics

follow because we assume µ ∈ (0, 1). Thus,

lim
τ→∞

(

1 − Φ
(

1 − µ

τ

))

(1 + δVC(c̄, δ)) = 0

which is exactly lim
τ→0

V ∗
L (δ) and smaller than VC(c̄, δ). Thus, the best equilibrium for the

regime in this case is the one where they imitate the commitment type c̄ in every period
(and are punished with V ∗

L (δ) in every off-path history), which is a Markov equilibrium. This
then implies there exists some τ̄ sufficiently small that EM(p, δ) = E(p, δ).
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Part V: Payoff Indeterminancy of E(δ, 1).
Note

lim
δ→1

V ∗
L (δ) =

1 − Φ
(

1−µ
τ

)

Φ(1−µ

τ
)

< lim
δ→1

VC(c̄, δ) =
(1 − κ(c̄(τ)))

(

1 − Φ
(

−µ
τ

))

Φ
(

−µ

τ

)

as players get arbitrarily patient. Moreover, as the noise in the underlying stochastic process
vanishes, we have

lim
τ→0

1 − Φ
(

1−µ
τ

)

Φ(1−µ
τ

)
= 0 < ∞ = lim

τ→0

(1 − κ(c̄(τ)))
(

1 − Φ
(

−µ
τ

))

Φ
(

−µ
τ

)

where we use the fact

lim
τ→0

c̄(τ) = lim
τ→0

Φ
(

−µ
τ

)

(

1 − Φ
(

−µ
τ

)) = 0

and use the monotone convergence theorem to get the final limit (noting that as VC(c̄, δ) →
∞, incentive constraints are eventually satisfied as −κ(c̄) → 0). Since there exists an equilib-
rium in E(δ, 1) where the regime plays c̄(τ) in each period, this implies the final result.

PROOF OF PROPOSITION 4

Proof. As δ < 1, we focus on one-shot deviations. First, we establish the following useful
accounting lemma, which disciplines continuation play in Markov environments for both the
long and short run players.

Lemma 2 (Accounting Lemma). Let (s∗
1, s∗

2,t) be a Markov equilibrium when p0 < 1. For
all ht and h′

t such that Es∗
1(ht),pt(ht)[c] = Es∗

1(h′
t),pt(h′

t)[c], we have s∗
2,t(ht) = s∗

2,t(h
′
t), and s∗

1 is
supported in {0, c∗} at each ht, where c∗ is the posture the regime announces at the beginning
of time. For almost all ht, h′

t 6= ∅ where pt(ht) = pt(h
′
t), Vs∗

1,s∗
2,t

(ht) = Vs∗
1,s∗

2,t
(h′

t) where

Vs∗
1,s∗

2,t
(ht) is the equilibrium payoff to the regime at history ht.

Proof. The first part of the result is an immediate implication of the fact, proved in Propo-
sition 1, that short-lived players have a unique rationalizable strategy given the conjectured
cost Es∗

1(ht),pt(ht) (where we use the fact they are myopic and hence the set of rationalizable
actions cannot change by varying the continuation value of the game).

This then implies the second statement. First, it must be that supp(s∗
1(ht)) ⊂ {0, c∗(δ)}.

Suppose not. Then there exists some c 6∈ {0, c∗(δ)} such that s∗
1 plays c with positive prob-

ability given ht. But whenever the long run player chooses c > 0, they perfectly reveal
rationality. The first part of the lemma and the Markov refinement then imply the regime
must receive the same continuation value after playing both c and 0; the strategy that plays
0 whenever s∗

1 called to play c would then be a strictly profitable one-shot deviation.
Finally, fix any ht, h′

t where the posterior belief of the regime’s type is the same. Clearly if
pt(ht) = 1, the result must hold by Proposition 4. If instead the posterior belief is full support
at ht, then whenever P(s∗

1 = 0|ht) 6= P(s∗
1 = 0|h′

t), future short-run players will make different
inferences about the regime’s rationality. Because ht 6= ∅, it has to be that s∗

1 supports at
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most two actions: the one where they pool on the irrational type, and the separating one
where they play 0. Since the two probabilities of playing the actions are distinct, it must be
that the (entire) expected payoff from playing 0 and c∗ must be equivalent under both s∗

1 at
ht and s∗

1 at h′
t. This implies the continuation payoffs at the distinct posterior beliefs induced

by the two different strategies must be the same as well.

Now the main proposition. First, {s∗
1, s∗

2,t} is an equilibrium, since if the regime is for
sure choosing c = 0, then s∗

2,t(ht, xt) = 1{xt > x∗(1, 0)} is clearly the unique best response
by Proposition 1 at every history. Second, if the short-run players are always attacking, then
the regime has no profitable one-shot deviations.

This must be the only equilibrium. Suppose not and let {s̄1, s̄2,t} be a candidate equilib-
rium. Then it must be that there exists some history ht such that (s∗

2,t(xt, ht)−1x>x∗(1,0)) > 0
for a positive measure of private signals {xt}. This is only rationalizable if Es̄1[c] > 0. How-
ever, because continuation play cannot be history-dependent (see Lemma 2), the regime
must receive equal continuation payoff from playing any c > 0 and 0. Thus, the one-shot
deviation where the regime plays c = 0 for sure at ht for every (θt, At) instead of ct(ht) is a
profitable deviation, contradicting the idea {s̄1, s̄2,t} was an equilibrium.

The last statement. Recall

VH(c, δ) = (1 − κ(c))
∞
∑

t=0

δt

(

1 − Φ

(

θ∗(c) − µ

τ

))t+1

is the payoff to the regime from playing c in every period. Fix any c > 0 such that

κ∗(c) ≤ δ (VH(c, δ) − V ∗
L (δ)) =⇒ p(0) (1 + δV ∗

L (δ)) < p(c) (δVH(c, δ) + 1 − κ∗(c))

using the fact p(0) < p(c) and hence V ∗
L (δ) < V ∗

H(c, δ). These are exactly the costs which are
played every period on-path to equilibria of the following form:

(1) At any history ht where the regime has played c in every period s < t, then s2,t(ht, xi,t) =
1xi,t≥x∗(1,c). Else, s2,t(ht, xi,t) = 1.

(2) At any history ht where the regime has played c in every period s < t, s1 = c. Else,
s1 = 0.

Fix δ > 0 and note that
κ(0) = δ(VH(0, δ) − V ∗

L (δ)) = 0

by the boundary condition on κ and the fact VH(0, δ) = V ∗
L (δ). It is thus sufficient for

κ′(0) <
d

dc
δ (V ∗

H(0, δ) − V ∗
L (δ))

for there to exist some c > 0 such that κ(c) < δ(V ∗
H(c, δ) − V ∗

L (δ)). A computation gives that
the derivative on the right hand side is exactly

δ
p′(c)D(c) − p(c)[1 − δp(0)][−δp′(c)]

D(c)2
where D(c) = (1 − δp(c))(1 − δp(0))
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Simplifying and evaluating at 0 gives that the requirement holds so long as

κ′(0) <
δ

1 − δp(0)

(

−1

τ
φ

(

θ∗(0) − µ

τ

)

(θ∗)′(0)

)

Since φ is strictly positive and θ∗ has strictly negative derivative, this function is positive and
in particular the condition is not vacuous (noting that the right hand side is increasing in
δ). Finally, because this is strict and parameters are continuous in c, an interval of possible
costs can be supported.

PROOF OF PROPOSITION 5

Proof. Set ε = 1 − κ(1) > 0 to be the gap. It is sufficient to show that c∗(0, σ) > ξ for all
sufficiently small σ given fixed τ for which the problem is defined, as then Proposition 2
implies the remainder of the argument.

First, consider the payoff differential when c = 1 relative to when c = 0; this is given by

(1 − κ(1))

(

1 − Φ

(

θ∗(1, σ) − µ

τ

))

−
(

1 − Φ

(

θ∗(0, σ) − µ

τ

))

When c = 1, c = λ, and c
c+1

= 1
2
. A computation, similar to the one given in Theorem

1, gives that this implies the payoff differential U(µ; c) is negative, as it is a nonincreasing
function it must be that x∗(1, σ) > µ at this σ. Thus, we have that θ∗(1, σ) < µ as well
whenever σ is sufficiently small for Proposition 1 to hold, as if we take µ to be a candidate
cutoff state, then

G(1, µ) = Φ

(

x∗(1, σ) − µ

σ

)

− µ < 0

and as a result we need that θ∗(1, σ) < µ as G is strictly decreasing in θ.
Moreover, θ∗(0, σ) = 1 for all σ. Thus, c = 1 is more profitable than c = 0 so long as

ε

(

1 − Φ

(

θ∗(1, σ) − µ)

τ

))

≥ 1

2
ε ≥ 1 − Φ

(

1 − µ

τ

)

where the first inequality uses the fact θ∗(1, σ) − µ ≤ 0. Taking τ → 0 (with σ → 0 with it)
gives that the right hand side vanishes, while the left hand side converges to ε. As a result,
we have that the value of commitment is at least some ε, which is independent of τ .

Take this τ̄ and assume c∗(0, σ) → 0. Because c∗ is upper hemicontinuous in σ and V ∗
H ,

the value of commitment, is continuous in σ, this would imply V ∗
H(0, σ) → V ∗

L (0, 0), which
contradicts the fact V ∗

H(0, σ) > V ∗
L (0, σ) + ε where ε is independent of σ. Because this bound

holds for any τ < τ̄ , there must exist some ξ(τ) such that lim
σ→0

c∗(0, σ, τ) > ξ(τ). A similar

argument as the one above implies lim
τ→0

ξ(τ) 6= 0, as otherwise a similar continuity argument

of V ∗
H but in τ would obtain a similar contradiction as above. This gives the existence of a

uniform lower bound on c∗.
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PROOF OF THEOREM 1

Proof. Suppose the long run player benefits from commitment at τ ; fix this throughout. To
be explicit, we will refer to c∗(δ, σ) as the commitment posture given private noise σ and
discount rate δ, and let V ∗

H(δ, σ) be the associated value function. Assume throughout that
whenever c∗(δ, σ) is multi-valued that we take the largest element of the correspondence. In
the proof, it will be clear that this is without loss of generality.

For the main part of the argument, we assume the regime can achieve their optimal
commitment payoff when µ0 supports only {0, c∗(δ, σ)}, which then implies the argument for
general priors when the regime the can announce a posture at t = 0.

For ease of notation, define

p(c) =

(

1 − Φ

(

θ∗(c) − µ

σ

))

be the probability of survival in any period if the expected cost of attack is c. Recall by
Lemma 2 there can only be two actions at any history. In particular, this implies that the
regime will either play 0 or c∗(δ) in each period. They choose (strictly) to play 0 (conditional
on surviving in that period) if and only if

κ(c∗(δ, σ)) ≤ (<) δ (V ∗
H(δ, σ) − V ∗

L (δ)) .

This expression is time-independent, and hence all (pure) equilibria where the regime chooses
to pool on the commitment type are stationary. From here, we need only show that (1) the
regime doesn’t mix between the two actions, and (2) under the conditions of the theorem,
the above inequality holds.

Note that so long as this inequality holds, the regime will imitate their commitment type
in the first period because, knowing that it is enforceable, they will choose to announce they
play c∗(δ, σ), and hence any deviation from c∗ will reveal rationality and net payoff V ∗

L (δ, σ)
in the ensuing Markov equilibrium.

We make a few observations. First, note that by adding a constant p(0)
1−δp(0)

, we can rewrite
the regime’s commitment choice as the correspondence given by

c∗(δ, σ) ∈ argmax
c∈R

{ ∞
∑

t=0

δt
(

(1 − κ(c∗(δ, σ)))p(c)t+1
)

−
∞
∑

t=0

δtp(0)t+1

}

The new objective function must be increasing in δ, since for any δ̃ ≥ δ,

∞
∑

t=0

δ̃t
((

(1 − κ(c∗(δ̃, σ)))p(c∗(δ̃, σ))t+1 − p(0)t+1
))

≥
∞
∑

t=0

δ̃t
(

(1 − κ(c∗(δ, σ)))p(c∗(δ, σ))t+1 − p(0)t+1
)

≥
∞
∑

t=0

δt
(

(1 − κ(c∗(δ, σ)))p(c∗(δ, σ))t+1 − p(0)t+1
)

where the first inequality uses the fact c∗(δ, σ) is feasible when the regime has discount rate
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δ, and the second uses the fact we satisfy the criteria in Lemma 1 (where we use moreover
the fact that the value function is nonnegative when δ = 0 by definition).

Because c∗(0, σ) is chosen optimally at δ = 0 and solves the static problem, we have

(1 − κ(c∗(0, σ))p(c∗(0, σ)) > p(0)

Thus, for all δ > 0,

p(c∗(δ, σ))[1 − κ(c∗(δ, σ))]

1 − δp(c∗(δ, σ))
>

p(c∗(0, σ))[1 − κ(c∗(0, σ))]

1 − δp(c∗(0, σ))

≥ p(0)

1 − δp(c∗(0, σ))
≥ p(0)

1 − δp(c∗(0, σ))
= V ∗

L (δ, σ)

The first inequality follows by explicitly computing the geometric sums for V ∗
H(δ, σ) and

V ∗
H(0, σ), recalling V ∗

H(δ, σ) > V ∗
H(0, σ); the second from the fact c∗(0) is chosen optimally at

0; the final one uses the fact p(c∗(0, σ)) ≥ p(0). These inequalities then imply

V ∗
H(δ, σ) − V ∗

L (δ, σ) =
p(c∗(δ, σ))

1 − δ(p(c∗(δ, σ))
− p(c(0))

1 − δp(c(0, σ))
>

p(c∗(δ, σ))

1 − δ(p(c∗(δ, σ))
κ(c∗(δ, σ))

and hence so long as
p(c∗(δ, σ))

1 − δ(p(c∗(δ, σ))
≥ 1

δ

then κ(c∗(δ, σ)) < δ(V ∗
H(δ, σ)−V ∗

L (δ, σ)) and the unique equilibrium is for the regime to play
c∗ in each period.

We next want to show that this condition is satisfied by the conditions of the theorem.
The idea is to exploit monotonicity conditions on θ∗(c, σ) and x∗(c, σ) to show that these
cutoffs must be below µ by comparing the value of the functions which implicitly define them
when agents use the cutoff strategy s2,t(xt, ht) = 1{xt < µ}, and then take δ → 1. First,
some notation. Define (by abuse of notation)

c∗(1, σ) =
{

lim
n→∞

cn : cn ∈ c∗(δn, σ) where lim
n→∞

δn = 1
}

recalling that c∗(δ, σ) is upper hemi-continuous, and hence this set is well-defined. Note

1 − Φ

(

θ∗(c∗(1, σ)) − µ

τ

)

>
1

2
⇐⇒ Φ

(

θ∗(c∗(1), σ) − µ

τ

)

≤ 1

2
⇐⇒ θ∗(c∗(1), σ) < µ

where c∗(1, σ) behaves as expected in the limit by upper hemi-continuity of c∗(δ, σ) and
continuity of θ∗ and Φ. Fix any c̄ ∈ c∗(1, σ).

Our next step is to show that there exists ε > 0 and σ̂ > 0 such that supσ∈[0,σ̂]{µ −
x∗(c, σ)} > ε. Fix an arbitrary signal precision σ̃ > 0 and suppose x∗ = µ was the candidate
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cutoff. Then the payoff differential, as in the proof of Proposition 1, is

U(µ; c∗) = Φ





F(µ, µ) −
(

α
α+β(σ̃)

µ + β(σ̃)
α+β(σ̃)

µ
)

√

(α + β(σ̃))−1



− c∗

1 + c∗ = Φ

(

1
2

− µ

(α + β(σ̃))− 1
2

)

− c∗

1 + c∗

Recall α = 1
τ2 and β(σ̃) = 1

σ̃2 , so as σ → 0,

lim
σ→0

(

(α + β(σ))
1
2

)

(

1

2
− µ

)

→ −∞

Because c∗(1, σ) > ξ (where ξ is pulled from the assumption the regime benefits from com-
mitment and the monotonicity on c∗ for each fixed σ established in Proposition 2), we can
find some σ̃ > 0 such that

Φ

(

1
2

− µ

(α + β(σ̃))− 1
2

)

<
ξ

1 + ξ
<

c∗(1, σ̃)

1 + c∗(1, σ̃)

for all σ < σ̃. Thus, U(µ; c∗) < 0, and since U is nonincreasing in its first argument, this
implies x∗(c, σ) < µ is necessary for U to zero at the cutoff, where where this inequality
holds for all σ < σ̃. We finally want to show this bound is uniform in the limit for σ; that
is, x∗(c, σ) < µ − ε. Suppose not; then there does not exist ε and σ̂ such that supσ∈[0,σ̂]{µ −
x∗(c, σ)} > ε. This implies we can find a sequence of signal precisions {σn}, where each
σn < σ̃ such that x∗(c, σn) → µ; the definition of the cutoffs then implies

{

F(x∗(c, σn), x∗(c, σn)) −
(

α

α + β(σn)
µ +

β(σn)

α + β(σn)
x∗(σn)

)}

n∈N

converges to 1
2

− µ; the range of the function above has compact closure, so by Bolzano-
Weierstrauss there must exist a convergent subsequence {σnk

} (where F varies directly with
the signal precision as well). Because

α + β(σn) =
τ 2 + σ2

n

τ 2σ2
n

n→∞−−−→ 1

τ 2

the subsequence of values above must satisfy

lim
k→∞

F(x∗(c, σnk
), x∗(c, σnk

))−
(

α

α + β(σnk
)
µ +

β(σnk
)

α + β(σnk
)
x∗(σnk

)

)

= F(µ, µ)−µ =
1

2
−µ < 0

But then this implies that

lim
k→∞

Φ









F(x∗(c, σnk
), x∗(c, σnk

)) −
(

α
α+β(σnk

)
µ +

β(σnk
)

α+β(σnk
)
µ

)

√

(α + β(σnk
))−1









= Φ
(

τ

(

1

2
− µ

))

<
1

2

since τ > 0 as well. Thus, along the subsequence {σnk
}, U(x∗(c∗(1, σnk

), σnk
)); c∗(1, σnk

))
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cannot equal
c∗(1,σnk

)

1+c∗(1,σnk
)

infinitely often, a contradiction to the definition of x∗. This then

implies that there exists positive σ̂ and ε such that µ − x∗(c, σ) > ε for all σ < σ̂.
We next show θ∗(c∗(1, σ)) < µ. Recall θ∗ is implicitly defined as the zero of the nonin-

creasing function

Φ

(

x∗(c, σ) − θ

σ

)

− θ

Suppose the critical state θ∗ is equal to µ, we obtain

0 ≤ Φ

(

x∗(c, σ) − µ

σ

)

< Φ
(−ε

σ

)

<
1

2
< µ

for all σ. Thus, θ∗(c, σ) < µ for any positive c. This implies p(c∗(1,σ))
1−p(c∗(1,σ))

> 1 whenever σ <

σ̄ = max{σ̂, σ̂2}. As this inequality is strict, and

p(c∗(δ))

1 − δp(c∗(δ))
− 1

δ

is uniformly continuous in δ (in a small enough compact interval containing 1, which is well-
defined as p(c) is bounded away from 1), there exists some δ̄ < 1 (which may depend on
σ̄) for which the result holds. Since the desired inequality holds strictly, the regime is never
indifferent between 0 and c∗ and hence no mixed equilibrium exists.

PROOF OF THEOREM 2

Proof. We start by bounding G(δ, σ, τ) in the limit from below. Suppose throughout that
τ < τ̄ and suppose that σ, δ vary with τ and are chosen to be close to 0 and 1 respectively
so that the regime can secure V ∗

H(δ, σ, τ) in the unique Markov equilibrium. Let ς be some
equilibrium of the non-Markov game. Our first step is the bound the continuation value the
regime must attain at any history with which they reveal rationality. Let ht be some history17

where µ0(ωR|ht) > 0 but ς1(ht) = c 6= c∗(δ, σ, τ), so that the regime reveals rationality. If b

is the continuation value at ht when the long run player chooses c for sure, it must be that

1 − κ(c∗(δ, σ, τ)) + δV ∗
H(δ, σ, τ) < 1 − κ(c) + δb

To minimize b, we want to make κ(c) as small as possible, and so the smallest possible
continuation value is induced when c = 0, and in particular plugging in κ(c) = 0 and

rearranging gives that δ(V ∗
H(δ, σ, τ) − b) < κ(c∗(δ, σ, τ)); that is, b > V ∗

H(δ, σ, τ) − κ(c∗(δ,σ,τ)))
δ

.
Because c∗(δ, σ, τ) is optimally chosen, it must be that it is bounded from above by 1 for
any parameter values, and hence we have that V ∗

H(δ, σ, τ) > b > V ∗
H(δ, σ, τ) − 1

δ
is a cheap

bound on the regime’s continuation value at any history with which they reveal rationality.
Consider now the regime’s expected payoff at any history ht. There are two cases. First,
revealing rationality may make them better off than continuing to pool on the commitment
type, and so continuing to pool will make them worse off. If every continuation equilibrium

17Here, we let ht include information about the current state and attack realization, e.g. we are at player
1’s information set.
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where the regime reveals rationality is of this type, then V ∗
H(δ, σ, τ) = G(δ, σ, τ), and the

result is vacuous. Second, revealing rationality may make them worse off at that history. If
such a b occurs on-path, then the regime’s equilibrium payoff can be decreased by having
them reveal rationality in the first period for sure.

This implies, for any t where the regime has not yet revealed rationality and short-run
players have not yet acted, the regime achieves a higher expected payoff (before knowing if the
survived) from continuing to pool with the commitment type then revealing rationality and
obtaining a continuation value of b. Thus, we can strictly decrease the regime’s continuation
payoff by getting them to reveal rationality earlier. Thus, we have that

G(δ, σ, τ) >

(

1 − Φ

(

θ∗(E0[c]) − µ

τ

))

(1 + δb)

where E0[c] = (1 − µ0(ωR))c∗ is the expected cost when the regime announces c∗ in the
pre-period but then reveals rationality after. We thus want to obtain a bound the expression

∣

∣

∣

∣

∣

V ∗
H(δ, σ, τ) −

(

1 − Φ

(

θ∗(E0[c]) − µ

τ

))

(1 + δb)

∣

∣

∣

∣

∣

Note using E0[c∗] is a lower bound on the survival probability of the regime, since it is always
feasible for them to announce this posture, even if they will not follow through. To bound
the expression above now, we will first establish the following helpful lemma.

Lemma 3. Fix some η > 0 and suppose we satisfy the conditions in Proposition 5. Then

lim
τ→0

lim
σ→0

Φ

(

θ∗(η) − µ

τ

)

= 0

Proof. Theorem 1 showed that, for each τ , there exists σ(τ) sufficiently small such that
θ∗(η, σ, τ) < µ, and that

lim
σ→0

{µ − θ∗(η, σ, τ)} ≥ ε(τ)

for some gap ε(τ) which may depend on the public noise τ . Note that if ε(τ) ≥ ε for some
ε > 0, then

lim
τ→0

lim
σ→0

Φ

(

θ∗(η) − µ

τ

)

≤ lim
τ→0

(−ε

τ

)

= 0

which implies the argument. To derive the existence of ε, first note that a similar argument
as in the proof of Theorem 1 (where we take the double limit τ → 0 and σ → 0 instead of
just σ → 0) implies that

lim
τ→0

lim
σ→0

(µ − x∗(η, σ, τ)−) > 0

Note that if θ∗(η, σ, τ) had a subsequence (σn, τn) → (0, 0) (where σn << τn so that the
global game induces a unique equilibrium) such that lim

n→∞
θ∗(η, σn, τn) = µ, then

lim
n→∞

Φ

(

x∗(η, σn, τn) − µ

σn

)

= µ
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which is impossible since x∗(η, σ, τ) is bounded away from µ from below in the limit and
µ > 1

2
. This finishes the proof of the lemma.

From here, note that E0[c] > (1 −µ0(ωR))ξ, where ξ is the constant derived from the fact
that the regime uniformly benefits from commitment in the limit. Setting η = (1 − µ0(ωR))ξ
and applying Lemma 3 implies

∣

∣

∣

∣

∣

V ∗
H(δ, σ, τ) −

(

1 − Φ

(

θ∗(E0[c]) − µ

τ

))

(1 + δb)

∣

∣

∣

∣

∣

≤ |δ(V ∗
H(δ, σ, τ) − b)| + |κ(c∗(δ, σ, τ))|+ε(τ, σ)

for some vanishing function ε(τ, σ). Applying our bound on the maximum difference between
V ∗

H and b then implies that the maximal difference between the payoffs if 2 + ε(τ, σ).
Next, we compute the limits of both V ∗

H and V ∗
L . First, we have the following computation:

lim
δ→1,σ→0

V ∗
L (δ, σ, τ) = lim

δ→1,σ→0

∞
∑

t=0

δt

(

1 − Φ
(

1 − µ

τ

))t+1

=

(

1 − Φ
(

1−µ
τ

))

(

Φ
(

1−µ
τ

))

where we exploit the fact for any fixed τ that (1 − Φ
(

1−µ
τ

)

) < 1 so the series converges
absolutely and uniformly and we can interchange limits. Finally, taking τ → 0 and using the
fact that 1 > µ gives that the final term converges to 0 as τ → ∞.

For V ∗
H , note we have shown that θ∗(c∗(δ, σ, τ)) − µ < −ε, and hence, we have that

lim
δ→1,σ→0

V ∗
H(δ, σ, τ) = lim

δ→1,σ→0
(1 − κ(c∗(δ, σ, τ)))

∞
∑

t=0

δt

(

1 − Φ

(

θ∗(c∗(δ, σ, τ) − µ

τ

))t+1

≥ lim
δ→1,σ→0

(

1 − Φ
(−ε

τ

))

1 − κ(c∗(δ, σ, τ))

1 − δ + δΦ
(

−ε

τ

) ≥
(

1 − Φ
(−ε

τ

))

Φ
(

−ε

τ

) (1 − κ(c∗(1, 0, τ)))

Finally, to bound this payoff, recall c∗ = 1 was feasible but not chosen, with κ(1) < 1 and
θ∗(1) − µ < −ε (by using a similar argument as we did for the optimal c∗) and thus

lim
τ→0

V ∗
H(δ, σ, τ) ≥ lim

τ→0

(

1 − Φ
(−ε

τ

))

Φ
(

−ε

τ

) (1 − κ(1)) = ∞

which gives the first part of the theorem. The second part then follows by noting that V ∗
H −V ∗

L

grows arbitrarily large in the desired triple limit, and thus

lim
τ→0

lim
δ→1

lim
σ→0

∣

∣

∣

∣

∣

V ∗
H(δ, σ, τ) − G(δ, σ, τ)

V ∗
H(δ, σ, τ) − V ∗

L (δ, σ, τ)

∣

∣

∣

∣

∣

=
0

∞ = 0

This finishes the proof of the theorem.
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Appendix II: The Game Without Exit

In this appendix, we show that in the corresponding game without exit, the regime can
recover a static commitment payoff result as δ → 1 for any (τ, σ) in the global game with
reputational incentives. We will modify the game so that the regime receives 0 if At < θt,
but no exit occurs. This implies that the long run player’s optimal commitment action is
now given by

V ∗
H(δ) = max

ct(ht)∈R

Eht|ct(ht),s2,t

[

(1 − δ)
∞
∑

t=0

δt(1 − κ∗(ct(ht)))

(

1 − Φ

(

θ∗(ct(ht)) − µ

τ

))]

where the principal can dynamically commit to any history-dependent punishment plan.

Proposition 6. The optimal commitment postures c∗
t (ht) is constant over histories, and

satisfies c∗
t = c∗(0), that is, the static commitment posture with exit.

Proof. Fix any history. The principal’s problem is separable across time and agents’ do not
have intertemporal incentives, so the principal simply chooses ct(ht) to solve

max
c∈R

δt(1 − κ∗(c))p(θ∗(c)) where p(θ∗(c)) =

(

1 − Φ

(

θ∗(c) − µ

τ

))

Recall the problem when the regime solves

max
c∈R

{

(1 − κ(c))p(θ∗(c))

1 − δp(θ∗(c))

}

in the game with exit. As δ → 0, we get that the static commitment problem and the optimal
commitment posture in the game with exit are the same (shifted by δt at each discount rate)
and hence c∗

t (ht) = c∗(0) in each period is optimal.

Proposition 6 implies we can view this setting as perfect-monitoring repeated game with-
out any intertemporal incentives. Thus, we can directly apply commitment payoff results to
conclude that in any equilibrium ςδ of the game with discount rate δ and payoff V (ςδ)

lim
δ→1

V (ςδ) = lim
δ →1

V ∗
H(δ)

That is, the regime achieves almost their commitment payoff in every equilibrium so long as
they are sufficiently patient.

It is useful to contrast the results here with those in the main body of the paper. First,
note that to apply the off-the-shelf Fudenberg and Levine (1989) type results, we need to
normalize our payoffs by (1 − δ) in each period, which weakens the convergence statements
relative to the non-normalized game with exit. Second, this argument has the stark feature
that the optimal commitment action of a regime is independent of how much they care
about the future. We view the ability to accomodate exit, along with the rich comparative
statics on the commitment action with the discount rate, as an important feature of our
model. Finally, it is a limiting payoff statement, and so it cannot make any exact payoff or
behavioral predictions for Markov environments, in contrast to our Theorem 1.
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