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Nonequilibrium dynamics of highly-controlled quantum systems is a challenging issue in statistical
physics and quantum many-body physics, relevant to recent experimental developments of analog
and digital quantum simulations. In this work, we develop a discrete phase-space approach for
general SU(N) spin systems that utilizes cluster mean field equations, which capture non-trivial
quantum correlations inside each cluster, beyond the capability of the standard discrete truncated
Wigner approximation for individual classical spins. Our formalism, based on a cluster phase-
point operator, makes it possible to realize scalable numerical samplings of cluster phase-space
variables, where the total number of noise variables for a direct product state is independent of the
choice of the separation into finite regions of clusters. We numerically demonstrate that the cluster
discrete truncated Wigner approximation (C-dTWA) method can reproduce key results in a recent
experiment on the correlation propagation dynamics in a two dimensional Bose-Hubbard system.
We also compare the results of C-dATWA for clusters of 2 x 2 sites with those of a two-dimensional
tensor network method and discuss that both approaches agree very well in a short time region,
where the energy is well conserved in the tensor network simulations. Since we formulate the C-
dTWA method in a general form, it can be potentially applied to various dynamical problems in
isolated and open quantum systems even in higher dimensions.

I. INTRODUCTION

Recent experimental advances of analog and digi-
tal quantum simulations have stimulated exploration of
nonequilibrium quantum dynamics of strongly interact-
ing systems. Typical experimental systems, where the
real time quantum evolution is accessible in a highly con-
trolled manner, include ultracold atoms and molecules in
optical lattices [1-4], trapped ions [5, 6], optical tweezer
arrays loaded with Rydberg atoms [7-10], and supercon-
ducting qubits [11, 12]. These platforms have been ex-
ploited to realize various types of quantum dynamics,
e.g., quantum thermalization [1, 13, 14], nonergodic dy-
namics in many-body localization (MBL) regimes [15-
17], correlation propagation dynamics after quenches [18,
19], discrete time crystalline states [20-22], and superdif-
fusive magnetization dynamics in a quantum circuit [23].

Quantitative numerical methods are highly impera-
tive for advancing experimental techniques for control-
ling quantum dynamics and for testing the foundation of
nonequilibrium statistical mechanics with the cross-check
against quantum simulation results. Nevertheless, sim-
ulating quantum dynamics on classical computers typi-
cally suffers from unavoidable properties in many-body
systems, such as the exponential increase of Hilbert space
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dimension and the sign problem in continuous time quan-
tum Monte Carlo methods. The tensor network method
provides a versatile framework to reduce the compu-
tational cost in simulating coherent quantum dynam-
ics [24-28]. Regardless of many advantages in the tensor
network method, its efficient application is typically re-
stricted to low-entangled states in one-dimensional short-
range interacting systems. The phase space method of-
fers another approach to analyze quantum dynamics of
many-body systems in a semiclassical manner [29, 30].
Among many approaches utilizing different representa-
tions, such as the positive-P representation [31-33] and
the Wigner-Weyl-Moyal representation [30, 34-39], the
discrete truncated Wigner approximation (dTWA) is a
valuable scheme [3, 40-47], since it gives a natural semi-
classical expression of finite-dimensional systems com-
prised of SU(N) group operators.

The dTWA is formulated only in terms of site-
decoupled mean-field dynamics of spin variables, whose
initial conditions are stochastically taken from a posi-
tive probability distribution without Gaussian approxi-
mation. Therefore, the computational cost is still poly-
nomial in the increase of system size or particle num-
ber. However, the accuracy is, in general, limited to
a short time regime because of the ignorance of higher
order quantum effects truncated in such a leading or-
der description. The performance evaluations for N =
2 have been discussed for typical spin-1/2 models in
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Refs. [44, 48]. Additionally, in Ref. [49], the first author
of this paper and others have attempted to apply the
SU(3) dTWA and the Gaussian SU(3) TWA to an quan-
tum quench experiment on single-particle correlations
in a two-dimensional strongly interacting Bose-Hubbard
system [19]. However, it has been argued that the re-
sults from these approaches show noticeable deviations
from the experimental results even at quite short times.

Extension beyond the capability of the single-site
dTWA has been explored in previous studies [44, 50, 51],
which is based on extended mean-field theory exploiting
the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY)
hierarchy truncation. However, this approach suffers
from numerical instabilities in the time evolution [44].
There is another idea beyond the single site description
for spins, namely the cluster truncated Wigner approxi-
mation (CTWA) [52]. This approach introduces cluster
operators, each of which envelops multiple Pauli opera-
tors over a finite region of real space, in order to improve
the accuracy of semiclassical approximation. Neverthe-
less, the sampling of cluster variables suffers from several
problems. For instance, a classical SU(NV) spin represen-
tation of the CTWA exploits a Gaussian approximation
for the exact Wigner function. Since the total number of
Gaussian noise variables increases with the dimension of
possible states in a cluster, the computational difficulty
increases with the cluster size [52]. Moreover, the con-
struction of Gaussian Wigner functions is typically very
complicated and hard to generalize to various situations,
preventing wide applications of this promising method.
Therefore, it is highly desirable to develop an approach
that can diminish such difficulties in the numerical sam-
pling by utilizing techniques in the dTWA.

In this paper, we present a general framework to com-
bine the CTWA approach and the sampling technique in
the SU(N) dTWA. We call our strategy the cluster dis-
crete TWA (C-dTWA). Our formulation is constructed in
terms of dynamical cluster phase-point operators, which
are defined for an arbitrary set of clusters. An advan-
tage of this is that one can realize scalable numerical
samplings for fluctuating cluster variables with positive
definite probabilities. The scalability is due to the fact
that the total number of initial fluctuations is indepen-
dent of the size of clusters, but only depends on the to-
tal system size. Therefore, the numerical sampling is
easy to scale regardless of the particular choice of clus-
tering. We specifically apply the C-dTWA to the corre-
lation propagation dynamics in a two-dimensional Bose-
Hubbard system [19, 49, 53] and demonstrate that the
method successfully improves the accuracy of the pre-
vious SU(3) dTWA. In addition, we evaluate the per-
formance of C-dTWA in comparison with experimental
results in Ref. [19] and the corresponding tensor-network
results, the latter being based on the infinite projected
entangled pair states (iPEPS) method [53].

The rest of this paper is organized as follows. In Sec. II,
we formulate the C-dTWA for a generic system com-
prised of SU(N) spins. In Sec. III, we present an ap-

plication of the method to a strongly interacting Bose-
Hubbard system and demonstrate the performance of C-
dTWA in comparison with the experiment and other nu-
merical methods. In Sec. IV, we conclude the paper with
the future perspective. In Appendix A, additional re-
sults are provided to compare the C-dTWA and Gaussian
CTWA methods.

II. FORMULATION: CLUSTER-DTWA FOR
SU(N) SPIN SYSTEMS

For concreteness, we specifically consider a generic
SU(N) spin system isolated from the environment de-
scribed by the following Hamiltonian:

Re 3 gt Y m 1)
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where ¢ and j are site indices in real space, and a and b are
internal indices on the spin space. The spin commutators
[37,8%] = ZZ 1 €abe850;,5 determine the dynamics of
quantum states. The spin operators §7 are Hermite and
traceless, i.e., (§‘;)T = 57 and Trs7 = 0. For later use,
we introduce V' = {1,2,---, N5}, where Ny is the total
number of sites.

Let us define clusters of individual SU(N) spins as il-
lustrated in Fig. 1. A key ingredient in our formulation is
a cluster phase-point operator Ag = A31®AJ2 . ®A3z €
H®! on a finite region Sy, where p is the label of the
cluster, {j1,Jj2, - .51} = Sy, and | = dim(S,) is the
size of the cluster. It gives a phase-space represen-
tation of the time-dependent density matrix operator
p(t) =U(t,0)p(t = 0)UT(t,0), i

p(t) =U(t,0)(X) As,)UT(t,0), (2)

HEV

where V, is the set of indices to enumerate clusters. In
the single-site dTWA, V. = V holds. In this work, we as-
sume that p(t = 0) is a factorized operator over clusters,
e.g., a direct product pure state. The overline indicates
an ensemble average over different configurations of on-
site classical spins 7' € R. The direct sum of S, covers V,
ie., Uuev,Su = V. The onsite operator 121] is expanded
such that A; = N7 + g1 3", r¢5¢, where g = Tr(5%)?
is a normalization factor The fluctuations of r{ are dlS—
tributed according to a set of positive probabilities made
in a quantum-state-tomography method for SU(N) sys-
tems. It is a generalization of the state-of-the-art sam-
pling method in the generalized dTWA (GDTWA) [42].
Hence, p(t = 0) is reconstructed as the average of mea-
surement outcomes of local spin configurations.

Next, we approximate the time evolution of p(t) in
a numerically tractable manner. Within the dTWA for
the cluster representation, the density matrix operator

at time ¢ becomes p(t) ~ @) ,cv. $Z/A§l (t). The cluster
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FIG. 1. Clustering a SU(N) spin system with a set of
finite regions. The regions, such as S and S’, are intro-
duced to define cluster operators enveloping individual spins.
In the C-dTWA, each region has its time-dependent cluster
phase-point operator evolving according to a cluster mean-
field equation.

phase-point operators ﬂ/& (t) are updated, step by step,
according to a cluster mean-field equation, i.e.,

hopel§ (t) =

—i[Lg + ST, 5L (1), 3)

For the Hamiltonian operator in Eq. (1), intra-
cluster correlations inside each cluster are described by

i P b g
P = 3ics, S 888 + 2, jes, 2ap Jiy 3885 On
the other hand, inter- cluster couplings reduce to @g‘:cr =

ZzES Zuiu Z]ES Za b ‘]a ’ Aa<Ab>

tion, <s§’>s =

s, - In this contribu-

[“;’-Msy( )} are regarded as cluster mean

fields coupled to the cluster on S,.

In numerical simulations, the state of 42{;% (t) is regis-
tered as a set of finite dimensional matrices. Drawing a
random set of r{ over the whole system, @)y, ,Qfgi (t)

is an N+ dimensional random matrix, whose ensemble
average is no longer a direct product matrix for ¢ > 0.
This property reflects the dynamical growth of inter cor-
relations between clusters [44, 52]. The intra cluster
correlations are exactly incorporated along the trajec-
tory dynamics beyond the capability of the single-site
dTWA. The benefit of the sampling method is that the
total number of random numbers, i.e., {, is independent
of the choice of clusters. This point can be contrasted
with the cases of CTWA. Indeed, a Gaussian Wigner
function, even as simplified with a dimensional reduction
technique for an appropriate operator basis of clusters,
includes 2D fluctuating real variables, where D is the
cluster size [52]. Hence, the total number of variables
increases with D, and it becomes significantly large for
D > 1. In Appendix A, we numerically show that the C-
dTWA can reproduce the same results as those obtained
by the CTWA for a SU(2) transverse Ising model, im-
plying the consistency and an advantage of the C-dTWA
method.

III. CORRELATION PROPAGATION
DYNAMICS IN TWO DIMENSIONS

To demonstrate the power of exploiting correlated
clusters in dTWA, we specifically analyze the correla-
tion propagation dynamics in the isolated Bose-Hubbard
model on a square lattice [19, 53]. The Hamiltonian is
given by

H=-7> (afa; +Hc)
(i)

Za a;a;a;,  (4)

where the hopping amplitude J and the onsite interac-
tion U are tunable via the isotropic lattice depth V. In
the quench experiment, the dynamics is measured in a
strongly interacting regime satisfying U > J. In that
regime, the relevant Hilbert space is restricted. Here,
the maximum occupation is set to nyax = 2. Then, an
arbitrary local operator can be represented in terms of
a three-dimensional matrix, which can be decomposed in
base matrices in the SU(3) group [35, 49]. The state trun-
cation leads to a model of interacting SU(3) pseudospins
from the original Hamiltonian, which is a specific case of
the general model in Eq. (1).

We analyze a quantum quench starting from a di-
rect product state. The relevant quantity is the equal-
time single-particle correlation function C’(SZT, ayt) =

N1 Z;j (d;r(t)dj(t», where Z;J indicates the summa-
tion with the conditions |x; — z;| = A, and |y; — y;| =
Ay, [49], and (z;,y;) represents the coordinate of site
i. The propagation of correlations is measured in the
\/ A2 + A2 Be-
fore a quench, the system is prepared in the ground
state of the system at U = oo, which is the unit fill-
ing Mott insulating state |¢in;) = Hfil 1),. Then, the
optical lattice depth s = V/FER is linearly varied for a
finite ramp time 7q, where ER is the recoil energy of
the system. The time sequence is a ramp-down of the
lattice, i.e., s(t) = H;%(Sf — 8) + 8, where sf = 9
and s; = 15. In particular, the final lattice depth im-
plies U/J = 19.6. The ramp time is sufficiently quick
as 7q = 0.lms [49, 53]. For the following analyses,
we assume periodic boundary conditions and the lattice
geometry has totally Ny = L, x L, = 400 sites with

units of the Euclidean distance |r| =

L,=L,=20.
In Fig. 2, we monitor the dynamics of single-particle
correlation functions for |r| = 1, v/2, 2, and 3 within

the C-dTWA with clusters of 2 x 2 sites in compari-
son with the results from the iPEPS [53], the SU(3)
dTWA, and the experiment [19]. Note that the sam-
pling scheme for the SU(3) dTWA is a quantum-state-
tomography method in the GDTWA [42, 49]. The il-
lustration of this clustering is shown in Fig. 3. Fig-
ure 2(a) shows the results for the nearest-neighbor cor-
relation Clrl L (C'(1 o T C(o 1))/2, where the first peak
appears around at ¢ ~ 0.12h/Jg, in the results of the
iPEPS, the C-dTWA, and the experiment. The results
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FIG. 2. Time evolution of the single-particle correlation
functions C’lsfl (t) after a finite speed ramp down of the optical
lattice depth (¢ = 0) at distances (a) |r| = 1, (b) |r| = V2,
(c) |r| = 2, and (d) |r| = 3 evaluated by the C-dTWA with
clusters of 2 x 2 sites (orange line) and the SU(3) dTWA
(blue line). The total number of sites is Ny = 400 with
L, = L, = 20 under periodic boundary conditions. For com-
parison, the results for the iPEPS with the bond dimension
D = 8 (green crosses) [53] and the experiments (gray points
with error bars) [19] are also plotted.

of the C-dTWA and the iPEPS are in good agreement for
t < 0.2h/Jan. The peak times are consistent with that of
the experimental data. However, the SU(3) dTWA can-
not exhibit such a peak because of the breakdown of the
method for ¢ > 0.1%/Jgy, as also discussed in the pre-
vious work [49]. In the iPEPS calculations, the energy
is approximately conserved for t < 0.4h/Ja, [53]. Even
at longer times for ¢ > 0.4%/Jgy,, where the iPEPS is no
longer validated, the result of the C-dTWA is qualita-
tively similar to the behavior of the experiment data.

Figure 2(b) shows the results for C|Sf\=\/§ = C(sf,l). The

values of these correlation functions in the C-dTWA and
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dimensional Bose-Hubbard system with clusters of 2 x 2 sites.
The index rule inside a cluster is given in the left object with
outer eight legs, representing nonlinear couplings to the other
clusters.

the iPEPS also agree very well for ¢t < 0.2h/Jg,. More-
over, the first peak times of the correlation functions
are consistent with that for the experiment. However,
the corresponding peak in the SU(3) dTWA is slightly
shifted at later times. Besides this, the C-dTWA also
produces the second peak at ¢ ~ 0.43h/Ja,, which is
qualitatively consistent with the experimental data. Fur-
thermore, Figs. 2(c) and 2(d), showing the results for the
correlation functions with |r| = 2 and 3, respectively,
demonstrate that the intra cluster fluctuations treated
within the C-dTWA, which may still be less estimated,
lead to improvement of the first peak times over the
SU(3) dTWA, by comparing the results with those of the
iPEPS and the experiment. However, there are devia-
tions of the peak times between the C-dTWA and iPEPS
results. To confirm the origin of this deviation compre-
hensively, it is necessary to incorporate larger clusters in
the simulations, which is beyond the scope of this study
with the available computational resource, thus left for a
future study.

To gain insights on the quantitative limitation of the C-
dTWA, we compare the semiclassical dynamics obtained
by the C-dTWA with the corresponding exact ones for a
small system composed of Ny = 4x4 = 16 sites. Asin the
previous case, the initial state is set to be the unit filling
Mott insulating state. For simplicity, here we assume
Tq = 0, implying a sudden quench from U/J = oo to
U/J = 19.6. Figure 4 shows the results for the single-
particle correlation functions at [r| = 1 and v/2 calculated
by the C-dTWA with clusters of 2 x 2 sites. The C-dTWA
method can indeed capture the first peaks at the early
times. However, for |r| = 1 (|r| = v/2), the deviations
from the exact results are noticeable for ¢t 2> 0.25h/J
(t 2 0.35h/J). This is attributed to the higher order
contributions that are relevant to the long time quantum
dynamics.

These comparisons demonstrate that intra-cluster cor-
relations are essential for describing the important fea-
tures in the propagation dynamics, such as the first peak
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FIG. 4. Time evolution of the single-particle correlation

functions C7}|(t) at distances (a) [r| = 1 and (b) |r| = V2
after a sudden quench at t =0 for Ny = 16 with L, = L, =4
under periodic boundary conditions. The initial state is set
to be the unit filling Mott insulating state and the final state
of the sudden quench implies U/J = 19.6. For comparison,
the exact results obtained by using QuSpin library [54, 55]
are also plotted by solid curves.

times, and the qualitative behavior after the first peaks.
Nevertheless, as shown in Fig. 4 in the comparison with
the numerically exact results, the C-dTWA method with
clusters up to 2 x 2 sites fails to fully capture quantum
dynamics, particularly after the early time stage. In prin-
ciple, the C-dTWA method becomes asymptotically ex-
act with increasing the cluster size to the total system
size. However, in practice, the cluster size employed is
strictly limited by available computational resources. In
future studies, we will develop a nontrivial paralleliza-
tion approach along with a data compression technique
to increase the maximum size of clusters by exploiting a
modern large-scale supercomputer system.

IV. CONCLUSIONS

In conclusions, we have combined the cluster phase
space representation method and the discrete truncated
Wigner sampling method for finite-dimensional SU(N)
spin systems. To demonstrate the power of the method,
we have applied the C-dTWA method to the correlation
spreading dynamics in a two-dimensional Bose-Hubbard
model. The results of the C-dTWA with clusters of 2 x 2
sites agree with those of the iPEPS calculations at short
times where the energy conservation in the iPEPS calcu-
lations is satisfied. Even at longer times, the C-dTWA
can reproduce the qualitative behavior of the experimen-
tal results, which is not captured in the iPEPS calcula-
tions.

Although our study in this paper focuses mainly on
the performance of the method, the C-dTWA method
paves the way to exploring nontrivial dynamics beyond

the current capability of other numerical methods such
as tensor network methods and the singe-site d-TWA. For
instance, our method can evaluate long-distance correla-
tions, which are difficult to treat in the iPEPS approach.
This would be important in extracting a propagation ve-
locity from the dynamics of correlation functions, which
provides a better estimation of the Lieb-Robinson bound
on the quantum information propagation. Moreover, the
cluster phase-point operator formalism developed here
for individual SU(N) spins is versatile because it can be
readily and directly generalized to open quantum systems
described by the Lindblad master equation [56]. These
potential applications will be investigated elsewhere.

Note added— During completing this paper, we were
aware of a recent related study on a cluster generalization
of the generalized discrete truncated Wigner approxima-
tion (GDTWA) [57]. Although the concept is similar
in the spirit of formulation, we notice differences in the
following points. First, our formulation is based on a
cluster phase-point operator, which is valuable for prac-
tical calculations, while their approach is a simple gen-
eralization of the GDTWA for SU(NV) systems. Second,
their main application focuses on an experiment of spin-
3 chromium atoms in a three-dimensional optical lattice,
where a neighboring pair of s = 3 spins is regarded as a
SU(49) spin system. In our study, we discuss an applica-
tion to a two-dimensional Bose-Hubbard system, where
we treat a subsystem with 2 x 2 sites as a SU(81) spin
system.
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Appendix A: Revisit to a four site transverse-field
Ising chain

In this appendix, we revisit the benchmark of the clus-
ter phase space description, which was also discussed in
Ref. [52], for a system of four coupled Pauli spins de-
scribed by the following Hamiltonian:

3 4
Higng = 7Y 60600 45, 360 (A1)
i=1

i=1
Here, 6»@ is the v component of Pauli matrices with v =
x,y, and z at site i. To implement the C-dTWA, we
separate the system into two subsystems and define a
global phase-point operator as Aot = Ar ® Ar. The left
and right cluster phase-point operators Ay and Ag are
decomposed respectively as

A 1
AL =5 oo xU26M @6 (A2)
m,ne{0,z,y,z}
and
A 1
A=k Y xBPeDesd. ()

m,ne{0,z,y,2}

where &61) is the identity matrix and X(g,ldz) = Xéif) =1
because the dynamics is unitary.

Since inter-site correlations factorize in a direct prod-
uct state, we impose the initial conditions on the cluster
variables at t = 0 as

X?%:Jn)(t =0)= (&) - (4)

m Sn )

(A4)

where Q(,i) describe onsite spin fluctuations. For |1} or

|4}, the  and y components Céz) and Cy) take +1 or —1
randomly with an equal probability 1/2, while the z com-
ponents stay constant. Figure 5 shows the results for the
quench dynamics of M, = Zle(fl)i*(&i” (t)), start-
ing from the initial state |(¢ = 0)) = |1,),1,4). In this
figure, we compare the C-dTWA results with the Gaus-
sian CTWA results in Ref. [52] and find that these results
are in excellent agreement. Note that for fair comparison,
the number of trajectories is 20000 in both methods.
The Gaussian Wigner function Wgaues for the prod-
uct state |1,4,71,)) has a product form, i.e., Wgauss =
WirWhk. Following the construction described in

Ref. [52], the distribution W, gy on each cluster is found
to be

1

WL(R) 255(1'15 + 1)(5(%3 + 1)5(%12 — 1)
X 5(.131 — .1313)5(33‘2 — 1‘14)(5($5 — 1‘10)
X (5(.%'4 + $7)6<$6 + $9>6($8 + .’L‘u)

_1 2
X e 2 Zae{1.2,4,5,6,8} xa’ (A5)
4
— Gaussian-CTWA (size 2)
34 C-dTWA (size 2)
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FIG. 5. Time evolution of the magnetization M, for the four
site Ising chain evaluated using the C-dTWA with clusters of
2 sites (orange) and the Gaussian CTWA (blue). Here, we set
J =1/8 and h, = 1, the same values used in Ref. [52]. For
comparison, the exact results (obtained by iTensor [58]) are
also plotted by black. Note that the orange and blue curves
are essentially identical in this scale.

where Z is the normalization factor. The basis operators
on the clusters are defined as

X1 =60@6,, X2 =60®6,, X3 =60©d,

Xy =6, 060, X5 =06,06,, X =06,26,,

X7 :5—:5@6'2; XS :&y®&07 XQ :&y®ofb7

X10=6,06,, X11=06,06., X2 =0,® by,

X13 = OA'z 0y a'a:a X14 =0,® 6y7 X15 = a'z 29 a'z-
The distribution Wiy g) has six independent random
numbers, and thus there are totally twelve noise variables
in the whole system. By contrast, the distribution in the

C-dTWA has only eight noise variables in the whole sys-
tem.
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