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SPECTRAL SHIFT FUNCTIONS OF ALL ORDERS

ARUP CHATTOPADHYAY, TEUN D.H. VAN NULAND, AND CHANDAN PRADHAN

Abstract. Let n ∈ N and let H0, V be self-adjoint operators such that V is bounded and
V (H0 − i)−p ∈ Sn/p for p = 1, . . . , n. We prove the existence, uniqueness up to polynomial
summands, and regularity properties of all higher order spectral shift functions associated to
the perturbation theory of t 7→ H0 + tV (t ∈ [0, 1]). Such perturbations arise in situations
in noncommutative geometry and mathematical physics with dimension n− 1. Our proof is
simpler than that of [13, 14] and works at all orders regardless of n.

1. Introduction

The spectral shift function is a useful notion for the spectral analysis of quantum systems,
and the question of its existence has sparked enormous progress in mathematical perturbation
theory. It appears when analysing the movement of the spectrum of H0 + tV (t ∈ [0, 1]) as
a bounded self-adjoint perturbation V of a self-adjoint operator H0 is gradually switched on.
First defined by Krein [8], and generalized to higher order by Koplienko [7], the spectral shift
function of order k is the function ηk = ηH0,V,k such that for all sufficiently regular f : R → C

we have

Tr

(
f(H0 + V )−

k−1∑

m=0

dm

dtm
f(H0 + tV )

∣∣
t=0

)
=

∫

R

ηk(x)f
(k)(x)dx.

In [15] the spectral shift function ηk of order k ≥ n was shown to exist whenever V ∈
Sn. Because physical situations – for example when H0 is a differential operator and V a
multiplication operator – require V to have continuous spectrum, the paper [13] used the much
weaker assumption V (H0 − i)−1 ∈ Sn (n ∈ N) to obtain the spectral shift functions of order
k ≥ n. Under a similar assumption, [14] added existence of ηn−1 when n is even. Throughout
the literature one finds many such assumptions which generalise the case of (H0−i)−1 ∈ Sn to
a ‘locally compact’ setting. Often, existence of the spectral shift function depends on n, which
for a differential operator H0 depends on its order and the dimension of the underlying space.
The notable exception is that η1 was shown to exist independently of n in [22]. However, for
general n ∈ N, existence of η2, . . . , ηn−1 remained open.

In this paper we prove existence, uniqueness and regularity properties of ηk for all orders
k ∈ N under the assumptions that V = V ∗ ∈ B(H) and

V (H0 − i)−p ∈ Sn/p (p = 1, . . . , n), (1.1)
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for an arbitrary n ∈ N. In addition, our proof is much simpler than that of [13, 14]. The
assumption (1.1) unifies the ‘locally compact’ assumption V (H0− i)−n ∈ S1 with the ‘relative
Schatten’ assumption V (H0 − i)−1 ∈ Sn and is not new – cf. [17, 19, 21]. We exemplify its
applicability in Section 5.

Our simple yet novel contribution is that, under the right assumptions, existence of the
spectral shift function ηk can be deduced from the existence of ηk−1. Our proof is thus split
into induction basis – existence of η1 – in Section 3, and induction step in Section 4. Under
different assumptions, existence of η1 was already known, and the reader only interested in
the cases already covered by [22] needs only to read Section 4.

Both parts of the proof make use of the theory of multiple operator integration, which is
well-equipped to deal with these sorts of questions.

As we will see, assumption (1.1) is especially convenient to obtain Schatten class mem-
bership and bounds of the multiple operator integral, and thus in particular, of higher order
derivatives of functions of operators, as well as differences of functions of operators. Combin-
ing this with the ease with which multiple operator integrals can be manipulated algebraically,
we are encouraged that the use of multiple operator integrals under the standing assumption
(1.1) can be useful for similar investigations. We are particularly referring to the development
of a perturbation theoretical framework that can handle quantum theory and geometry at
the same time, through the use of operator algebra [3, 4, 6, 17, 21].

This paper is structured as follows. We introduce the relevant function spaces and theory
of multiple operator integration in the preliminary section 2. The induction basis is proved
in Section 3 and the induction step in Section 4. Examples are discussed in Section 5.

1.1. Acknowledgements. We gratefully acknowledge Anna Skripka and Fedor Sukochev
for useful discussions. A. Chattopadhyay is supported by the Core Research Grant (CRG),
File No: CRG/2023/004826, by SERB, DST, Govt. of India. C. Pradhan acknowledges
support from the IoE post-doctoral fellowship at IISc Bangalore. T.D.H. van Nuland was
supported in part by ARC (Australian Research Council) grant FL17010005, and in part by
the NWO project ‘Noncommutative multi-linear harmonic analysis and higher order spectral
shift’, OCENW.M.22.070.

2. Preliminaries

We denote positive constants by letters c, d, C,D with subscripts indicating dependence
on their parameters. For instance, the symbol cα denotes a constant depending only on the
parameter α.

2.1. Function spaces. Let n ∈ N = {1, 2, . . .} and let X be an interval in R possibly
coinciding with R. Let C(X) the space of all continuous functions on X , C0(R) the space of
continuous functions on R decaying to 0 at infinity, Cn(X) the space of n-times continuously
differentiable functions on X . Let Cn

b (X) denote the subset of Cn(X) of such f for which
f (n) is bounded. Let Cn

c (R) denote the subspace of Cn(R) consisting of compactly supported
functions. We also use the notation C0(R) = C(R). Let a, b ∈ R. Let Cn

c ((a, b)) denote the
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subspace of Cn
c (R) consisting of the functions whose closed support is contained in (a, b). We

will need the following elementary lemma.

Lemma 2.1. Let a, b ∈ R, a < b, k ∈ N, and f ∈ Ck
c ((a, b)). Then,

‖f (j)‖∞ ≤ (b− a)k−j‖f (k)‖∞, j = 0, . . . , k.

Let Lp(R) denote the space of measurable f for which |f |p is Lebesgue integrable on R

equipped with the standard norm ‖f‖p = ‖f‖Lp(R) := (
∫
R
|f(x)|p dx)1/p, 1 ≤ p < ∞, and let

L∞(R) denote the space of essentially bounded functions on R equipped with the essential
supremum norm ‖ · ‖∞. Let L1

loc(R) denote the space of functions locally integrable on R

equipped with the seminorms f 7→
∫ a

−a
|f(x)| dx, a > 0. For an L1(R)-function f , f̂ denotes

the Fourier transform of f . Whenever we write f̂ ∈ L1(R), it is implicitly assumed that
f ∈ C0(R).

Let us introduce the function class that features in our main theorem. Although it looks
technical at first, the class neatly shows the influences of the summability parameter n, and
the order k of the spectral shift function, on the required decay and differentiability of the
function f . Let u(λ) = (λ− i), λ ∈ R. For a, b ∈ R, let a ∨ b = max{a, b}.

Definition 2.2. Let n, k ∈ N. Let Qk
n(R) denote the space of all functions f ∈ Ck(R) such

that

(i) fu2n ∈ Cb(R),
(ii) f (l)un+l+1 ∈ C0(R), 1 ≤ l ≤ k, and

(iii) ̂f (k)uk∨n ∈ L1(R).

We note the following properties of f ∈ Qk
n(R).

Proposition 2.3. Let n, k ∈ N. Then for each f ∈ Qk
n(R),

(i) f̂ (l)us ∈ L1(R) for s, l ∈ Z≥0 such that s ≤ n ∨ l and l ≤ k,
(ii)

(
(fus)(l)

)
ˆ ∈ L1(R) for s, l ∈ Z≥0 such that s ≤ n ∨ l and l ≤ k.

Proof. Item (i) follows from Definition 2.2, the convolution theorem of the Fourier transform,
and the well-known fact that ĝ ∈ L1(R) for all g ∈ C1(R) with g, g′ ∈ L2(R). Item (ii) follows
from (i) and the Leibniz rule. �

Let Rn := {(· − z)−l : Im(z) 6= 0, l ∈ N, l ≥ 2n + 1}, and let S(R) denote the class of
Schwartz functions on R. Then it follows from the definition of Qn(R) that

Ck+1
c (R) ⊂ Q

k
n(R) ⊂ C0(R), S(R) ⊂ Q

k
n(R), and Rn ⊂ Q

k
n(R).

As one straightforwardly checks that Qk
n(R) is an algebra, arbitrary products of functions in

Cn+1
c (R) ∪ S(R) ∪Rn are in Qk

n(R) as well.

Remark 2.4. For all n, k1, k2 ∈ N, Proposition 2.3(i) implies that

Q
k1
n (R) ⊆ Q

k2
n (R) whenever k2 ≤ k1.

For proof of the following Lemma, we refer to [14, Lemma 2.4].
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Lemma 2.5. Let n,m ∈ N ∪ {0}, and let µ be a finite complex Radon measure on R. For
every ǫ ∈ (0, 1] and every k ∈ N ∪ {0} there exists a complex Radon measure µ̃k,ǫ with

‖µ̃k,ǫ‖ ≤
∥∥u−1−ǫ

∥∥
1
‖µ‖

and
∫

R

g(n)um dµ =

∫

R

g(n+k)um+k+ǫdµ̃k,ǫ (2.1)

for all g ∈ Cn+k(R) satisfying g(n+l)um+l ∈ C0(R), l = 0, . . . , k−1 and g(n+k)um+k−1 ∈ L1(R).

2.2. Multiple Operator Integrals (MOI). Let f ∈ Cn(R). Recall that the divided differ-
ence of order n is defined recursively as follows:

f [0](λ) = f(λ),

f [n](λ0, λ1, . . . , λn) =





f [n−1](λ0,λ1,...,λn−2,λn)−f [n−1](λ0,λ1,...,λn−2,λn−1)
λn−λn−1

if λn 6= λn−1,

∂
∂λ
f [n−1](λ0, λ1, . . . , λn−2, λ)

∣∣
λ=λn−1

if λn = λn−1.

Throughout this article we fix a complex separable Hilbert space H. Let B(H) denote the
algebra of bounded linear operators on H. The Schatten p-norm of an operator A ∈ B(H) is
given by

‖A‖p :=

(∑

n∈N

sn(A)
p

)1/p

,

where the numbers sn(A) are the singular values of A. For p ≥ 1 we denote by Sp := Sp(H)
the space of all Schatten p-class operators on H, defined as follows:

Sp = {A ∈ B(H) : ‖A‖p <∞}.

We use the notation S∞ := S∞(H) to represent the set of all compact operators on H. For
any A ∈ S∞, the norm ‖A‖∞ is defined as max

n∈N
{sn(A)} = ‖A‖. It is well-known that for

1 ≤ p ≤ ∞, Sp form a Banach space with respect to the Schatten norm ‖ · ‖p.
Our proof employs the elegant framework of multiple operator integration. The following

is a simple, yet widely applicable definition of the multiple operator integral based on [2].
Many variations of this definition are available [20].

Definition 2.6. Let n ∈ Z≥0, let H0, . . . , Hn be self-adjoint operators in H and let φ : Rn+1 →
C be such that there exists a finite measure space (Ω, µ) and measurable bounded functions
a0, . . . , an : R× Ω → C such that, for all λ0, . . . , λn ∈ R,

φ(λ0, . . . , λn) =

∫

Ω

a0(λ0, x) · · ·an(λn, x) dµ(x). (2.2)
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Then, the multiple operator integral is the multilinear map TH0,...,Hn

φ : B(H)×n → B(H) defined
on V1, . . . , Vn ∈ B(H) by

TH0,...,Hn

φ (V1, . . . , Vn)ψ :=

∫

Ω

a0(H0, x)V1a1(H1, x) · · ·Vnan(Hn, x)ψ dµ(x),

for all ψ ∈ H. By the results of [2], the above Bochner integral exists and, as suggested by

the notation, TH0,...,Hn

φ depends on φ, but not on the measure space (Ω, µ) and the functions
a0, . . . , an chosen to represent φ through (2.2).

As symbols φ we almost exclusively use divided differences φ = f [n] of sufficiently regular
functions f : R → C. In this case the multiple operator integral is explicit and admits a
useful Schatten bound.

Theorem 2.7. Let n ∈ N, H0, . . . , Hn be self-adjoint operators in H and let f ∈ Cn(R) be

such that f̂ (n) ∈ L1(R).

(1) For all V1, . . . , Vn ∈ B(H) and all ψ ∈ H we have

TH0,...,Hn

f [n] (V1, . . . , Vn)ψ :=

∫

R

∫

∆n

f̂ (n)(t)eits0H0V1e
its1H1 · · ·Vne

itsnHnψ ds dt,

where the simplex ∆n = {s = (s0, . . . , sn) ∈ Rn+1
≥0 : s0 + · · · + sn = 1} is endowed

with the flat measure with total measure 1/n!.
(2) For all α, αj ∈ [1,∞] with 1

α1
+ · · ·+ 1

αn
= 1

α
,

∥∥TH0,...,Hn

f [n]

∥∥
Sα1×···×Sαn→Sα ≤

1

n!

∥∥f̂ (n)
∥∥
1
. (2.3)

Proof. See [11, Lemma 1] and [11, Lemma 4]. �

The following algebraic property of the multiple operator integral is proven in [13, Thm
3.10(i)].

Lemma 2.8. Let n ∈ N, let H0, . . . , Hn be self-adjoint operators in H, and let V1, . . . , Vn ∈

B(H). For every f ∈ Cn satisfying f̂ (n), (̂fu)(n), f̂ (n−1) ∈ L1(R), we have

TH0,...,Hn

f [n] (V1, . . . , Vn) = TH0,...,Hn

(fu)[n] (V1, V2, . . . , Vn(Hn − i)−1) (2.4)

− T
H0,...,Hn−1

f [n−1] (V1, . . . , Vn−1)Vn(Hn − i)−1.

The following estimate is a consequence of [20, Theorem 4.4.7 and Remark 4.4.2], first

proven for H̃ = H in [15, Theorem 5.3 and Remark 5.4].

Theorem 2.9. Let k ∈ N and let α, α1, . . . , αk ∈ (1,∞) satisfy 1
α1

+ · · ·+ 1
αk

= 1
α
. Let H, H̃

be self-adjoint operators in H. Assume that Vℓ ∈ Sαℓ , 1 ≤ ℓ ≤ k. Then there exists cα,k > 0
such that

‖T H̃,H,...,H

f [k] (V1, V2, . . . , Vk)‖α ≤ cα,k ‖f
(k)‖∞

∏

1≤ℓ≤k

‖Vℓ‖αℓ
(2.5)

for every f ∈ Ck
b (R) such that f̂ (k) ∈ L1(R).
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The following result is a consequence of [20, Theorems 4.4.6 and 5.3.5].

Theorem 2.10. Let n ∈ N and let f ∈ Cn(R) be such that f̂ (k) ∈ L1(R), k = 0, 1, . . . , n. Let
H be a self-adjoint operator in H and let V be a self-adjoint operator in B(H). Then, the

Gâteaux derivative dk

dtk
f(H + tV )|t=0 exists in the uniform operator topology and admits the

multiple operator integral representation

1

k!

dk

dsk
f(H + sV )

∣∣
s=t

= TH+tV,...,H+tV

f [k] (V, . . . , V ), 1 ≤ k ≤ n. (2.6)

The map t 7→ 1
k!

dk

dsk
f(H + sV )

∣∣
s=t

is continuous in the strong operator topology and, when

V ∈ Sk, in the trace norm of S1.

Throughout this paper, we shall refer to the following hypothesis.

Hypothesis 2.11. Let n ∈ N, and let n ≥ 2. Let H0 be a self-adjoint (unbounded) operator
in H, and let V be a bounded self-adjoint operator on H such that

V (H0 − i)−p ∈ Sn/p, p ∈ {1, . . . , n}.

We remark that Hypothesis 2.11 for (n,H0, V ) implies Hypothesis 2.11 for (n + 1, H0, V )
et cetera. We may therefore restrict to n ≥ 2, which will help us avoid some ugly case
distinctions. For improved function classes for the case n = 1, see [13, Theorem 4.1].

3. Krein trace formula

In this section, we will obtain the Krein trace formula (first-order spectral shift formula)
and the associated spectral shift function under Hypothesis 2.11. The following two lemmas
are essential to prove our main results in this section.

Lemma 3.1. Assume Hypothesis 2.11. Then there exists a sequence {Vk}k∈N of finite rank
self-adjoint operators such that

(i) SOT − lim
k→∞

Vk = V , where SOT means strong operator topology,

(ii) ‖ · ‖n/p − lim
k→∞

Vk(H0 − i)−p = V (H0 − i)−p for 1 ≤ p ≤ n,

(iii) ‖Vk‖ ≤ ‖V ‖, and

(iv) ‖Vk(H0 − i)−p‖n/p ≤ ‖V (H0 − i)−p‖n/p for 1 ≤ p ≤ n.

Proof. Let EH0(·) be the spectral measure of H0. Let k ∈ N, and let Pk = EH0((−k, k)).
Then the following statements are true.

• SOT − lim
k→∞

Pk = I, and

• SOT − lim
k→∞

PkV Pk = V .

Note that

PkV Pk((H0 − i)−nPk + P⊥
k ) = PkV Pk(H0 − i)−nPk = PkV (H0 − i)−nPk ∈ S1. (3.1)
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By functional calculus it follows that ((H0 − i)−nPk + P⊥
k ) is boundedly invertible. Hence,

from (3.1), we have

PkV Pk = PkV (H0 − i)−nPk((H0 − i)−nPk + P⊥
k )−1 ∈ S1. (3.2)

For each fixed k ∈ N, by the spectral theorem there exists a sequence {El
PkV Pk

}l∈N of finite
rank projections such that

El
PkV Pk

PkV Pk = PkV PkE
l
PkV Pk

, and ‖ · ‖1 − lim
l→∞

El
PkV Pk

PkV Pk = PkV Pk.

Therefore, there exists a strictly increasing sequence of natural numbers {lk}k∈N such that
∥∥∥Elk

PkV Pk
PkV Pk − PkV Pk

∥∥∥
1
< 1

k
.

Let Vk = Elk
PkV Pk

PkV Pk. Then

(i) SOT − lim
k→∞

Vk = V ,

(ii)

‖Vk(H0 − i)−p − V (H0 − i)−p‖n/p

≤ ‖Vk(H0 − i)−p − PkV Pk(H0 − i)−p‖n/p + ‖PkV (H0 − i)−pPk − V (H0 − i)−p‖n/p

≤ 1
k
+ ‖PkV (H0 − i)−pPk − V (H0 − i)−p‖n/p −→ 0 as k → ∞,

(iii) ‖Vk‖ ≤ ‖V ‖,
(iv) ‖Vk(H0 − i)−p‖n/p = ‖Elk

PkV Pk
PkV (H0 − i)−pPk‖n/p ≤ ‖V (H0 − i)−p‖n/p.

This completes the proof. �

Lemma 3.2. Let n,H0, V satisfy Hypothesis 2.11. Let (R,W ) ∈ {(0, V ), (0, Vk), (Vk, V −
Vk), (Vk, Vl − Vk)}, where {Vk}k∈N is given by Lemma 3.1. For t ∈ [0, 1], we denote

H t := H0 +R + tW.

For 1 ≤ p ≤ n, define

αn,V,H0 := max
1≤p≤n

‖V (H0 − i)−p‖n/p. (3.3)

Then

(a) (H t − i)−pW,W (H t − i)−p ∈ Sn/p, and
(b) ‖(H t − i)−pW‖n/p = ‖W (H t − i)−p‖n/p ≤ 2p(1 + ‖V ‖)αn,W,H0 max

ℓ=0, p−1
{αℓ

n,V,H0
}.

Proof. Note that the equality in (b) follows directly from (H t+ i)−lW = (W (H t− i)−(m+1))∗,
as this operator equals (H t − i)−lW up to a unitary.

We prove the remaining results using mathematical induction on p. Let p = 1. Let
Vt = H t −H0. Note that

W [(H t − i)−1 − (H0 − i)−1] = −W (H0 − i)−1Vt(H
t − i)−1.

By noting that ‖Vt‖ ≤ ‖V ‖, we obtain from the above identity that

‖W (H t − i)−1‖n ≤ (1 + ‖V ‖)‖W (H0 − i)−1‖n. (3.4)



8 CHATTOPADHYAY, VAN NULAND, AND PRADHAN

Thus (a) and (b) are true for p = 1.
Suppose (a) and (b) are true for p = 1, 2, . . . , m for some m ∈ {1, . . . , n−1}. We will prove

that (a) and (b) also hold for p = m+ 1. Indeed, note that

W [(H t − i)−(m+1) − (H0 − i)−(m+1)] = −
m∑

l=0

W (H t − i)−(l+1)Vt(H0 − i)−(m+1−l).

Therefore, using Hölder’s inequality from the above identity we conclude

‖W (H t − i)−(m+1)‖n/(m+1)

≤ ‖W (H0 − i)−(m+1)‖n/(m+1) + ‖W (H t − i)−1‖n ‖V (H0 − i)−m‖n/m

+

m∑

l=1

‖W (H t − i)−l‖n/l ‖V (H0 − i)−(m+1−l)‖n/(m+1−l). (3.5)

Let us write Cp = (1 + ‖V ‖)αn,W,H0 max
ℓ=0, p−1

{αl
n,V,H0

}, and consider the three terms on the

right-hand side of (3.5). The first term is bounded by Cm+1, and thanks to (3.4) the second
term is also bounded by Cm+1. By induction hypothesis, the third term is bounded by∑m

l=1 2
lCl‖V (H0 − i)−(m+1−l)‖n/(m+1−l) ≤

∑m
l=1 2

lCm+1. In total, we obtain

‖W (H t − i)−(m+1)‖n/(m+1) ≤ 2m+1Cm+1,

proving the induction step. The lemma follows. �

The following theorem gives a key estimate to establish Krein’s trace formula under Hy-
pothesis 2.11.

Theorem 3.3. Let n,H0, V satisfy Hypothesis 2.11. Let (R,W ) ∈ {(0, V ), (Vl, V−Vl), (Vl, Vk−
Vl)}, where {Vk}k∈N is given by Lemma 3.1. Let t ∈ [0, 1], and denote H t = H0 + R + tW .
Then for each f ∈ Q1

n(R), we have

THt,Ht

f [1] (W ) = THt,Ht

(fun)[1]
(W (H t − i)−n)−

n−1∑

k=0

(fuk)(H t)W (H t − i)−(k+1) ∈ S1, (3.6)

and each of the above n+ 1 summands is S1-continuous in t. Moreover,
∣∣∣Tr
(
THt,Ht

(fun)[1]
(W (H t − i)−n)

)∣∣∣ ≤ ‖(fun)(1)‖∞ ‖W (H t − i)−n‖1, (3.7)
∣∣∣∣∣Tr
(

n−1∑

k=0

(fuk)(H t)W (H t − i)−(k+1)

)∣∣∣∣∣ ≤ n‖fun−1‖∞ ‖W (H t − i)−n‖1. (3.8)

Proof. Let f ∈ Q1
n(R). Then by repeated applications of Proposition 2.3 and Lemma 2.8, we

get

THt,Ht

f [1] (W ) =THt,Ht

(fu)[1]
(W (H t − i)−1)− f(H t)W (H t − i)−1

=THt,Ht

(fu2)[1]
(W (H t − i)−2)− (fu)(H t)W (H t − i)−2 − f(H t)W (H t − i)−1
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=THt,Ht

(fun)[1]
(W (H t − i)−n)−

n−1∑

k=0

(fuk)(H t)W (H t − i)−(k+1). (3.9)

As Proposition 2.3 implies ̂(fun)(1) ∈ L1(R), an application of Theorem 2.7 and Lemma 3.2
yields

THt,Ht

(fun)[1]
(W (H t − i)−n) ∈ S1. (3.10)

Since t 7→ (H t − i)−1 is strongly continuous, it follows (cf. [16, Theorem VIII.20]) that
t 7→ eisH

t
is strongly continuous. Hence, Theorem 2.7 and Lemma 3.2 also yield S1-continuity

of the above operator in t.
Since fu2n ∈ Cb(R) by Definition 2.2(i), for each 0 ≤ k ≤ n− 1, we have

(fuk)(H t)W = (fuk+n)(H t)(H t − i)−nW ∈ S1. (3.11)

Thus, the identity (3.9) and the properties (3.10) and (3.11) together establish (3.6). The
S1-continuity of (3.11) in t follows from Lemma 3.2 and strong continuity of t 7→ (fuk+n)(H t),
where the latter fact follows (cf. [16, Theorem VIII.20]) from the inclusion fuk+n ∈ Cb(R)
and the strong continuity of t 7→ (H t − i)−1.

By a standard property of the double operator integral (which can be derived from Theorem
2.7), we have

Tr
(
THt,Ht

(fun)[1]
(W (H t − i)−n)

)
= Tr

(
(fun)(1)(H t) (W (H t − i)−n)

)
.

Hence, by utilizing Hölder’s inequality, we derive the estimate (3.7).
By using (3.11) and the cyclicity of the trace we conclude

Tr
(
(fuk)(H t)W (H t − i)−(k+1)

)
=Tr

(
(H t − i)−(k+1)(fuk)(H t)W

)

=Tr
(
(fun−1)(H t)(H t − i)−nW

)
. (3.12)

Applying Hölder’s inequality to the right-hand side of (3.12), combined with the invariance
of ‖ · ‖1 under adjoints, results in the estimate (3.8). This concludes the proof. �

We briefly recall the classical result that the first-order spectral shift function exists for
perturbations of trace class. This result is due to M. G. Krein [8], see also [23, Theorem
8.3.3].

Theorem 3.4 (Krein). Let H0 be a self-adjoint operator in H, and let V = V ∗ ∈ S1. Then

there exists an integrable function ξ such that for all f ∈ C1(R) satisfying f̂ ′ ∈ L1(R) (slightly

more generally, f̂ ′ is only assumed to be a finite complex measure) we have

Tr(f(H0 + V )− f(H0)) =

∫ ∞

−∞

ξ(λ)f ′(λ) dλ.

The following is the main result of this section.
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Theorem 3.5. Let n,H0, V satisfy Hypothesis 2.11. Then there exists a locally integrable

function η1,H0,V ∈ L1
(
R, dλ

(1+|λ|)n+ǫ

)
such that

∫

R

|η1,H0,V (λ)|

(1 + |λ|)n+ǫ
dλ ≤ n 2n

(
2n+ 3 + 2(n+ 1)ǫ−1

)
(1 + ‖V ‖) max

ℓ=1, n
{αℓ

n,V,H0
} (3.13)

for all ǫ ∈ (0, 1], where αn,V,H0 is given by (3.3), and, moreover,

Tr (f(H0 + V )− f(H0)) =

∫

R

f ′(λ)η1,H0,V (λ)dλ (3.14)

for every f ∈ Q1
n(R). The locally integrable function η1,H0,V is determined by (3.14) uniquely

up to an additive constant.

Proof. Let f ∈ Q1
n(R). Let Ht = H0 + tV, t ∈ [0, 1]. By the fundamental theorem of calculus

and using Theorem 2.10 we get the (a priori pointwise) integral

f(H0 + V )− f(H0) =

∫ 1

0

THt,Ht

f [1] (V ) dt. (3.15)

We now apply Theorem 3.3 to the above. By (3.7), (3.8), Lemma 3.2, and S1-continuity of
the trace we may take the trace of the integral of (3.6) and find

Tr(f(H0 + V )− f(H0)) (3.16)

=Tr

(∫ 1

0

THt,Ht

(fun)[1]
(V (Ht − i)−n dt

)
− Tr

(∫ 1

0

n−1∑

k=0

(fuk)(Ht)V (Ht − i)−(k+1)dt

)
(3.17)

=α1

(
(fun)(1)

)
+ α2

(
fun−1

)
(3.18)

for certain linear functionals α1, α2 defined on suitable subspaces of C0(R), and all f ∈
Q1

n(R). The above integrands are S
1-continuous by Theorem 3.3, which shows that the above

expressions are well defined and we may interchange trace with integral everywhere.
From (3.7) and (3.8) it follows that α1 and α2 are continuous in the supremum norm, and

hence we may extend α1 and α2 to continuous functionals on C0(R). By the Riesz–Markov
representation theorem, there exist two complex Borel measures µ1, µ2 such that

Tr (f(H0 + V )− f(H0)) =

∫

R

(fun)(1)(λ)dµ1(λ) +

∫

R

(fun−1)(λ)dµ2(λ)

=

∫

R

(
f (1)(λ)un(λ) + nf(λ)un−1(λ)

)
dµ1(λ) +

∫

R

(fun−1)(λ)dµ2(λ),

(3.19)

and with total variation bounded by (3.7), (3.8) and Lemma 3.2(b) as

‖µ1‖, ‖µ2‖ ≤ n‖V (Ht − i)−n‖1

≤ n 2n (1 + ‖V ‖) max
ℓ=1, n

{αℓ
n,V,H0

}. (3.20)
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For ǫ ∈ (0, 1], applying Lemma 2.5 to (3.19) ensures the existence of a measure νǫ such that

Tr (f(H0 + V )− f(H0)) =

∫

R

f (1)(λ) dνǫ(λ) (f ∈ Q
1
n(R)) (3.21)

with ∫

R

|u−n−ǫ(λ)|d|νǫ|(λ) ≤ ‖µ1‖+ ‖u−1−ǫ‖1(n‖µ1‖+ ‖µ2‖).

As 1
1+|λ|

≤ |u(λ)−1|, this further implies that
∫

R

d|νǫ|(λ)

(1 + |λ|)n+ǫ ≤ ‖µ1‖+ ‖u−1−ǫ‖1(n‖µ1‖+ ‖µ2‖)

≤ n 2n
(
2n+ 3 + 2(n+ 1)ǫ−1

)
(1 + ‖V ‖) max

ℓ=1, n
{αl

n,V,H0
}, (3.22)

where we have estimated ‖u−1−ǫ‖1 = 2
∫ 1

0
|u−1−ǫ|+ 2

∫∞

1
|u−1−ǫ| ≤ 2 + 2ǫ−1.

Next, we will demonstrate that the measure νǫ in (3.21) is absolutely continuous with
respect to the Lebesgue measure. Let {Vk}k∈N be the sequence given in Lemma 3.1. Therefore,
by Theorem 3.4, there exists a sequence of integrable functions {ηk,1}k∈N on R such that, for
all f ∈ C∞

c (R),

Tr (f(H0 + Vk)− f(H0)) =

∫

R

f (1)(λ) ηk,1(λ) dλ. (3.23)

If Vk,l := Vk − Vl, then from (3.23), subsequently applying a basic property of the multiple
operator integral, and Theorem 3.3, we gather∣∣∣∣

∫

R

f (1)(λ)(ηk,1 − ηl,1)(λ) dλ

∣∣∣∣
=|Tr (f(H0 + Vk)− f(H0 + Vl)) |

=

∣∣∣∣
∫ 1

0

Tr
(
T

H0+Vl+tVk,l,H0+Vl+tVk,l

f [1] (Vk,l)
)
dt

∣∣∣∣

≤
(
‖(fun)(1)‖∞ + n‖fun−1‖∞

) ∫ 1

0

dt ‖Vk,l(H0 + Vl + tVk,l − i)−n‖1. (3.24)

Thanks to Lemma 3.2, from (3.24) we obtain
∣∣∣∣
∫

R

f (1)(λ)(ηk,1 − ηl,1)(λ) dλ

∣∣∣∣
≤
(
‖(fun)(1)‖∞ + n‖fun−1‖∞

)
2n(1 + ‖V ‖)αn,Vk,l,H0 max

p=0, n−1
{αp

n,V,H0
}. (3.25)

Let f ∈ C∞
c ((−a, a)) for some fixed a > 0. Then using Lemma 2.1, from (3.25) we get
∣∣∣∣
∫

R

f (1)(λ)(ηk,1 − ηl,1)(λ) dλ

∣∣∣∣ (3.26)

≤ (1 + a + 4na) (1 + a)n−1 ‖f (1)‖∞ 2n(1 + ‖V ‖)αn,Vk,l,H0 max
p=0, n−1

{αp
n,V,H0

}.
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Therefore, subsequently using (3.26) and Lemma 3.1(ii) implies that

‖ηk,1 − ηl,1‖L1((−a,a)) = sup
‖f(1)‖∞≤1

∣∣∣∣
∫

R

f (1)(λ)(ηk,1 − ηl,1)(λ) dλ

∣∣∣∣

≤ (1 + a+ 4na) (1 + a)n−1 2n(1 + ‖V ‖)αn,Vk,l,H0 max
p=0, n−1

{αp
n,V,H0

}

−→ 0 as k, l → ∞.

Thus {ηk,1}k∈N is a Cauchy sequence in L1
loc(R); we let η1 be its L

1
loc(R)-limit. By a calculation

completely analogous to (3.24)-(3.25), we conclude for f ∈ C∞
c (R) that

Tr (f(H0 + V )− f(H0)) = lim
k→∞

Tr (f(H0 + Vk)− f(H0))

= lim
k→∞

∫

R

f (1)(λ) ηk,1(λ) dλ

=

∫

R

f (1)(λ) η1(λ) dλ. (3.27)

Now combining (3.21) and (3.27) we have the following equality
∫

R

f (1)(λ) dνǫ(λ) =

∫

R

f (1)(λ) η1(λ) dλ for all f ∈ C∞
c (R). (3.28)

Let dµ(λ) = η1(λ)− dνǫ(λ). Then, it follows from (3.28) that
∫ b

a

f (1)(λ)dµ(λ) = 0 for all f ∈ C∞
c (R). (3.29)

Now consider the distribution Tµ defined by

Tµ(φ) :=

∫ b

a

φ dµ(λ)

for every φ ∈ C∞
c (R). By (3.29) and the definition of the derivative of a distribution, T

(1)
µ = 0.

Hence by [1, Theorem 3.10 and Example 2.21], dµ(λ) = c dλ for some constant c. Conse-
quently, η1 ∈ L1

loc(R) satisfying (3.27) is unique up to an additive constant. In particular, we
can assume dνǫ(λ) = η1(λ)dλ, and obtain

∫

R

|η1(λ)|

(1 + |λ|)n+ǫ
dλ =

∫

R

d|νǫ|(λ)

(1 + |λ|)n+ǫ
.

By setting η1,H0,V = η1, the above equality together with (3.21)-(3.22) completes the proof. �

4. Higher order trace formula

The aim of this section is to provide all higher order spectral shift functions corresponding
to a pair of self adjoint operators (H0, V ) satisfying the Hypothesis 2.11.

The following lemma is essential to reach our goal.
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Lemma 4.1. Let n,H0, V satisfy Hypothesis 2.11. Then for 1 ≤ k ≤ n− 1, and f ∈ Qk
n(R),

TH0,...,H0

f [k] (V, . . . , V ) ∈ S1,

and

TH0,...,H0

f [k] (V, . . . , V ) (4.1)

=
k∑

l=0

∑

j1+···+jl+1=k
j1,...,jl≥1,jl+1≥0

min(n−k,l)∑

r=0

(−1)k−l+r
∑

p0≥0,p1,...,pr≥1
p0+···+pr=n−k

TH0,...,H0

(fun−k+l−r)[l−r](Ṽ
j1 , . . . , Ṽ jl−r)

× (H0 − i)−p0Ṽ jl−r+1 · · · (H0 − i)−pr Ṽ jl+1.

We recall that by standard convention, a product B1 · · ·Bm for m < 1 is 1, a list (B1, . . . , Bm)
for m < 1 is the empty list (), and, by definition, TH0

g[0]
() = g(H0).

Proof. It was obtained in [13, Equation 39] that for any k ≥ 1, and f ∈ Qk
n(R),

TH0,...,H0

f [k] (V, . . . , V ) =

k∑

l=0

∑

j1+···+jl+1=k
j1,...,jl≥1,jl+1≥0

(−1)k−lTH0,...,H0

(ful)[l]

(
Ṽ j1, . . . , Ṽ jl

)
Ṽ jl+1. (4.2)

We may now apply [11, Lemma 9] to each of the terms above, for s = n− k. Indeed, for all
l ∈ {0, . . . , k}, from Proposition 2.3 it follows that ful is in the desired function class Wn−k,l,
in the notation of [11, Section 3]. The lemma follows immediately. �

The following theorem provides the existence of measures which are necessary to obtain
the spectral shift functions of any order in the main theorem of this section.

Theorem 4.2. Let n,H0, V satisfy Hypothesis 2.11. Let ǫ ∈ (0, 1]. Then for each natural
number k ≥ 2, there exists a complex Borel measure µk,ǫ such that

Tr
(
TH0,...,H0

f [k] (V, . . . , V )
)
=

∫

R

f (k)(λ)uk∨n+ǫ(λ)dµk,ǫ(λ) (4.3)

for every f ∈ Qk
n(R), with

‖µk,ǫ‖ ≤ cn,k,ǫ α
k
n,V,H0

, (4.4)

where cn,k,ǫ is some positive constant, and αn,V,H0 is given by (3.3).

Proof. For 2 ≤ k < n: By Lemma 4.1, we have the identity (4.1). Next we show that each
term in the right hand side of (4.1) is a trace class operator and hence we can estimate the
trace of those terms. Assuming the notations involved in (4.1), we note the following.

(i) Recalling that TH0

g[0]
() = g(H0), we notice that the summands corresponding to r = l are

of the form of (a minus sign times)

(fun−k)(H0)(H0 − i)−p0Ṽ j1 · · · (H0 − i)−plṼ jl+1.
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Employing a similar argument as given for (3.11), fu2n ∈ Cb(R) implies that

(fun−k)(H0)Ṽ
j1 · · · (H0 − i)−plṼ jl+1 ∈ S1,

and using the cyclicity property of the trace along with Hölder’s inequality for Schatten
norms, this yields

∣∣∣Tr
((
fun−k

)
(H0)(H0 − i)−p0 Ṽ j1(H0 − i)−p1 · · · Ṽ jl(H0 − i)−plṼ jl+1

)∣∣∣

=
∣∣∣Tr
((
fun−k

)
(H0)Ṽ

j1(H0 − i)−p1 · · · Ṽ jl(H0 − i)−plṼ jl+1(H0 − i)−p0
)∣∣∣

≤‖fun−k‖∞ αk
n,V,H0

, (4.5)

where αn,V,H0 is given by (3.3).
(ii) For the rest of the terms in the summation of right hand side of (4.1): Now Theorem

2.7 and Hölder’s inequality for Schatten norms together implies

TH0,...,H0

(fun−k+l−r)
[l−r]

(
Ṽ j1, . . . , Ṽ jl−r

)
(H0 − i)−p1 Ṽ jl−r+1 · · · (H0 − i)−pr+1Ṽ jl+1 ∈ S1.

If the product on the right of the multiple operator integral is nontrivial, then by applying
Hölder’s inequality for Schatten norms and using Theorem 2.9 we obtain
∣∣∣∣Tr
(
TH0,...,H0

(fun−k+l−r)
[l−r]

(
Ṽ j1, . . . , Ṽ jl−r

)
(H0 − i)−p1 Ṽ jl−r+1 · · · (H0 − i)−pr+1Ṽ jl+1

)∣∣∣∣
≤ dn,k ‖fu

n−k+l−r‖∞ αk
n,V,H0

, (4.6)

where dn,k is a constant depending only on n and k.
The case where r = 0 and jl+1 = 0 takes a bit more care, because in the corresponding

term Tr(TH0,...,H0

(fun−k+l)[l]
(Ṽ j1, . . . , Ṽ jl)(H0 − i)−(n−k)) the resolvent is not necessarily summa-

ble, and Theorem 2.9 is not applicable for α = 1. Luckily, this case is similarly covered by
[14, Lemma 2.9(i)] after commuting the resolvent inside the multiple operator integral.

Thus, (4.1) together with (i) and (ii) implies

TH0,...,H0

f [k] (V, . . . , V ) ∈ S1.

Having noted the remarks above, the estimates (4.5) and (4.6), the Hahn-Banach theorem,
and the Riesz–Markov representation theorem together imply that there exist complex Borel
measures µn,k,l,r, 0 ≤ l ≤ k, 0 ≤ r ≤ min{n− k, l} such that

‖µn,k,l,r‖ ≤ d̃n,k α
k
n,V,H0

,

where d̃n,k is a constant depending only on n and k, and

Tr
(
TH0,...,H0

f [k] (V, . . . , V )
)

=

k∑

l=0

min{n−k,l}∑

r=0

∫

R

(
fun−k−r

)(l−r)
(λ) dµn,k,l,r(λ)
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=

k∑

l=0

min{n−k,l}∑

r=0

l−r∑

s=0

(
l − r
s

)∫

R

f (l−r−s)(λ)
(
un−k−r

)(s)
(λ) dµn,k,l,r(λ)

=
∑

0≤l≤k
0≤r≤min{n−k,l}

0≤s≤l−r

(
l − r
s

)
(n− k − r)!

(n− k − r − s)!

∫

R

f (l−r−s)(λ) un−k−r−s(λ) dµn,k,l,r(λ).

(4.7)

Thanks to Lemma 2.5 and Equation (4.7), there exists a measure µk,ǫ that satisfies (4.3) and
(4.4).

For k ≥ n: Thanks to Equation (4.2), Lemma 2.9, and Hölder’s inequality, we can argue
similarly to the case k < n and conclude the existence of a measure µk,ǫ satisfying (4.3) and
(4.4). This completes the proof. �

Now, we proceed to present and demonstrate the central theorem of this section. In the
theorem and its proof, the Taylor remainder is denoted

Rk,f,H0(V ) := f(H0 + V )−
k−1∑

m=0

dm

dtm

∣∣∣∣
t=0

f(H0 + tV ).

Theorem 4.3. Let n,H0, V satisfy Hypothesis 2.11. Then for each fixed k ∈ N, there exists
a locally integrable function ηk := ηk,H0,V such that

∫

R

|ηk(λ)|

(1 + |λ|)n+k+ǫ
dλ ≤ Cn,k,ǫ (1 + ‖V ‖) max

ℓ=1, k∨n
{αℓ

n,V,H0
} (4.8)

for all ǫ ∈ (0, 1], where Cn,k,ǫ are some positive constants depending only on n, k, ǫ, and αn,V,H0

is given by (3.3), and, moreover,

Tr (Rk,f,H0(V )) =

∫

R

f (k)(λ)ηk(λ)dλ (4.9)

for each f ∈ Qk
n(R). The locally integrable function ηk is determined by (4.9) uniquely up to

a polynomial summand of degree at most k − 1.

Proof. We prove (4.8) and (4.9) using the principle of mathematical induction on k. The base
case, k = 1, of the induction follows from Theorem 3.5. Now we assume (4.8) and (4.9) are
true for k ∈ {1, 2, . . . , m} for some m ∈ N. Let ǫ ∈ (0, 1]. Let f ∈ Qm+1

n (R). Thanks to
Theorem 2.10 and Theorem 4.2, there exists a finite complex Borel measure µm,ǫ such that

Tr (Rm+1,f,H0(V )) =Tr (Rm,f,H0(V ))− Tr
(
TH0,...,H0

f [m] (V, . . . , V )
)

=

∫

R

f (m)(λ)ηm(λ)dλ−

∫

R

f (m)(λ)um∨n+ǫ(λ)dµm,ǫ(λ). (4.10)

Next, by performing integration by parts on the right hand side of (4.10), we obtain

Tr (Rm+1,f,H0(V )) =

∫

R

f (m)(λ) ηm(λ)dλ−

∫

R

f (m)(λ) um∨n+ǫ(λ)dµm,ǫ(λ)dλ
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=

∫

R

f (m+1)(λ)

(
−

∫ λ

0

ηm(t)dt

)
dλ+

∫

R

f (m+1)(λ) um∨n+ǫ(λ)µm,ǫ((−∞, λ]) dλ

− (m ∨ n + ǫ)

∫

R

f (m+1)(λ)

(∫ λ

0

um∨n+ǫ−1(t)µm,ǫ ((−∞, t]) dt

)
dλ

=

∫

R

f (m+1)(λ)ηm+1(λ)dλ, (4.11)

where

ηm+1(λ) = um∨n+ǫ(λ)µm,ǫ((−∞, λ])−

∫ λ

0

ηm(t)dt− (m ∨ n+ ǫ)

∫ λ

0

um∨n+ǫ−1(t)µm,ǫ ((−∞, t]) .

(4.12)

Now it follows from (4.4), (4.12), Lemma 2.5, and the induction hypothesis, that

∫

R

|ηm+1(λ)|

(1 + |λ|)n+m+1+ǫ
dλ ≤ C̃n,m+1,ǫ (1 + ‖V ‖) max

ℓ=1, k∨n
{αℓ

n,V,H0
}, (4.13)

for every ǫ ∈ (0, 1], where C̃n,m+1,ǫ is some positive constant. This completes the induction
on k. The uniqueness of ηk can be established in a similar manner as we did in Theorem 3.5.
Indeed, suppose ηk and ξk satisfy (4.9), and let γk = ηk − ξk. Then from (4.9), we conclude

∫

R

f (k)(λ)γk(λ)dλ = 0 for all f ∈ C∞
c (R). (4.14)

Now consider the distribution Tγk defined by

Tγk(φ) =

∫

R

φ(λ) γk(λ)dλ

for every φ ∈ C∞
c (R). By (4.14) and the definition of the derivative of a distribution, T

(k)
γk = 0.

Hence by [1, Theorem 3.10 and Example 2.21], γk(λ)dλ = fk(λ) dλ for some polynomial fk of
degree at most k−1. Consequently, ηk ∈ L1

loc(R) satisfying (4.9) is unique up to a polynomial
summand of degree at most k − 1. Hence, we can assert that the estimates (4.9) hold true
for all ǫ ∈ (0, 1]. This completes the proof. �

Remark 4.4. By following our proof, yet replacing the application of Theorem 3.4 with
an application of [22], under slightly stronger conditions on H0 and V one obtains a more
moderate growth of the spectral shift function, namely

∫

R

|ηk(λ)|

(1 + |λ|)k−1+ǫ
dλ <∞ (4.15)

for all k ∈ N and all ǫ > 0. It is however unclear if one can obtain bounds similar to (4.8) of
our main theorem.
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5. Examples

In this section we collect some known classes of examples of self-adjoint operators H0 and
V satisfying our assumptions, namely V ∈ B(H) and

V (H0 − i)−p ∈ Sn/p (p = 1, . . . , n). (5.1)

We merely scratch the surface of the collection of examples; more can be found in [13, 17, 21,
18], and references therein.

A result about Schatten class membership typically comes along with a bound on the
Schatten norm, and by our main result these bounds imply estimates on the weighted integral
norm of the spectral shift functions, for each specific situation. For brevity we omit these
bounds, as they can be found in the respective cited references. Such bounds are called Cwikel
estimates and Birman–Solomyak estimates, and form an active area of research [9, 10].

5.1. Dirac and Laplace operators on Euclidean spaces. If, for suitable functions f, g,
we have V = f(x) and (H0− i)−p = g(−i∇), where x is the canonical vector of multiplication
operators on L2(Rd) and ∇ is the vector whose components are the operators {∂i}di=1, then
conditions for (5.1) to hold can be found in [5] and [18, Chapter 4]. As shown in the latter
reference, such results typically require different proofs for p ≤ n/2 and p > n/2. Moreover,
the spaces

ℓp(Lq)(Rd) :=

{
f : Rd → C measurable :

∑

k∈Zd

(‖f ↾(0,1)d+k ‖Lq(((0,1)d+k)))
p <∞

}
,

for p ∈ [1,∞) and q ∈ [1,∞], are frequently useful.

Two especially important examples of H0 are the the Laplacian H0 = ∆ =
∑d

k=1
∂2

∂x2
k
in

L2(Rd) and the Dirac operator H0 = D, defined as

D := −i
d∑

k=1

ek ⊗
∂

∂xk

in CN⊗L2(Rd), where e1, . . . , ed ∈MN (C) are self-adjoint matrices satisfying ekel+elek = 2δk,l
for all k, l ∈ {1, . . . , d}. Here N = 2d/2 if d is even and N = 2(d+1)/2 if d is odd. The following
result is proven in [19, Theorem III.4].

Theorem 5.1 ([19]). Let m, d ∈ N and f ∈ ℓ1(L2)(Rd) ∩ L∞(Rd) be real-valued, with associ-
ated multiplication operator Mf .

(1) If n > d, then

(I ⊗Mf )(D − i)−p ∈ Sn/p, p = 1, . . . , n.

(2) If n > d
2
, then

Mf (∆− i)−p ∈ Sn/p, p = 1, . . . , n.
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5.2. The Hodge–Dirac operator on a Riemannian space. Part of the above result
generalizes to suitable Riemannian manifolds, in the sense of the following theorem. For its
proof we refer to [21, Equation (3.11)], which in that paper is proven in order to obtain [21,
Theorem 3.4.1] by specializing to p = d.

Theorem 5.2 ([21]). Let (X, g) be a second countable d-dimensional complete smooth Rie-
mannian manifold. Let Ωk

c (X) be the space of smooth compactly supported differential k-forms,
and Hk its completion with respect to the natural Hilbert space structure defined by g. De-
fined in the Hilbert space H := ⊕d

k=0Hk, let Dg be the associated Hodge-Dirac operator. For
f ∈ C∞

c (X), let Mf denote the associated multiplication operator on H. Then, for all p ≥ 1
we have

Mf(Dg − i)−p ∈ Sd/p,∞.

Our main result thus becomes applicable by setting n = d + 1, and, independently of
dimension, implies existence of spectral shift functions of all orders for Dirac operators on
manifolds as in the above theorem.

In light of the above, it is reasonable to expect a generalization of Theorem 5.1 to exist
for suitable Riemannian manifolds, but this is well beyond the scope of this text. A similar
remark applies to matrix-valued differential operators and pseudodifferential operators.

5.3. Noncommutative Geometry. Noncommutative geometry is a prime motivator for
this paper, as it too is involved with proving results about geometrical objects – such as
differential operators – without reference to their underlying space. The typical benefit for
the noncommutative geometer is that the thus obtained results hold for more general objects
which may not be geometrical, but may still be useful to describe physics.

A first application of the spectral shift function is to the theory of spectral flow [2], as used
in index theory. Typically, one takes

H0 = D, V = u[D, u∗], so that H0 + V = uDu∗,

for a unitary u. More generally, perturbations in gauge theory take the form V =
∑n

j=1 aj [D, bj],

when aj and bj are elements of a ‘smooth’ algebra A ⊆ B(H). Higher order spectral shift
functions also provide analytical information on the Taylor remainders of the spectral action,
which may be useful for the description of classical and quantum field theories [6, 12].

The following result shows that our Hypothesis 2.11 holds for a wide class of nonunital
spectral triples. It is a special case of [17, Proposition 10].

Theorem 5.3 ([17]). Let (A,H,D) be a smooth local (d,∞)-summable spectral triple in the
sense of [17, Definition 7]. Then for all a ∈ B(H) satisfying aφ = φa = a for some φ ∈ Ac

we have

a(D − i)−p ∈ S(d+1)/p, p = 1, . . . , d+ 1.

In particular cases one may expect strenghtenings of the above result. This is indeed the
case for the Moyal plane Rd

θ, which is a prominent motivating example of a nonunital spectral
triple. The result below follows from [9], as is written out explicitly below, for convenience of
the reader.
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Theorem 5.4 ([9]). Let d ≥ 2 be even, V ∈ W d,1(Rd
θ), h ∈ N, and set n := ⌊ d

h
⌋ + 1. For all

p ∈ {1, . . . , n}, if we assume that g ∈ ℓd/(hp),∞(L∞)(Rd), then we have that V g(−i∇θ) ∈ Sn/p.
In particular,

V (Dθ − i)−p ∈ Sn/p (p ∈ {1, . . . , n}, n = d+ 1),

and

V (∆θ − i)−p ∈ Sn/p (p ∈ {1, . . . , n}, n = d/2 + 1),

where Dθ and ∆θ are the noncommutative Dirac and Laplace operators (cf. [9, p. 29]).

Proof. A combination of [9, Proposition 6.15(iii)], [9, Definition 6.14], and [9, Definition 6.7]
yields V ∈ W d,q(Rd

θ) and thus V ∈ Lq(Rd
θ) for all q ≥ 1.

We define n := ⌊ d
h
⌋ + 1 and let p ∈ {1, . . . , n}, h ∈ N, and g ∈ ℓd/(hp),∞(L∞)(Rd) ⊆

Ld/(hp),∞(Rd).
First suppose that p ≤ n/2. Setting q := d/(hp), a case distinction shows that q ≥ 1. We

find g ∈ Lq,∞(Rd) and V ∈ Lq(Rd
θ), hence [9, Lemma 2.3] implies that V ⊗ g ∈ Lq,∞(N ),

the noncommutative Lq,∞-space of the von Neumann algebra N := L∞(Rd
θ) ⊗ L∞(Rd). In

particular, since n/p > d/(hp), we have V ⊗ g ∈ (Ln/p ∩ L∞)(N ). We note that n
p
≥ 2 by

assumption, so Ln/p ∩L∞ is an interpolation space for (L2, L∞). Therefore, [9, Theorem 7.2]
gives

V g(−i∇θ) ∈ Ln/p(B(L
2(Rd))) = Sn/p.

Now suppose that p > n/2. Set q := n
p
∈ [1, 2) and note that g ∈ ℓq(L∞)(Rd). We have

V ∈ W d,q(Rd
θ) by Sobolev embedding, hence [9, Theorem 7.7] implies that

V g(−i∇θ) ∈ Lq(B(L
2(Rd))) = Sn/p,

completing the proof of the first statement.
To prove the second statement, one employs the functions g on Rd defined by

g(x) := (γ · x− i)−p,

g(x) := (‖x‖2 − i)−p,

where γ is the vector of Clifford matrices (cf. [9, Definition 6.17]). We indeed have g ∈
ℓd/(hp),∞(L∞)(Rd) for h = 1, h = 2, respectively. In the former case g is matrix-valued and

this inclusion can be interpreted component-wise, the finite component C2⌊d/2⌋ of the Hilbert

space factors through, and one indeed obtains V (Dθ − i)−p ∈ Sn/p(C2⌊d/2⌋ ⊗ L2(Rd)) as well
as V (∆θ − i)−p ∈ Sn/p(L2(Rd)). �
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