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Abstract

We use the Multi Level Monte Carlo method to estimate uncertainties in a Henry-
like salt water intrusion problem with a fracture. The flow is induced by the
variation of the density of the fluid phase, which depends on the mass fraction
of salt. We assume that the fracture has a known fixed location but an uncer-
tain aperture. Other input uncertainties are the porosity and permeability fields
and the recharge. In our setting, porosity and permeability vary spatially and
recharge is time-dependent. For each realisation of these uncertain parameters,
the evolution of the mass fraction and pressure fields is modelled by a system
of non-linear and time-dependent PDEs with a jump of the solution at the frac-
ture. The uncertainties propagate into the distribution of the salt concentration,
which is an important characteristic of the quality of water resources. We show
that the multilevel Monte Carlo (MLMC) method is able to reduce the overall
computational cost compared to classical Monte Carlo methods. This is achieved
by balancing discretisation and statistical errors. Multiple scenarios are evalu-
ated at different spatial and temporal mesh levels. The deterministic solver ug4
is run in parallel to calculate all stochastic scenarios.

Keywords: uncertainty quantification, MLMC, density-driven flow, aquifer, porosity,
permeability, fracture, multigrid methods
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1 Introduction

An important and challenging problem in hydrogeology is the modeling of densiity-
driven subsurface flow and salt transport in fractured aquifers. Essential difficulties in
these settings are complicated and parameter-sensitive flow pattern due to the frac-
tures as well as a number of the uncertain parameters. Uncertainties in the fracture
geometry, porosity, permeability, recharge can strongly influence the evolution of the
salt concentration in the subsurface (cf. [1, 3, 4, 33, 44]). In a real reservoir the number
of the fractures, their location and their aperture are uncertain. One possible solu-
tion approach would be to model all these uncertainties, build a PCE-based surrogate,
perform a sensitive analysis (see [5, 45]) to understand which uncertainties are very
critical and which are not, and estimate how they contribute to the solution. This is
a very non-trivial approach. Instead, we apply the Multi Level Monte Carlo method
(MLMC) method. Another reason for the usage of MLMC method is that the deter-
ministic problem is resolved via the multigrid method. So, there is a natural idea to
try to couple the MLMC and multigrid methods.

An essential problem in water production from coastal aquifers is their salinization
due to the intrusion of the seawater. Salt concentration in the drinking water should
be kept below the prescribed limits, and therefore its forecast ois important for water
resources management in coastal regions.

Fractures introduce heterogeneity in the aquifer that affects fluid flow and makes
it difficult to predict its main characteristics. A challenge is that fractures can get
sealed over time, reducing their permeability and affecting fluid flow. In summary,
adding fractures to subsurface aquifers presents challenges related to complexity, seal-
ing, heterogeneity and environmental concerns. However, with careful planning and
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management, fractures can also provide opportunities for increased production and
improved reservoir performance.

As a model problem, we consider the benchmark from [20] which is a generalization
of the Henry problem first introduced in [25]. The Henry problem became a benchmark
for numerical solvers for the density-driven groundwater flow (see [14, 42, 43, 50]. In
[39], the authors use the generalised polynomial chaos expansion approximation to
investigate how incomplete knowledge of system properties affects the assessment of
global quantities. In particular, they estimated the propagation of input uncertainties
into a few dimensionless scalar parameters.

In [20, 21, 38], the authors modeled and computed the density-driven flow in
fractured porous media with deterministic settings. The fractures considered were rep-
resented by a (d−1)-dimensional manifolds in a d-dimensional domain. They developed
a special numerical technique based on the finite volume method and implemented it in
the ug3 library. In our present work, we apply the same model, the same discretization
and solvers to compute the multiple uncertain scenarios.

In [21], the validity of the low-dimensional representation of the fractures has been
addressed. The authors considered both d and (d − 1)-dimensional fractures. They
have shown numerically that the (d − 1)-dimensional representation can be a valid
alternative to the full-dimensional resolution of all the subdomains provided that the
fracture apertures are in some reasonable range. All the settings in this work were
deterministic.

Other methods based on (d − 1)-dimensional representation of fractures were
considered in [1, 3, 4, 19, 33, 41, 44].

Many techniques can be used to quantify uncertainties. One classical method is
Monte Carlo (MC) sampling. It has a well-known disadvantage — a slow convergence
O( 1√

N
). Other relative recent techniques such as surrogate models and stochastic col-

location may require a few hundred time-consuming simulations and assume a certain
smoothness of the quantity of interest (QoI).

Another class of methods is the class of perturbation methods [12]. The idea is to
decompose the QoI with respect to random parameters in a Taylor series. The higher
order terms can be neglected for small perturbations, simplifying the analysis and
numerics. These methods assume that the random perturbations are small. For larger
perturbations, these methods usually do not work.

There are a number of studies where authors have modeled uncertainties in
reservoirs (see [7, 48]). The link between stochastic methods and hydrogeological appli-
cations was made in [6]. Further the authors made recommendations to water suppliers
in Germany about optimisation and risk assessment. The basics of stochastic hydroge-
ology and an overview of stochastic tools and uncertainty management are described
in [40].

The review [46] deals with hydrogeological applications of recent advances in
uncertainty quantification, probabilistic risk assessment and decision making under
uncertainty.

This work has the following structure. Section 2 describes the model. Section 3 con-
tains description of numerical methods. In particular, the well-known MLMC method
is reviewed in Section 3.2. Section 4 details the numerical results, which include the
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numerical analysis of the model problem, the computation of different statistics, the
performance of the MLMC method, and the performance of the parallel solver with
uncertain coefficients. Finally, we conclude this work with a discussion in Section 5.

2 Modeling and Problem Settings

We consider the density driven flow of the liquid phase (salt solution in water) with
variable mass fraction of the salt in a fractured aquifer. The fractures are geological
formations whose size in one of the geometrical directions is negligible in comparison
with the scales of the domain whereas the permeability of the filling material is much
higher than that of the surrounding medium. This causes essential problems when
these fractures are considered as full-dimensional subdomains in the simulations: Spe-
cific, very fine grids needed for the resolution of this sort of the objects as well as the
strong jump of the model parameters reduces the efficiency of the numerical meth-
ods significantly. For this reason, several other approaches have been developed where
the fractures are represented by low-dimensional manifolds and the fracture aperture
(width) is a parameter (cf. [1, 4, 13, 16, 28, 32, 38]). Whereas it has been shown that
for the density-driven flow, these models provide a proper approximation only for a
certain range of the fracture width ([21]), their application is considered to be reason-
able in many situations. A particular advantage of such the models for the sampling
methods is the possibility to change the fracture width without remeshing of the entire
domain. In this paper, we assume that the porous matrix is immobile and the fractures
do not change their positions.

2.1 Governing equations for the flow

In this section, we briefly describe the PDEs and refer to [36, 38] for details. From
the modeling point of view, we consider the porous medium M ⊂ D surrounding the
fracture with the porosity ϕm : M → (0, 1) and the permeability Km : M → Rd×d.
The fluid phase in this subdomain is characterized by salt mass fraction cm(t,x) :
[0,+∞) × M → [0, 1] and pressure pm(t,x) : [0,+∞) × M → R. So, the flow in M
obeys the standard mass conservation laws for the entire liquid phase and the salt

∂t(ϕmρm) +∇ · (ρmqm) = 0
∂t(ϕmρmcm) +∇ · (ρmcmqm − ρmDm∇cm) = 0

}
x ∈ M (1)

with the Darcy’s law for the velocity:

qm = −Km

µm
(∇pm − ρmg), x ∈ M , (2)

where ρm = ρ(cm) and µm = µ(cm) indicate the density and the viscosity of the
liquid phase, Dm(t,x) : [0,+∞) × M → Rd×d denotes the molecular diffusion and
mechanical dispersion tensor.

The fracture is assumed to be filled with a porous medium, too. In particular, we
assume the validity of the Darcy’s law inside the fracture. Without loss of generality,
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we consider in this work only one fracture, see [36, 38] for the generalization. The
fracture is represented by a surface S ⊂ D, M ∪ S = D, M ∩ S = ∅. However, we
distinguish between the two sides of the fracture, S (1) and S (2), that geometrically
coincide with S but are virtually interfaces of the fracture with M and have opposite
normals n(1) and n(2).

For the fluid phase inside the fracture, let cf : [0,+∞) × S → [0, 1] and pf :
[0,+∞) × S → R be the salt mass fraction and the pressure averaged along the
vertical, cf. [21]. Note that in general, the values of cf and pf are not equal to the
limits of cm and pm at S . Furthermore, the latter limits may be different on S (1) and

S (2). We denote them by c
(1)
m and c

(2)
m , as well as p

(1)
m and p

(2)
m as functions on S (1)

and S (2), respectively. Two sets of the equations are stated for the fracture: The laws
that describe the flow along the fracture and the ones modeling the mass exchange
through the interfaces S (1) and S (2).

For the lateral flow in the fracture, we impose the analogues of the mass
conservation laws (1):

∂t(ϕf ϵρf ) +∇S · (ϵρfqf ) +Q
(1)
fn +Q

(2)
fn = 0

∂t(ϕf ϵρfcf ) +∇S · (ϵρfcfqf − ϵρfDf∇S cf ) + P
(1)
fn + P

(2)
fn = 0

}
x ∈ S , (3)

where ∇S denotes the differential operators on the manifold S and ϵ the fracture
width. The Darcy velocity along the fracture is

qf = −Kf

µf
(∇S pf − ρfg), x ∈ S . (4)

In (3–4), ρf = ρ(cf ) and µf = µ(cf ) are the density and the viscosity of the fluid
phase in the fracture. Furthermore, ϕf : S → [0, 1] denotes the porosity associated
with the material in the fracture, Kf : S → R its lateral permeability and Df (t, x) :
[0,+∞)× S → R the lateral diffusion and dispersion tensor in the fracture.

The terms Q
(k)
fn and P

(k)
fn , k ∈ {1, 2}, are the mass fluxes through the faces S (k)

of the fracture, i.e. the normal fluxes. They are defined as

Q
(k)
fn := ρ(c

(k)
m )q

(k)
fn

P
(k)
fn := ρ(c

(k)
m )c

(k)
upwindq

(k)
fn − ρ(c

(k)
m )D

(k)
fn

c
(k)
m − cf
ϵ/2

 x ∈ S (k), (5)

where c
(k)
upwind = c

(k)
m if q

(k)
fn < 0 but c

(k)
upwind = cf if q

(k)
fn ≥ 0 with

q
(k)
fn := −

K
(k)
fn

µ(c
(k)
f )

[
p
(k)
m − pf
ϵ/2

− (ρ(c
(k)
f )− ρf )g · n(k)

]
, x ∈ S (k). (6)

In (6), K
(k)
fn : S (k) → R is the normal permeability and D

(k)
fn : [0,+∞)×S (k) → R is

the normal diffusion and dispersion coefficient of the fracture – bulk medium interface
S (k).
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Fig. 1: Left: Geometry, boundary conditions and the selected points for the modified
Henry problem with a fracture. Right: The flow pattern of this problem; color: cm (red
for cm = 1); black lines: streamlines of the flow field.

Systems (1) and (3) are coupled by the continuity of the mass fluxes of the interfaces
S (k), k ∈ {1, 2}:

ρ(c
(k)
m )qm · n(k) = Q

(k)
fn

ρ(c
(k)
m )c

(k)
m qm · n(k) + ρ(c

(k)
m )Dm∇cm · n(k) = P

(k)
fn

}
, x ∈ S (k) (7)

Furthermore, for the inner edges of fractures, we impose the no-flux boundary
conditions so that no mass exchange is possible there, cf. [20, 21].

Equations (1), (3) and (7) with the velocities (2), (4) and (6) as well as particular
specifications of the parameters ρ, µ, ϕm,f , Km, Dm, Kf , Kfn, Df and Dfn form
the complete model for the density-driven flow in the porous medium. This system
must be closed by boundary conditions for cm, cf , pm and pf on ∂D as well as initial
conditions for cm and cf at t = 0.

2.2 Model problem settings

For our numerical tests, we choose a simple but very illustrative two-dimensional
problem with one fracture, proposed in [20]. It extends the setting of the Henry prob-
lem [25, 43] with a fracture. The aquifer is represented by a rectangular domain
D = [0, 2]× [−1, 0] [m2] completely saturated with the liquid phase, see Fig. 1 (left).
The fracture is located near the right “sea side” where the heavy salty water intrudes
into the aquifer and cuts this boundary.

The model presented in Section 2.1 must be closed by specification of boundary
conditions for cm,f and pm,f , as well as initial conditions for cm,f . In this work, we
follow the settings from [20] but add the uncertainty as described in Section 2.3 below.
In particular, for the initial conditions, we set

cm|t=0 = 0, cf |t=0 = 0. (8)

A scheme of the boundary conditions is shown in Fig. 1 (left). On the right
boundary, the Dirichlet conditions for cm,f and pm,f model the seawater intrusion:

cm,f |x=2 = 1, pm,f |x=2 = −ρ1gy. (9)
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On the left boundary, the inflow (recharge) of fresh water is imposed:

cm|x=0 = 0, ρqm · ex|x=0 = q̂in, (10)

where ex = (1, 0)⊤, and q̂in is a prescribed function of time, see Sect. 2.3. Note that
the fracture does not cut the left side of the domain, so no boundary conditions for cf
and pf are required there. For the upper and the lower boundaries of D, we impose
no-flux boundary conditions for all the equations.

The flow and salt transport patterns appearing in this problem are discussed in
[20]. They are presented in Fig. 1 (right): The color codes the mass fraction cm with
red corresponding to cm = 1 and blue to cm = 0; the lines are the streamlines of the
flow. In the left part of D, the flow is induced by the pure water recharge through the
left boundary. As in the Henry problem, the salt water intruding through the lower
part of the right boundary turns up and is washed out through the upper part of the
right side. In particular, the much more permeable fracture serves as a pathway for
the strong wash-out that evacuates the salty water from the domain. For that, the
part of the domain below the fracture is mostly separated from the upper part of the
domain — as much as the capacity of the fracture allows. These phenomena depend
on the width and the permeability of the fracture. In this work, we investigate how
the fracture aperture influences the concentration.

In the case of time-independent boundary conditions, the mass fraction field con-
verges to a steady state (cf. [20]). However, before it, there is an initial instationary
phase taking considerable time when the maximum uncertainty in the solution w.r.t.
the parameters is attained. This phase can be recognized even for the time-dependent
recharge q̂in considered below.

In this paper, as for the Henry problem (see [42, 43, 50]), we set

ρ(c) = ρ0 + (ρ1 − ρ0)c, µ = const, (11)

where ρ0 is the density of the pure water and ρ1 is the density of the brine (both
considered as constants). Besides that, we assume that porous medium is isotropic:

Km = KmI, (12)

where Km : M → R. Furthermore, in this work, we neglect the mechanical dispersion,
so that

Dm = ϕmDmolI, Df = ϕfDmol (13)

where Dmol ∈ R is the constant molecular diffusion coefficient of the salt in the liquid
phase. For the interface between the bulk medium and the fracture, we assume

Kfn = Km, Dfn = ϕmDmol, x ∈ S . (14)

Deterministic values of these parameters that are not varied in the scenarios are
presented in Table 1.
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We investigate the mass fraction cm at 6 locations where the largest variance is
observed. This corresponds to the situation when the water quality of wells reaching
these points is controlled. The list of selected points follows (see Fig. 1):

{xi := (xi, yi)i=1,...,6} = {(1.1,−0.8), (1.2,−0.8), (1.3,−0.8),

(1.1,−0.9), (1.2,−0.9), (1.3,−0.9).} (15)

Whereas the other points can be considered, the reason to select these 6 points (and
6 small subdomains) is that not all other points are “interesting”, i.e., not all points
have significant variation in cm. MLMC reduces the variance, but if the initial variance
is small, there is no need to use MLMC.

Symbol Quantity Value Unit

Dmol Deterministic diffusion coefficient in the medium 18.8571 · 10−6 [m2 s−1]

g Gravity 9.8 [m s−2]

Km Deterministic permeability of the medium 1.019368 · 10−9 [m2]

Kf Deterministic permeability of the fracture 1.019368 · 10−6 [m2]
ϕm Deterministic porosity of the medium 0.35 -
ϕf Deterministic porosity of the fracture 0.7 -

µ Viscosity 10−3 [kg m−1 s−1]

ρpW Density of water 1 · 103 [kg m−3]

ρpB Density of brine 1.025 · 103 [kg m−3]

ϵ Fracture width E [ϵ] = 5.05 · 10−3 [m]

Table 1: Simulation parameters for the model problem from Section 2.2

2.3 Stochastic modeling of porosity, permeability and fracture
width

Stochastic modeling is used to simulate the behavior of a fractured reservoir under
uncertainty. The primary sources of uncertainty are the hydrogeological properties of
the porous medium — porosity (ϕm,f ) and permeability (Km,f ) fields of the porous
matrix and the fracture aperture (ϵ) — as well as the freshwater recharge intensity q̂x.
In this work we do not consider the uncertainty in ϕf and Kf . The QoIs are related
to the mass fraction cm, a function of ϕm, Km, and q̂x. We model the uncertain ϕm

using a random field and assume Km to dependent on ϕm:

Km = Km(ϕm) ∈ R. (16)

The distribution of ϕ(x, ξ), x ∈ D, is determined by a set of stochastic parameters
ξ = (ξ1, . . . , ξM , ...). Each component ξi is a random variable.

The dependence in (16) is specific for every material. We refer to [11, 34, 35] for a
detailed discussion. In this work, we use a Kozeny-Carman-like law

Km(ϕm) = κKC · ϕ3
m

1− ϕ2
m

, (17)
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where κKC is a constant scaling factor. The recharge inflow flux is kept constant across
the left boundary but depends on the stochastic variable q̂x. We also assume that it
is independent of ϕ and K.

The uncertain width of the fracture, the recharge, and the porosity are modeled
as follows, ξ1, ξ2, ξ3 ∈ U [−1, 1],

ϵ(ξ1) = 0.01 · ((1− 0.01) · ξ1 + (1 + 0.01))/2, (18)

q̂x(t, ξ3) = 3.3 · 10−6 · (1 + 0.1ξ3)(1 + 0.1 sin(πt/40)), (19)

ϕm(x, y, ξ2) = 0.35 · (1 + 0.02 · (ξ2 cos(πx/2) + ξ2 sin(2πy)). (20)

The corresponding permeability is defined by (17).
Unknown porosity can be also modeled by a random field. One of the ways to

compute this random field is to make an assumption about the covariance matrix
or to estimate it from the available measurement data. Then an auxiliary eigenvalue
problem is solved and the truncated Karhunen-Loéve expansion (KLE) is constructed
[29]. Due to the high complexity of this approach, we implement a simpler one. We use
L2 orthogonal functions (sin() and cos()), which mimic the L2-orthogonal functions
used in the KLE. These functions are then multiplied by the uniform random variables
ξ as in (20). Typically one takes one of three options for ξ: uniform, Gaussian or
log-normal.

3 Numerical Methods

3.1 Numerical methods for the deterministic problem

The system (1)-(3) is numerically solved in the domain D × [0, T ]. D is covered with
an unstructured grid Dh of triangles and quadrilaterals. We denote the characteristic
mesh size by h. We apply a special technique for resolving the jump of the solution at
the fracture, cf. [36] for details. The vertex-centered finite-volume scheme is used for
the discretization of the system (1–4) in space (cf. [36, 38]). The number of degrees
of freedom associated with Dh is denoted by n. There are two degrees of freedom per
grid vertex in Dh: one for the mass fraction cm,f and another for the pressure p. At
the fracture, several grid vertices share the same geometrical position, cf. [36, 38]. We
use the regular refinement to create the grid hierarchy so that h = O(n−1/d). The
implicit Euler method with a time step τ is used for the time discretization of (1–4).
The number of the computed time steps is r = T/τ . In this paper, we focus on the
mass fraction cm of the salt in the bulk porous medium. We denote the part of the
discrete solution of the model approximating cm by cm,h,τ .

We use the full upwind for the convective terms (cf. [15]). Therefore, the discretiza-
tion error is of the first order w.r.t. the spatial mesh size h. Furthermore, the Euler
method provides the first-order discretization error w.r.t. τ . Thus, as d = 2,

∥cm − cm,h,τ∥2 = O(h+ τ) = O(n−1/2 + r−1), (21)

which is consistent with our numerical tests.
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The implicit time-stepping scheme is unconditionally stable but requires solution
of the extensive nonlinear discretized algebraic system with n unknowns in every time
step. The Newton’s method is used for this. Linear systems in the Newton iteration
are solved using the BiCGStab method (cf. [2]) preconditioned with the geometric
multigrid method (V-cycle, cf. [22]). In the multigrid cycle, the ILUβ-smothers [23]
and Gaussian elimination are used as the coarse grid solver.

3.2 MLMC Algorithm

To reduce the total computing cost, we apply the MLMC method, which is a natural
idea because the deterministic solver uses a multigrid method (see Section 3.1). The
MLMC method gains efficiency by combining samples computed on different grids in
the hierarchy. A more in-depth description of these techniques is found in [9, 10, 17,
18, 24, 30, 47].

Let ξ be a vector of random variables, and g(ξ) the quantity of interest. In this
work, we tried different QoI g: solution cm at a point (t,x), integrals over a small
subdomain ∆i and over the whole computational domain D, see Sect. 4. The MLMC
method aims to approximate the expected value E [g] with an optimal computational
cost. MLMC constructs a telescoping sum, defined over a sequence of spatial and
temporal meshes, ℓ = 0, . . . , L, as described next, to achieve this goal. The QoI g,
numerically evaluated on level ℓ, is denoted by ghℓ,τℓ,ℓ or, for simplicity, by just gℓ,
where hℓ and τℓ are the discretization steps in space and time on level ℓ.

Let s0 denote the maximum computational cost of the evaluation of one realization
of g0. Similarly, sℓ denotes the computing cost of evaluating gℓ − gℓ−1. For simplicity,
we assume that sℓ for gℓ − gℓ−1 is almost the same as sℓ for gℓ. Since the number
of required iterations is variable, the cost of computing a sample of gℓ − gℓ−1 may
fluctuate for various realizations.

The MLMC method calculates E [gL] ≈ E [g] using the following telescopic sum:

E [gL] = E [g0] +

L∑
ℓ=1

E [gℓ − gℓ−1] (22)

≈ m−1
0

m0∑
i=1

g
(0,i)
0 +

L∑
ℓ=1

(
m−1

ℓ

mℓ∑
i=1

(g
(ℓ,i)
ℓ − g

(ℓ,i)
ℓ−1 )

)
. (23)

In the above equation, level ℓ in the superscript (ℓ, i) indicates that independent
samples are used at each correction level.

As ℓ increases, the variance of gℓ − gℓ−1 decreases. Thus, the total computational
cost can be reduced by taking fewer samples on finer meshes.

In the following numerical experiments nℓ = 4nℓ−1 = . . . = 4ℓn0 = 2dℓn0, d = 2,
and rℓ = 2rℓ−1 = . . . = 2ℓr0. In the case of uniform, equidistant mesh, we could also
write similar formulas for step sizes: hℓ = hℓ−1 · 2−1 = hℓ−2 · 2−2 = . . . = h0 · 2−ℓ and
τℓ = τ0 · 2−ℓ.
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The average cost sℓ of generating one sample of gℓ (the cost of one deterministic
simulation for one random realization) is

sℓ = O(nℓrℓ) = O(4ℓn0 · 2ℓr0) = O(22ℓn0 · 2ℓr0) = O(2d̂ℓγn0r0), (24)

where d̂ = d+ 1 = 3 and γ = 1.

Definition 1. Let Yℓ := m−1
ℓ

∑mℓ

i=1(g
(ℓ,i)
ℓ − g

(ℓ,i)
ℓ−1 ), where g−1 ≡ 0, so that

E [Yℓ] :=

{
E [g0] , ℓ = 0

E [gℓ − gℓ−1] , ℓ > 0
. (25)

Denote by Y :=
∑L

ℓ=0 Yℓ the multilevel estimator of E [g] based on L+1 levels and mℓ

independent samples on level ℓ, where ℓ = 0, . . . , L.
Furthermore, we denote V0 = V [g0] and for ℓ ≥ 1, let Vℓ be the variance of gℓ−gℓ−1:

Vℓ := V [gℓ − gℓ−1].
The standard theory states the following facts for the mean and the variance:

E [Y ] = E [gL] , V [Y ] =
∑L

ℓ=0 m
−1
ℓ Vℓ. (26)

The cost of the multilevel estimator Y is

S :=
∑L

ℓ=0 mℓsℓ. (27)

The mean squared error (MSE) is used to measure the quality of the multilevel
estimator:

MSE := E
[
(Y − E [g])2

]
= V [Y ] + (E [Y ]− E [g])

2
, (28)

where Y is what we computed via MLMC, and E [g] what actually should be computed.
To achieve

MSE ≤ ε2

for some prescribed tolerance ε, we ensure that

(E [Y ]− E [g])
2
= (E [gL − g])2 ≤ 1

2ε
2 (29)

and
V [Y ] ≤ 1

2ε
2. (30)

The bias error E [gL − g] corresponds to the discretization error discussed in Sec. 3.1.
Later we will see that E [Y ]−E [g] = O(2−αL) with α ≈ 1. The bias error can be made
smaller than ε2/2 by choosing a sufficiently large L. Then, for this L, we can compute
optimal m0, . . . ,mL by formula in (34) to provide (30).

In the following, we repeat the well-known [18] results on the computation of the
sequence m0, . . . ,mL. For a fixed variance V [Y ] =: ε2/2, the cost S is minimized by
choosing as mℓ the solution of the optimization problem

minm0,...,mL
F (m0, . . . ,mL), (31)
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where F (m0, . . . ,mL) :=
∑L

ℓ=0

(
mℓsℓ + µ2 Vℓ

mℓ

)
, µ2 is a Lagrange multiplier. Thus,

the derivatives of F w.r.t. mℓ are equal to zero:

∂F (m0, . . . ,mL)

∂mℓ
:= sℓ − µ2 Vℓ

m2
ℓ

= 0. (32)

Solving the system (32), we obtain

m2
ℓ = µ2Vℓ

sℓ
, i.e. mℓ = µ

√
Vℓ

sℓ
. (33)

Taking into account that the variation V [Y ] is fixed and substituting (33) into (26),

i.e.
∑L

ℓ=0 Vℓ/mℓ = ε2/2, we obtain an equation for µ:

L∑
ℓ=0

Vℓ

µ
√

Vℓ

sℓ

= 1
2ε

2.

From this equation, we get µ = 2ε−2
∑L

ℓ=0

√
Vℓsℓ, and therefore

mℓ = 2ε−2 ·
√

Vℓ

sℓ
·

L∑
i=0

√
Visi. (34)

For this set of mℓ, the total computational cost of Y is

S = 2ε−2

(
L∑

ℓ=0

√
Vℓsℓ

)2

. (35)

For further analysis of this sum, see [18], p.4.
The cost increases exponentially with ℓ while the weak error E [gL − g] and multi-

level correction variance Vℓ decrease exponentially leads to the following theorem (cf.
Theorem 1, p. 6 in [18]):
Theorem 2. Consider a fixed t = t∗. Suppose positive constants α, β, γ > 0 exist such
that α ≥ 1

2min(β, γd̂), and

|E [gℓ − g] | ≤ c12
−αℓ (36a)

Vℓ ≤ C22
−βℓ (36b)

sℓ ≤ c32
d̂γℓ. (36c)

Then, for any accuracy ε < e−1, a constant c4 > 0 and a sequence of realiza-
tions {mℓ}Lℓ=0 exist, such that MSE < ε2, where MSE is defined in (28), and the

12



computational cost is

S =


c4ε

−2, β > d̂γ

c4ε
−2 (log(ε))

2
, β = d̂γ

c4ε
−
(
2+ d̂γ−β

α

)
, β < d̂γ.

(37)

This theorem (see also [8, 9, 17, 26, 27]) indicates that, even in the worst-case sce-
nario, the MLMC algorithm has a lower computational cost than that of the traditional

(single-level) MC method, which scales as O(ε−2−d̂γ/α).
Remark 1. In Theorem 2, the factors C1, C2, C3, C4 as well as the exponents α, β
and γ depend on the time point t. This makes L and mℓ time-dependent, too.
Remark 2. One possible choice for a scaling factor in (29) and (30) is E0 :=
|E [g0(t

∗,x∗)] |, where g0(t∗,x∗) is the solution computed on level ℓ = 0 at point (t∗,x∗).
Remark 3. We consider the error relatively to g. For this, in (29) and (30), we
replace ε by ε · E0. Equivalently, we can divide (rescale) E [gL − g] by E0 and Vi by
E2

0 . Therefore, we get:
|E [gL − g] | ≤ C12

−αL. (38)

Now, to satisfy (29), we want

|E [gL − g] | ≤ 1√
2
εE0. (39)

From this inequality, we can estimate L:

C12
−αL =

εE0√
2

(40)

L = − 1
α log2

εE0√
2C1

. (41)

Equations (34) and (35) attain the form

mℓ =
2ε−2

E0
2 ·
√

Vℓ

sℓ
·

L∑
i=0

√
Visi, S =

2ε−2

E2
0

(
L∑

ℓ=0

√
Vℓsℓ

)2

. (42)

Using preliminary numerical tests (see Fig. 5) and following preprocessing steps as
in Algorithm 1, we can estimate the convergence rates α for the mean (the so-called
weak convergence) and β for the variance (the so-called strong convergence), as well
as the constants C1 and C2. In addition, α is strongly connected to the order of the
discretization error (see Section 3.1), which equals 1. Note that precise estimates of
parameters α and β are crucial to distribute the computational effort optimally.
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Algorithm 1 Preprocessing for MLMC algorithm

Input: L = 3, mℓ = 10, ℓ = 0, . . . , L
Compute gℓ(ωi), gℓ(ωi)− gℓ−1(ωi) for i = 1 . . .mℓ and ℓ = 1 . . . L
Estimate E [gℓ(ωi)− gℓ−1(ωi)], V [gℓ(ωi)− gℓ−1(ωi)]
Estimate convergence rates α and β, complexity rate γ, constants C1, C2, C3

Algorithm 2 MLMC algorithm

Input: MSE Error ε2

Estimate L
Compute mℓ, ℓ = 0, . . . , L
Compute E [gℓ(ωi)− gℓ−1(ωi)], i = 1 . . .mℓ

Build the telescopic sum to estimate E [g]

4 Numerical Experiments

We performed numerical experiments with four uncertain parameters: thickness,
recharge, permeability and porosity. Permeability and porosity are mutually depen-
dent. To check that uncertainties in all four parameters contribute significantly to the
solution, we performed auxiliary experiments with only 1-2 random parameters. First,
only one of these four parameters was uncertain, then thickness and recharge were
uncertain. In this way we checked that there were no parameters whose contribution
could be neglected.

We consider the following QoIs: 1) the solution cm at a point (t,x), i.e. g = cm(t,x),
and 2) an integral over a small sub-domain

Ii(t, ω) :=

∫
x∈∆i

cm(t,x, ω)ρ(cm(t,x, ω))dx, where (43)

∆i := [xi − 0.1, xi + 0.1]× [yi − 0.1, yi + 0.1], i = 1, . . . , 6. (44)

The list of all points xi = (xi, yi) is defined in (15). The value of Ii is the mass of the
salt in a subdomain ∆i. The size of each ∆i is small (0.22 = 0.04), compared to D.

The numerical scheme provides only the first order of the accuracy to compute
cm(t,xi, ω) and Ii(t, ω), i.e., the convergence rate α (weak convergence in (36a)) should
be ≈ 1. The numerical results below show that, indeed, α ≈ 1.

Table 2 contains computing times needed to compute the solution cm at each level
ℓ. The fifth column contains the average computing time, and the sixth and seventh
columns contain the shortest and longest computing times. The computing time for
each simulation varies depending on the number of iterations, which depends on the
porosity and permeability. We observed that, after ≈ 6016 sec., the solution is almost
unchanging; thus, we perform the experiment only for t ∈ [0, T ], where T = 6016 sec.
For example, if the number of time steps is rℓ = 188 (Level 0 in Table 2), then the
time step τ = T

rℓ
= 6016

188 = 32 sec.
In Figure 2 (top left) we visualise the coefficient of variation CV (g), which is the

ratio of the standard deviation to the mean. The variance Vℓ := V [gℓ] is shown on the
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Level ℓ nℓ, (
nℓ

nℓ−1
) rℓ, (

rℓ
rℓ−1

) τℓ = 6016/rℓ
Computing times (sℓ), (

sℓ
sℓ−1

)

average min. max.
0 608 188 32 3 2.4 3.4
1 2368 (3.9) 376 (2) 16 22 (7.3) 15.5 27.8
2 9344 (3.9) 752 (2) 8 189 (8.6) 115 237
3 37120 (4) 1504 (2) 4 1831 (10) 882 2363
4 147968 (4) 3008 (2) 2 18580 (10) 7865 25418

Table 2: Number of degrees of freedom nℓ, number of time steps rℓ, step size in time
τℓ, average, minimal, and maximal computing times on each level ℓ.
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Fig. 2: (top left) The coefficient of variance CVℓ := CV (gℓ), (top right) the variance
V [gℓ], (bottom left) the mean E [gℓ − gℓ−1], (bottom right) the variance V [gℓ − gℓ−1].
The QoI is g = cm(t,x1). The small oscillations in the two lower pictures are due to
the dependence of the recharge q̂x on the time, cf. (19).

top right, the mean E [gℓ − gℓ−1] on the bottom left and the variance V [gℓ − gℓ−1] on
the bottom right. The QoI is g := cm(t,x1) and the time t = 0, . . . , 47τ is along the x
axis.
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Fig. 3: The mean value E [cm(t,x)] at t = {7τ, 19τ, 40τ, 94τ}. In all cases,
E [cm] (t,x) ∈ [0, 1].

Fig. 4: The variance V [cm(t,x)] at t = {7τ, 19τ, 40τ, 94τ}. Maximal values (dark red
colour) of V [cm] are 1.9 · 10−3, 3.4 · 10−3, 2.9 · 10−3, 2.4 · 10−3 respectively. The dark
blue colour corresponds to a zero value.

4.1 The mean value and variance

Fig. 3 shows the mean value E [cm(t,x)] at time points {7τ, 19τ, 40τ, 94τ}. In all cases
E [cm(t,x)] ∈ [0, 1], the dark red color corresponds to the value 1 and dark blue to the
value 0.

Similarly, Fig. 4 presents the variance of the salt mass fraction in the computational
domain for t = {7τ, 19τ, 40τ, 94τ}. The maximal values of V [cm] (denoted by the dark
red colour) are 1.9 · 10−3, 3.4 · 10−3, 2.9 · 10−3, 2.4 · 10−3 respectively.

The general flow and transport patters in this setting were discussed in Sect. 2.2.
The aperture ϵ of the fracture has the most essential influence on the cm. If ϵ is small
(i.e. for ξ1 = −1, cf. (18)), the fracture does not increase the permeability of the
medium significantly so the flow and transport are very similar to the Henry problem.
For thick fractures (ξ1 = 1), the separation of the upper and the lower part of the
domain (see Sect. 2.2) is very strong. This is clearly visible in the mean value of cm(t,x)
in Fig. 3. Note that ϵ changes the flow under the left end of the fracture where fluid
enters it. This area is characterized by the high value of the variance, see Fig. 4. The
influence of the other uncertainties is weaker but nevertheless important, too.
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Fig. 5: The weak and the strong convergences, QoI is g := cm(t15,x1), α = 1.07,
ζ1 = −1.1, β = 1.97, ζ2 = −8.
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Fig. 6: Decay comparison of (left) E [gℓ − gℓ−1] and E [gℓ] vs. ℓ; (right) V [gℓ − gℓ−1]
and V [gℓ]. QoI g = cm(t18,x1), x1 = (1.1,−0.8).

4.2 Estimation of convergence rates α and β for various QoIs

Figure 5 (left) shows the decay of E [gℓ − gℓ−1] as a function of gℓ − gℓ−1. This depen-
dence is fitted by a 2−αℓ+ζ1 function. The parameter α indicates the weak convergence
rate. Figure 5 (right) shows the decay of V [gℓ − gℓ−1] with respect to gℓ − gℓ−1.
This dependence is fitted by a 2−βℓ+ζ2 curve, where the parameter β indicates the
strong convergence rate. The constant are C1 = 0.47, C2 = 3.7 · 10−3. The QoI is
g := cm(t15,x1). The calculated rates α = 1.07 and β = 1.97 are very close to the
theoretical values, which are 1 and 2 respectively.

In Fig. 6(left) the decays of E [gℓ − gℓ−1] and E [gℓ] are plotted against the level
ℓ. The QoI is cm(t18,x1), x1 = (1.1,−0.8). Similarly, Figure 6 (right) shows that
V [gℓ − gℓ−1] decays much faster than V [gℓ]. In Table 3 we provide estimations for
the weak and strong convergence rates α and β, as well as constants C1 and C2 for
different QoIs. Each QoI is the solution at a point xi or an integral Ii as in (43). We
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see that the value α is very close to one. This is fully corresponding to the theory.
The estimated value of β is also very close to the theoretical value, which is equal to
2α = 2. The values of α and C1 are used for estimation of the number of needed levels
L, see [31].

QoI α c1 β C2

cm(x1, 15τ) -1.07 0.47 -1.97 4 · 10−3

cm(x2, 15τ) -0.96 0.25 -1.6 3.1 · 10−4

cm(x3, 15τ) -0.9 0.12 -1.9 4.5 · 10−5

cm(x4, 15τ) -1.07 0.47 -1.94 3.6 · 10−3

cm(x5, 15τ) -0.95 0.25 -1.5 1.9 · 10−4

cm(x6, 15τ) -0.89 0.1 -1.82 9.2 · 10−5

I2(cm) -1.5 8.3 -2.6 0.4

Table 3: Estimated the weak and strong convergence rates α and β, and constants
C1 and C2 for different QoIs. QoI are solution in a point xi and an integral Ii as in
(43).

In Table 4 we show the numbers mℓ needed to get the MSE error below ε2, and
ε should be understood as a relative error, as it is defined in (39). All numbers are
obtained for the QoI g = cm(t15,x1). The numbers mell can be very different for other
QoIs.

ε m0 m1 m2 m3 m4

0.2 28 0 0 0 0
0.1 10 1 0 0 0
0.05 57 4 1 0 0
0.025 342 22 4 1 0
0.01 3278 205 35 6 1

Table 4: The number of samples mℓ vs. ε, QoI g = cm(t15,x1).

4.3 Comparison of MC and MLMC methods

In Figure 7 we compare the estimated costs of the MC (denoted by a blue dashed line)
and MLMC (solid red line) methods, see the two bottom graphics. We also plot the ε2

graphic (yellow dashed line) and the theoretical MC and MLMC costs, purple dashed

line and green dashed line respectively. The theoretical MC cost is O(ε−2− d̂γ
α ), with

d̂ = 2+1 = 3, γ = 1, α = 1.08. One can see that from a certain epsilon ε ≈ 8 ·10−3 the
MLMC outperforms the MC method. It can also be seen that the theoretical MC and
MLMC lines (two top graphics) have the same slope as the calculated MC and MLMC
lines (two bottom graphics). The theoretical MC and MLMC graphics are scaled by
a constant for better visibility.
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Fig. 7: Complexity comparison of ML and MLMC methods against ε (horizontal axis)
in log-log scale.

5 Discussion and Conclusion

In this work we have considered a setting that mimics the Henry problem [42, 43],
modeling seawater intrusion into a 2D coastal aquifer. The pure water recharge from
the “land side” resists the salinisation of the aquifer due to the influx of saline water
through the “sea side”, thereby achieving some equilibrium in the salt concentration.
In our setting, following [20], we consider a fracture on the sea side that significantly
increases the permeability of the porous medium.

The flow and transport essentially depend on the geological parameters of the
porous medium, including the fracture. We investigated the effects of various uncer-
tainties on saltwater intrusion. We assumed uncertainties in the fracture width, the
porosity of the bulk medium, its permeability and the pure water recharge from the
land side. The porosity and permeability were modeled by random fields, the recharge
by a random but periodic intensity and the thickness by a random variable. We
calculated the mean and variance of the salt mass fraction, which is also uncertain.

The main question we investigated in this work was how well the MLMC method
can be used to compute statistics of different QoIs. We found that the answer
depends on the choice of the QoI. First, not every QoI requires a hierarchy of meshes
and MLMC. Second, MLMC requires stable convergence rates for E [gℓ − gℓ−1] and
V [gℓ − gℓ−1]. These rates should be independent of ℓ. If these convergence rates vary
for different ℓ, then it will be hard to estimate L and mℓ, and MLMC will either not
work or be suboptimal. We were not able to get stable convergence rates for all levels
ℓ = 1, . . . , 5 when the QoI was an integral as in (43). We found that for ℓ = 1, . . . 4
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and ℓ = 5 the rate α was different. Further investigation is needed to find the reason
for this. Another difficulty is the dependence on time, i.e. the number of levels L and
the number of sums mℓ depend on t. At the beginning the variability is small, then
it increases, and after the process of mixing salt and fresh water has stopped, the
variance decreases again.

The number of random samples required at each level was estimated by calculating
the decay of the variances and the computational cost for each level. These estimates
depend on the minimisation function in the MLMC algorithm.

To achieve the efficiency of the MLMC approach presented in this work, it is
essential that the complexity of the numerical solution of each random realisation is
proportional to the number of grid vertices on the grid levels. This holds only under
special choice the numerical solvers, and we applied the geometric multigrid method
implemented in the ug4 software toolkit, cf. [37, 49]. Our numerical tests confirm the
expected efficiency. The random realizations do not depend on each other and have
been computed concurrently on different nodes of the supercomputer Shaheen II at
the King Abdullah University of Science and Technology.

In the numerical experiments, we computed the expected value and variance of the
mass fraction in the whole domain and the solution at a few preselected points (t,x).
It turns out that the grid hierarchy of only 2 to 3 levels is sufficient for some QoIs.
Note that a different type of porosity in (20) may lead to a different conclusion.

Our numerical results confirm that the MLMC is principally more numerically
efficient than the MC method. Thus, sampling at different mesh levels helps to reduce
the overall computational cost.
Constraints. 1. The time dependence is challenging. The optimal number of samples
depends on the time moment t, and the spatial location x, and may be small for some
points and large for others. 2. Each new QoI requires new estimates of all parameters
α, β, γ, and the resulting MLMC performance graphics can be different.
Future work. A more realistic modeling of the fracture, porosity and permeability
with more random variables can be considered.
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