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Abstract

We investigate the close relation between certain weighted Sobolev spaces (Kondratiev
spaces) and refined localization spaces from [39, 40]. In particular, using a characterization for
refined localization spaces from [32], we considerably improve an embedding from [17]. This
embedding is of special interest in connection with convergence rates for adaptive approxima-
tion schemes.
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1 Introduction

While often much is known about existence, uniqueness or regularity properties of solutions to
boundary value problems of partial differential equations, rarely an analytic expression for solu-
tions can be found. For that reason numerical algorithms for the constructive approximation of the
solution up to a prescribed tolerance are needed. Numerical studies clearly indicate that modern
adaptive algorithms, where the choice of the underlying degrees of freedom is not a priori fixed
but depends on the shape of the unknown solution, have a lot of potential in this context. Unfor-
tunately, they are hard to implement and to analyze, and therefore, it is extremely important to
theoretically investigate under which conditions adaptive methods provably outperform classical
schemes in order to justify their use. Regarding adaptive approximation, in this paper we want to
contribute to answer the following
Question: Given a boundary value problem for some partial differential equation, what convergence
rate may we expect for an optimal adaptive approximation method?
To outline the main ideas, we consider the model problem

−∇ · (a∇u) = f (1.1)

on some polygonal domain D in R2, or a polyhedral domain in R3. For simplicity, we also restrict
ourselves to homogeneous Dirichlet boundary conditions u|∂D = 0. Then the question can be
answered in three steps:

• Step 1: Study the regularity properties of solutions u within an appropriate scale of function
spaces. Here any family of spaces describing smoothness of functions seems suitable, if they
allow for an isomorphism f 7→ u.

• Step 2: Embed those smoothness spaces into a second scale of function spaces adapted to
the preferred approximation scheme. The latter spaces are determined via

• Step 3: Determine concrete function spaces with an optimal embedding into the approxima-
tion classes associated to the approximation scheme – optimal in the sense that those should
be as large as possible while still maintaining favourable properties.

We will essentially be concerned with making substantial progress in view of Step 2. But before
we explain our results, let us briefly summarize what is known for Steps 1 and 3 so far.
Step 3: Given an adaptive algorithm based on an approximation with finite elements or wavelets
for the solution spaces of the PDE, the best one can expect is an optimal performance in the sense
that it realizes the convergence rate of best N -term approximation schemes, which serves as a
benchmark in this context. This can be rephrased in terms of approximation classes and one is
interested in the ’right’ smoothness spaces which embed into these approximation classes. Thus,
we observe that Step 3 can be dealt with completely independent of any regularity considerations
for PDEs.
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As for the right smoothnes spaces, for many dictionaries, in particular for wavelet bases and frames,
it has been shown that the order of convergence that can be achieved depends on the regularity of
the object one wants to approximate in the specific so-called ’adaptivity scale’ of Besov spaces

Bm+s
τ,q (D) , m = d

(1
τ
−

1

2

)
, τ < 2 , s ≥ 0 . (1.2)

We refer e.g. to [1], [8], and [12] for details. More recently, it has also turned out that similar
relations hold for finite element approximations, see [13]. On the other hand, the performance of
nonadaptive (uniform) methods is determined by the L2–Sobolev smoothness of the solution, see,
e.g., Hackbusch [16] and[6] for details. Therefore, the use of adaptivity is justified if the Besov
smoothness of the exact solution to an operator equation within this scale (1.2) is high enough
compared to the classical Sobolev smoothness. These relations are clearly the reason why we are
highly interested in regularity estimates in the scale (1.2).
It is nowadays classical knowledge that the Sobolev regularity of the solutions to elliptic problems
depends not only on the properties of the coefficients and the right-hand side, but also on the
regularity/roughness of the boundary of the underlying domain. For linear problems, the following
relations hold: While for smooth coefficients and smooth boundaries we have u ∈ Hs+2(D) when
f ∈ Hs(D), it is well-known that this becomes false for more general domains. In particular, if
we only assume D to be a Lipschitz domain, then it was shown by Jerison and Kenig [21] that
in general we only have u ∈ Hs for all s ≤ 3/2 for the solution of the Poisson equation, even for
smooth right-hand side f . This behaviour is caused by singularities near the boundary.
In particular, the H3/2-Theorem implies that the optimal rate of convergence for nonadaptive
methods of approximation is just 3/2d (meaning for an approximative solution uN derived from
a nonadaptive method the error ‖u − uN |L2(Ω)‖ behaves like O(N−3/2d)) as long as we do not
impose further restrictions on Ω ⊂ Rd. Similar relations also hold for more specific domains such as
domains of polyhedral or polygonal type, see, e.g., [14, 15, 10]. However, the norms considered in
(1.2) are weaker than the Sobolev norm Wm

2 and, therefore, there is some hope that the boundary
singularities do not influence the smoothness of the solution in the scale (1.2) too much (which
implies that adaptivity pays off in this case).
Step 1: The result of Jerison and Kenig can also be re-interpreted as a limitation for the standard
scale of Sobolev spacesHs to properly describe the regularity properties of solutions to problems on
nonsmooth domains. On domains with edges and corners, these nonsmooth parts of the boundary
induce singularities for the solution and its derivatives, which diminish the Sobolev regularity but
can be compensated with suitable weight functions. By means of so-called Kondratiev spaces
Km

a,p(D), i.e., weighted Sobolev spaces which are introduced via the norm

‖u|Km
a,p(D)‖p =

∑

|α|≤m

∫

D

|ρ(x)|α|−a∂αu(x)|p dx,

where the weight ρ(x) measures the distance to the singular set of the boundary ∂D (e.g. the edges
and vertices), it is possible to describe very precisely the behaviour of these singularities. Moreover,
these specific smoothness spaces allow for certain shift theorems (similar as the ones for smooth
domains and Sobolev spaces) in the following sense. Suppose that we are given a second order
elliptic differential equation on a polygonal or polyhedral domain. Then, under certain conditions
on the coefficients and on the domain, it turns out that if the right-hand side has smoothness
m − 1 in the scale of Kondratiev spaces, then the solution u of the PDE has smoothness m + 1.
Regarding our model problem (1.1), we refer to Proposition 2.1 below, where Step 1 is dealt with.
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Step 2: In view of the explanations given for Steps 1 and 3, it becomes clear that the missing
link in Step 2 is an embedding between Kondratiev spaces and the specific scale of Besov spaces
from (1.2). Note that instead of Besov spaces one can also work with the closely linked Triebel-
Lizorkin spaces here. Forerunners, i.e., regularity estimates in quasi-Banach spaces according to
(1.2) have been developed in [3, 4, 5, 6, 7, 9] (this list is clearly not complete). Later on, those
were reformulated and extended in terms of embeddings of Kondratiev spaces into Besov and
Triebel-Lizorkin spaces. Recently, in [17] the embedding

Km
a,p(D) ∩Bs

p,∞(D) →֒ Bm
τ,∞(D) (1.3)

with τ as in (1.2) for suitable ranges of parameters was shown, which was further sharpened in [18].
The main result of this paper is a substantial improvement of those embeddings, invoking as a new
tool the so-called refined localization spaces F s,rloc

p,q (D), a modification of Triebel-Lizorkin spaces
based on localization procedures. Since these spaces are actually smaller than the Triebel-Lizorkin
spaces, this eventually leads to our main Theorem 4.12 which gives sharp results for the embedding

Km
a,p(D) →֒ Fm

τ,2(D) (1.4)

with τ as in (1.2). In particular, we see that the intersection on the left-hand side in (1.3) can
be avoided. This is of uttermost importance since the unnecessary intersection with the spaces
Bs

p,∞(D) leads to additional restrictions for the upper bounds of the smoothness m on the right-
hand side, which according to Step 3 is directly related with the (best possible) convergence
rate of the adaptive algorithms. Finally, using (1.4) together with the elementary embedding
Fm
τ,2(D) →֒ Fm

τ,∞(D) →֒ Bm
τ,∞(D), we see that the task from Step 2 is solved. To round up our

investigations, we combine Steps 1 and 2 in Theorem 4.14, where we apply the embedding (1.4)
with Proposition 2.1 in order to obtain a regularity result for boundary value problems for elliptic
PDEs. This can immediately be used in view of Step 3 to derive convergence rates for adaptive
wavelet and finite element algorithms.

The paper is structured as follows: We first present the definitions and basic properties for Kon-
dratiev and refined localization spaces in Section 2. Then, in Section 3 the close relation between
Kondratiev spaces and refined localization spaces is revealed, as for suitable domains D we can
identify Fm,rloc

p,2 (D) with the Kondratiev space Km
m,p(D). Moreover, we present localization proper-

ties Kondratiev spaces and deal with their invariance under diffeomorphisms. Finally, in Section 4
we prove necessary and sufficient conditions for the desired embedding between general Kondratiev
spaces Km

a,p(D) and refined localization spaces Fm,rloc
τ,2 (D) and ultimately also Fm

τ,2(D) for τ < p.

2 Function spaces

In this section we give the definitions of the different scales of function spaces under consideration.

2.1 Triebel-Lizorkin spaces

Besov and Triebel-Lizorkin spaces are nowadays established as being closely related to many ap-
proximation schemes, starting with approximating periodic functions by trigonometric polynomials
(where the full scale of Besov spaces actually first emerged in the works of Besov 1959/60), free-knot
spline approximation (see [11]), n-term wavelet approximation and most recently adaptive finite
element schemes [13]. From this aspect stems the main motivation for us to study embeddings into
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these scales of function spaces. In this work we shall concentrate on Triebel-Lizorkin spaces only.
Triebel-Lizorkin spaces can be introduced in a number of (equivalent) ways, including definitions
in terms of finite differences or Littlewood-Paley decompositions, or via their wavelet character-
ization. Here we shall give the Fourier-analytical version in terms of dyadic Littlewood-Paley
decompositions.
We start with a function ϕ0 ∈ S(Rd) with ϕ0(x) = 1 for |x| ≤ 1 and ϕ(x) = 0 for |x| ≥ 3

2 . Define
ϕ1(x) = ϕ0(2x) − ϕ0(x), and put ϕj(x) = ϕ1(2

−j+1x). Then {ϕj}j∈N0
forms a so-called dyadic

resolution of unity; in particular, we have
∑

j≥0 ϕj(x) = 1 for every x ∈ R
d.

Based on such resolutions of unity, we can decompose every tempered distribution f ∈ S ′(Rd) into
a series of entire analytical functions,

f =
∑

j≥0

F−1(ϕjFf) ,

converging in S ′, where F stands for the Fourier transform. Such Littlewood-Paley decompositions
then can be used to define function spaces. In our particular case, for s ∈ R, 0 < p < ∞ and
0 < q ≤ ∞ the Triebel-Lizorkin space F s

p,q(R
d) is defined as the collection of all distributions

f ∈ S ′(Rd) such that

‖f |F s
p,q(R

d)‖ =

∥∥∥∥∥

(∑

j≥0

∣∣F−1(ϕjFf)(·)
∣∣q
)1/q

∣∣∣∣∣Lp(R
d)

∥∥∥∥∥

is finite, with a supremum instead of a sum if q is infinite. For more details on the history, equivalent
definitions, and properties we refer to the monographs by Triebel [36, 37, 39].
Starting from these Fourier-analytical function spaces, the most direct way to introduce spaces
on domains (needed for studying boundary value problems for elliptic PDEs which is our main
motivation) is via restriction: We define

F s
p,q(D) :=

{
f ∈ D′(D) : ∃ g ∈ F s

p,q(R
d) , g

∣∣
D
= f

}
, ‖f |F s

p,q(D)‖ = inf
g|D=f

‖g|F s
p,q(R

d)‖ .

Alternative (different or equivalent) versions of this definition can be found, depending on possible
additional properties for the distributions g (most often referring to their support). We refer to
the monograph [40] for details and references.
A final important aspect of Triebel-Lizorkin spaces are their close relations to many classical
function spaces. For our purposes, we particularly mention the identities F s

p,2(R
d) = Hs

p(R
d) and

Hm
p (Rd) = Wm

p (Rd), 1 < p < ∞, m ∈ N, s ∈ R, which for Lipschitz domains D transfer directly
to the respective scales of function spaces on D.

2.2 Kondratiev spaces

Another scale of function spaces we are interested in is a type of weighted Sobolev spaces. These
spaces Km

a,p(D), nowadays often referred to as (Babuska-)Kondratiev spaces, play a central role in
the regularity theory for elliptic PDEs on domains with piecewise smooth boundary, particularly
polygons (in 2D) and polyhedra (in 3D). The basic idea behind using this scale of spaces, as
opposed to the usual scale of Sobolev spaces used in connection with sufficiently regular domains,
is to compensate for singularities which are known to emerge at the boundary even for smooth
data.
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More precisely, if we only assume the domain D to be Lipschitz, it was shown in [21] that in general
we only have u ∈ H3/2(D) for the solution of the Poisson equation, even for smooth right-hand
side f . Similar results on polygons are known since the works of Kondratiev ([22, 23, 24]); we refer
to [15] for an overview. In the latter case, it is known that a solution to Poisson’s equation can
always be decomposed into a regular part uR ∈ Hs+2(D) (where the right-hand side f belongs to
Hs(D)) and a singular part uS which in turn is a linear combination of a finite number of explicitly
known singularity functions. These singularity functions are smooth in the interior of the polygon,
but exhibit a polynomial blow-up at the vertices.
To compensate for this kind of behaviour while still staying close to ordinary Sobolev spaces,
weights are introduced, which finally leads to considering the norm

‖u|Km
a,p(D)‖p =

∑

|α|≤m

∫

D

|ρ(x)|α|−a∂αu(x)|p dx (2.1)

for functions admitting m weak derivatives in D. Therein 1 < p ≤ ∞ (with the usual modification
for p =∞), a ∈ R, and ρ : D −→ [0, 1] is the smooth distance to the singular set of D. This means
ρ is a smooth function, and in the vicinity of the singular set it is equivalent to the distance to that
set. In 2D this singular set consists exactly of the vertices of the polygon, while in 3D it consists
of the vertices and edges of the polyhedra. In case of mixed boundary conditions the singular
set further includes points where the boundary conditions change (which can be interpreted as
vertices with interior angle π), and for interface problems points where the interface touches the
boundary, respectively in higher dimensions. Note that in general polygonal domains need not
to be Lipschitz, in particular, the definition of the Kondratiev spaces and some related regularity
results allow for cracks in the domain, which in turn corresponds to vertices with interior angle
2π. In case p = 2 we simply write Km

a (D). For more information regarding Kondratiev spaces and
their properties, we refer to [20].
Within this scale of function spaces, a typical regularity result for boundary value problems for
elliptic PDEs can be formulated as follows, see [2] and the references given there:

Proposition 2.1. Let D be some bounded polyhedral domain without cracks in Rd, d = 2, 3.
Consider the problem

−∇
(
A(x) · ∇u(x)

)
= f in D , u|∂D = 0 , (2.2)

where A = (ai,j)
d
i,j=1 is symmetric and

ai,j ∈ K
m
0,∞ =

{
v : D −→ C : ρ|α|∂αv ∈ L∞(D) , |α| ≤ m

}
, 1 ≤ i, j ≤ d .

Let the bilinear form

B(v, w) =

∫

D

∑

i,j

ai,j(x)∂iv(x)∂jw(x)dx

satisfy
|B(v, w)| ≤ R‖v|H1(D)‖ · ‖w|H1(D)‖ and r‖v|H1

0 (D)‖2 ≤ B(v, v)

for all v, w ∈ H1
0 (D) and for some constants 0 < r ≤ R < ∞. Then there exists some a > 0 such

that for any m ∈ N0, any |a| < a, and any f ∈ Km−1
a−1 (D) the problem (2.2) admits a uniquely

determined solution u ∈ Km+1
a+1 (D), and it holds

‖u|Km+1
a+1 (D)‖ ≤ C ‖f |Km−1

a−1 (D)‖

for some constant C > 0 independent of f .
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In the literature there are further results of this type, either treating different boundary conditions,
or using slightly different scales of function spaces, see [25, 26, 28].

Kondratiev spaces on Rd Apart from the previously introduced Kondratiev spaces on polyg-
onal or polyhedral domains, in this work we shall also consider Kondratiev spaces on the whole of
Rd. These are connected to the corresponding spaces on domains by a result proved in [17], the
boundedness of the Stein extension operator E : Km

a,p(D)→ Km
a,p(R

d \ S), which was subsequently
used to derive sharp embedding results into Besov and Triebel-Lizorkin spaces, see [17, 18]. Though
in [17] only the cases d = 2 and d = 3 were considered, the arguments can be extended to the case
d > 3 without essential changes. The norm in the spaces Km

a,p(R
d \S) is the direct analog of (2.1),

i.e.

‖u|Km
a,p(R

d \ S)‖p =
∑

|α|≤m

∫

Rd

|ρS(x)
|α|−a∂αu(x)|p dx , 1 < p <∞ ,

where ρS is again the regularized distance to S, but now defined on Rd.
In fact, this formulation immediately allows us to generalize this definition to arbitrary closed sets
S ⊂ Rd, where in the sequel we will always assume S to be a null-set w.r.t. the d-dimensional
Lebesgue measure. Note that Stein [35, Section VI.3] gave a construction for a regularized distance
function (i.e. a smooth function equivalent to the usual distance) for arbitrary closed subsets of
Rd. As we shall see later on, the spaces obtained in this way are closely related to the so-called
refined localization spaces. Of particular interest are sets

S = R
ℓ ≡ R

ℓ × {0}d−ℓ ⊂ R
d for 0 ≤ ℓ < d.

In subsequent investigations, the (unbounded) domain D = Rd \ Rℓ with boundary ∂D = Rℓ will
represent a prototypical/model situation. We shall use localization arguments to transfer results
from these special domains to polyhedral domains.

2.3 Refined localization spaces

The final scale of function spaces of interest to us are the refined localization spaces. The original
definitions, some basic properties and further references can be found in the monographs [39, 40].
Let D ⊂ Rd be an arbitrary domain, i.e., a non-empty open set, with boundary ∂D and D its
closure. Moreover, let Qj,k = 2−j((0, 1)d+k) be the open cube with vertex in 2−jk and side length
2−j, j ≥ 0, k ∈ Z. We denote by 2Qj,k the cube concentric with Qj,k with side length 2−j+1. Then
there is a collection of pairwise disjoint cubes {Qj,kl

}j≥0,l=1,...,Nj
such that

D =
⋃

j≥0

Nj⋃

l=1

Qj,kl
, dist(2Qj,kl

, ∂D) ∼ 2−j , j ∈ N , (2.3)

complemented by dist(2Q0,kl
, ∂D) ≥ c > 0. This family of cubes constitutes a so-called Whitney

decomposition of the domain D. For details we refer to [35, Theorem VI.1, p. 167].

Definition 2.2. Let {ϕj,l} be a resolution of unity of non-negative C∞-functions w.r.t. the
family {Qj,kl

}, i.e.

∑

j,l

ϕj,l(x) = 1 for all x ∈ D , |∂αϕj,l(x)| ≤ cα2
j|α| , α ∈ N

d
0 .
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Moreover, we require suppϕj,l ⊂ 2Qj,kl
. Then we define the refined localization spaces F s,rloc

p,q (D)
to be the collection of all locally integrable functions f such that

‖f |F s,rloc
p,q (D)‖ =

( ∞∑

j=0

Nj∑

l=1

‖ϕj,lf |F
s
p,q(R

d)‖p
)1/p

<∞ ,

where 0 < p <∞, 0 < q ≤ ∞, and s > σp,q := d
(

1
min(1,p,q) − 1

)
.

Remark 2.3. (i) In Triebel’s orginal definition, he referred to cubes with center in 2−jk. In that
case, we can no longer find a partition of the domain D into such cubes with the above properties,
but only a cover. However, this still leads to the same spaces, as can be seen by standard arguments
(the main aspect being that the number of cubes overlapping at any given point of the domain is
still uniformly bounded).

(ii) A resolution of unity with the required properties can always be found: Start with a bump
function φ ∈ C∞(Rd) for Q = (0, 1)d, i.e. φ(x) = 1 on Q and suppφ ⊂ 2Q. Via dilation and
translation this yields bump functions φj,k for Qj,k, with ψ(x) =

∑
j,k φj,k(x) > 0 for all x ∈ D.

The functions ϕj,k = φj,k/ψ have the required properties.

(iii) It has been shown in [39, Proposition 4.20] and [40, Proposition 3.10] that in the case of
Lipschitz domains these refined localization spaces coincide with the spaces

F̃ s
p,q(D) := {f ∈ F s

p,q(R
d) : supp f ⊂ D}

for all parameters 0 < p < ∞, 0 < q ≤ ∞ and s > σp,q. For other types of domains this is
generally no longer true. For example, in [32, Theorem 3.30] for D = Rd \ Rℓ, 0 ≤ l < d, and
1 ≤ p, q < ∞ explicit descriptions have been given; e.g., for 0 < s < (d − ℓ)/p we then have
F s,rloc
p,q (Rd \Rℓ) = F s

p,q(R
d). Below, we will primarily be interested in the case F s,rloc

p,q (Rd \Rℓ), but

with regularity s > σp,q = d( 1
min(1,p,q) − 1).

(iv) It is known that for arbitrary domains D and 0 < p <∞, 0 < q ≤ ∞, s > σp,q it holds

‖u|F s,rloc
p,q (D)‖ ∼ ‖u|F s

p,q(D)‖ + ‖δ(·)−su|Lp(D)‖ , (2.4)

where δ(x) = min (dist(x, ∂D), 1). In particular, we always have

‖u|F s
p,q(D)‖ . ‖u|F s,rloc

p,q (D)‖ , i.e. F s,rloc
p,q (D) →֒ F s

p,q(D) .

For the proof in the case q <∞ we refer to [32, Proposition 3.22]. Note that in (2.4) we obviously
can replace δ by the regularized distance ρ.
A closer inspection of the proof in [32] reveals that the result remains true also for q =∞: While
the wavelet systems {ψj

r : j ∈ N0, r = 1, . . . , Nj} considered in these arguments no longer constitute
bases for F s,rloc

p,∞ (D), they remain representation systems, i.e. every function f ∈ F s,rloc
p,∞ (D) admits

a representation

f =
∑

j,r

cjr(f)ψ
j
r

for suitable coefficients cjr(f), converging in S ′(Rd) as well as F s−ε,rloc
p,∞ (D) for ε > 0, s− ε > σp,q.

Moreover, also the usual (quasi-)norm-equivalence to some sequence space norm on the coefficient
sequence carries over. Ultimately, these two facts suffice to prove (2.4).
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The refined localization spaces share many of the properties of the classical Triebel-Lizorkin spaces.
For our purposes we will need two of these properties. At this point we mention a result about
pointwise multipliers; later on in Section 3.3 we will investigate the behavior under diffeomorphisms.

Lemma 2.4. Let D ⊂ R
d be an arbitrary domain. Further, let s > σp,q, 0 < p <∞, 0 < q ≤ ∞

and r > s. Then there exists a positive constant c > 0 such that

‖f · g|F s,rloc
p,q (D)‖ ≤ c ‖g|Cr(Rd)‖ · ‖f |F s,rloc

p,q (D)‖ , f ∈ F s,rloc
p,q (D) , g ∈ Cr(Rd) ,

where Cr(Rd) = Br
∞,∞(Rd) are the Hölder-Zygmund spaces, and c is independent of f , g and D.

Proof . The result immediately follows from the definition of the spaces F s,rloc
p,q (D) and the corre-

sponding multiplier result for F s
p,q(R

d) (for which we refer to [36, 37]), applied to the terms g ·ϕj,lf .

In particular, the constant c is the one in the corresponding estimate for F s
p,q(R

d), independent of
D.

3 A relation between Kondratiev and refined localization

spaces

In this section we prove two results showing a close relation between Kondratiev spaces and the
refined localization spaces. We begin with an identity for a particular choice of parameters, followed
by a new localization argument for Kondratiev spaces, which in turn will be the basis for an
embedding result in the next section.

3.1 The spaces Km

m,p
(D)

Recalling the identity Fm
p,2(R

d) = Hm
p (Rd) =Wm

p (Rd) (which transfers also to Lipschitz domains)
and keeping in mind the norm-equivalence (2.4) in the special situation s = m, suggests a possible

relation between the spaces Km
m,p(D) and Fm,rloc

p,2 (D). A formalization of this relation is based on
the next lemma.

Lemma 3.1. Let D be an arbitrary domain in R
d. Let 0 < p, q < ∞, and let a multiindex

α ∈ Nd
0 with s − |α| > σp,q be given. Then for every f ∈ F s,rloc

p,q its derivative ∂αf belongs to

F
s−|α|,rloc
p,q (D), and we have an estimate

‖∂αf |F s−|α|,rloc
p,q (D)‖ . ‖f |F s,rloc

p,q (D)‖ . (3.1)

For a proof, we refer to [32, Proposition 3.22]. We can now establish a relation between the
Kondratiev and the refined localization spaces as follows.

Theorem 3.2. Let m ∈ N, 1 < p < ∞, and let S ⊂ Rd be an arbitrary closed set such that
|S| = 0. For the domain D = Rd \ S we then have

Km
m,p(D) = Fm,rloc

p,2 (D)

9



in the sense of equivalent norms. Moreover,

‖u|Km
m,p(D)‖# =

∑

|α|=m

‖∂αu|Lp(D)‖+ ‖ρ−mu|Lp(D)‖ (3.2)

defines an equivalent norm on Km
m,p(D).

Proof . We first note that for these domains D the weight function ρ in the definition of the
Kondratiev spaces Km

m,p(D) is equivalent to the distance function δ appearing in (2.4). Moreover,

we observe that S being closed already implies ∂D = D \ D ⊂ Rd \ D = S, so in particular
also |∂D| = 0 (here ∂D is treated as a subset of Rd, i.e. also measured w.r.t. the d-dimensional
Lebesgue measure).

Step 1: The embedding Km
m,p(D) →֒ Fm,rloc

p,2 (D) now is a direct consequence of the identity (2.4).
On the one hand, we obviously have ‖ρ−mu|Lp(D)‖ ≤ ‖u|Km

m,p(D)‖, and on the other hand we

make use of the observation Fm
p,2(D) ≡ Fm

p,2(R
d \ S) ∼= Fm

p,2(R
d). The latter follows from the fact

that due to |∂D| = 0 and Fm
p,2(R

d) →֒ F 0
p,2(R

d) = Lp(R
d) the space Fm

p,2(D) consists of regular

distributions on D, which obviously can be identified with the ones on Rd. The embedding then
follows from Fm

p,2(D) ∼=Wm
p (Rd) ←֓ Km

m,p(D).

Step 2: For the reverse embedding, we shall apply Lemma 3.1. The estimate (3.1) together with
(2.4) particularly implies

‖ρ|α|−m∂αu|Lp(D)‖ . ‖u|Fm,rloc
p,2 (D)‖

for all functions u ∈ Fm,rloc
p,2 (D) and all multiindices with |α| < m. Moreover, we once more use

the observation that we can identify Fm
p,2(D) with Wm

p (Rd), which in view of (2.4) now yields

‖∂αu|Lp(D)‖ ≤ ‖u|Wm
p (Rd)‖ . ‖u|Fm

p,2(D)‖ . ‖u|Fm,rloc
p,2 (D)‖ , |α| = m.

Altogether this proves Fm,rloc
p,2 (D) →֒ Km

m,p(D).

Step 3: The norm equivalence for Km
m,p(D) now is a consequence of the corresponding norm

equivalence for Wm
p (Rd): Recall Fm

p,2(D) =Wm
p (Rd), and

‖u|Wm
p (Rd)‖ ∼ ‖u|Lp(R

d)‖ +
∑

|α|=m

‖∂αu|Lp(R
d)‖

together with ‖u|Lp(D)‖ ≤ ‖ρ−mu|Lp(D)‖ due to 0 < ρ(x) ≤ 1 for all x ∈ D. This yields

‖u|Km
m,p(D)‖ ∼ ‖u|Fm,rloc

p,2 (D)‖ . ‖u|Km
m,p(D)‖#. The reverse inequality is obvious.

Remark 3.3. The result fails for Fm,rloc
p,q (D) when q 6= 2: While the arguments in the first step

remain true for q ≥ 2 and those in Step 2 for q ≤ 2, we indeed have equivalence for q = 2 only.

Corollary 3.4. The results of Theorem 3.2 notably apply to domains Rd \ S, where S is the
singular set of some polytope in D ⊂ R

d. In particular, we have

Km
m,p(R

d \ S) = Fm,rloc
p,2 (Rd \ S)

as well as an embedding
Km

m,p(D) →֒ Fm
p,2(D) . (3.3)

10



Proof . Though the identity for the domain Rd \ S is fully covered by Theorem 3.2, for future
reference we include a proof reducing this situation to the particular case of domains Rd \ Rℓ.

Step 1: The mentioned localization procedure is similar to the one used in [17, Appendix A]. The
idea is to consider a suitable covering of the singular set by (finitely) many open sets U1, . . . , UN ⊂
R

d. This cover of S is chosen in such a way that every set Ui can be identified (after rotation

and translation) by a corresponding neighborhood Ũi ⊂ R
d \ Rℓ for some ℓ, i.e., the distance

function ρS on Ui coincides with ρRℓ on Ũi. This cover of S then is to be extended with additional
finitely many open sets UN+1, . . . , UM to an open cover of D. On these sets UN+1, . . . , UM the
distance function ρS shall be bounded from below. Additionally, we require a resolution of unity
{ϕj}j=1,...,M w.r.t. {Uj}j=1,...,M . Accordingly, we decompose f =

∑M
j=1 ϕjf , and find by the

(quasi-)triangle inequality and Lemma 2.4

‖f |Fm,rloc
p,2 (Rd \ S)‖ ∼

M∑

j=1

‖ϕjf |F
m,rloc
p,2 (Rd \ S)‖ , f ∈ Fm,rloc

p,2 (Rd \ S) .

By choice of the cover {Uj}j=1,...,M , the terms ‖ϕjf |F
m,rloc
p,2 (Rd \S)‖ after translation and rotation

correspond to Theorem 3.2 for D = Rd \ Rℓ. In view of (2.4) the quasi-norm in Fm,rloc
p,2 (Rd \ S)

is invariant under translation and rotation as distances are preserved (note that this also follows
from the considerations for general diffeomorphisms in Section 3.3).
In particular: If D ⊂ R2 is a polygon (or a Lipschitz domain with polygonal structure), then S
consists of finitely many points, which trivially can be covered by N = #S many, pairwise disjoint
open sets Ui. In case of a polyhedral domain D ⊂ R3, the situation is a little more diverse. The
cover of S then consists of three types of open sets: The first one covering the interior of exactly one
edge each, but staying away from all vertices. which clearly corresponds to the case D = R3\R. To
describe the other two types, let A ∈ S be a vertex, and Γ1, . . . ,Γn edges with endpoint in A. Then
for every j we can find a cone CA,Γj

with vertex in A and axis Γj with sufficiently small height and
opening angle, so that no two such cones intersect. Clearly, in any such cone the distance to S is
exactly the distance to the axis of the cone (the intersection with S is just the edge Γj). Finally,

let B̃A be a ball around A with sufficiently small radius, and denote by C̃A,Γj
a cone with half

the opening angle of CA,Γj
. As the last type of neighborhoods we define BA to be the interior of

B̃A \
⋃

j C̃A,Γj
. Then on BA the distance to S is equivalent to the distance to A.

Step 2: The embedding (3.3) now is an immediate consequence of the identity for Rd \S and the
boundedness of Stein’s extension operator E on Km

m,p,

‖u|Fm
p,2(D)‖ ≤ ‖Eu|Fm

p,2(R
d \ S)‖ . ‖Eu|Fm,rloc

p,2 (Rd \ S)‖ ∼ ‖Eu|Km
m,p(R

d \ S)‖ . ‖u|Km
m,p(D)‖

for all u ∈ Km
m,p(D).

Unfortunately, the equivalence of the norm (3.2) does not immediately extend to the spacesKm
a,p(D)

for parameters a 6= m. However, with the help of the following lemma, we can give a partial
analogue. The lemma is of interest on its own, as it relates Kondratiev spaces for different weight
parameters a.

Lemma 3.5. Let 1 < p < ∞, a ∈ R, and m ∈ N. Define the multiplication operator T : u 7→
ρm−au. Then this operator is an isomorphism T : Km

a,p(D) → Km
m,p(D), where D is either a

polytope or of the form Rd \ S as before. Its inverse is the mapping u 7→ ρa−mu. Consequently,
the mapping u 7→ ρa

′−au is an isomorphism from Km
a,p(D) onto Km

a′,p(D) for every a′ ∈ R.
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Proof . Though the result is known, we include its (simple) proof for the sake of completeness.
Since the invertibility of T is obvious, it remains to prove its boundedness. The proof is based on
estimates for derivatives of the regularized distance derived by Stein [35, Theorem VI.2]: For every
multiindex α it holds

|∂αρ(x)| ≤ Bα

(
δ(x)

)1−|α|
≤ Aα

(
ρ(x)

)1−|α|
,

where δ(x) = dist(x, S), with constants independent of S. From this, corresponding estimates can
be obtained for powers of ρ, ∣∣∂α

(
ρ(x)γ

)∣∣ ≤ Aα,γ

(
ρ(x)

)γ−|α|
.

For every term ∂α(ρm−au), |α| ≤ m, we then can argue using Leibniz rule

(∫

D

∣∣ρ|α|−m∂α(ρm−au)
∣∣pdx

)1/p

≤
∑

β≤α

(
α

β

)
Aα−β,m−a

(∫

D

∣∣ρ|α|−mρm−a−|α−β|∂βu
∣∣pdx

)1/p

=
∑

β≤α

(
α

β

)
Aα−β,m−a

(∫

D

∣∣ρ|β|−a∂βu
∣∣pdx

)1/p

. ‖u|Km
a,p(D)‖ ,

observe |α− β| = |α| − |β| here.

Combining this lemma with Theorem 3.2 we immediately obtain:

Corollary 3.6. Let 1 < p <∞, a ∈ R, and m ∈ N. The mapping

‖u|Km
a,p(D)‖# =

∑

|α|=m

‖∂α(ρm−au)|Lp(D)‖+ ‖ρ−au|Lp(D)‖

defines an equivalent norm on Km
a,p(D).

3.2 Localization of Kondratiev spaces

Additionally to the localization procedure presented when re-proving Corollary 3.4, where we did
show how to reduce problems for Kondratiev spaces defined on general domains of polygonal or
polyhedral structure to the standard situation of spaces on domains D = R

d \Rℓ, we now present
two further important localization results.
The following lemma was the original incentive to investigate relations between Kondratiev spaces
and localized versions of Triebel-Lizorkin spaces (recall that the usual Fourier-analytic definition
of Triebel-Lizorkin spaces is based on dyadic decompositions of the Fourier transform). It can
be found in [27, Lemma 1.2.1] (originally formulated for a scale V l,β

p (K), which is related to our

definition via V l,β
p (K) = Kl

l−β,p(K)).

Lemma 3.7. Let K ⊂ Rd be a cone centered at 0, and let (ϕj)j∈Z be a smooth dyadic decom-
position of unity on K, i.e. ϕj is a nonnegative C∞-function on K with

suppϕj ⊂ Kj = {x ∈ K : 2−j−1 ≤ |x| ≤ 2−j+1} , |∂αϕj | ≤ cα2
j|α| ∀α ∈ N

d
0 ,
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and
∑

j∈Z
ϕj(x) = 1 for all x ∈ K. Then for all m ∈ N0, 1 < p <∞, and a ∈ R it holds

‖u|Km
a,p(K)‖p ∼

∑

j∈Z

‖ϕju|K
m
a,p(K)‖p , u ∈ Km

a,p(K) .

For Kondratiev spaces these localization procedures show two main advantages: The subdomains
are chosen in such a way that the distance functions are essentially constant on them, i.e. for j ≥ j0
we have ρ(x) ∼ 2−j on Kj . Moreover, simple dyadic scaling x 7→ 2jx maps all subdomains Kj onto
one reference domain. The latter then allows to transfer results about the classical (unweighted)
Sobolev spaces to Kondratiev spaces. In [27] these arguments were particularly used to derive
Sobolev-type embeddings for Kondratiev spaces.

The following theorem now deals with an analogous localization of functions from Kondratiev
spaces w.r.t. Whitney decompositions of the domain, as already encountered in the definition of
the refined localization spaces.

Theorem 3.8. Let {Qj,kl
}j≥0,l=1,...,Nj

be a Whitney decomposition of D = Rd \ S as in (2.3)
together with a corresponding decomposition of unity {ϕj,l}. Then for all m ∈ N0, 1 < p < ∞,
and a ∈ R it holds

‖u|Km
a,p(D)‖p ∼

∑

j,l

‖ϕj,lu|K
m
a,p(D)‖p

for all u ∈ Km
a,p(D).

Proof . Step 1: A crucial observation about Whitney decompositions and related resolutions of
unity is the fact that the supports of the functions ϕj,l have uniformly bounded overlap, i.e. at
every x ∈ D only a uniformly bounded number of values ϕj,l(x) is non-zero. To show this we argue
that every point x ∈ D belongs to a uniformly bounded number of cubes 2Qj,kl

.
(i) This clearly is true for any family {γQj,k}k∈Zd , γ ≥ 1 of expanded versions of dyadic cubes
(here γQj,k is the cube concentric with Qj,k and sidelength γ2−j) for fixed j. Here the number
of overlapping cubes depends only on the dimension and the expansion factor γ. Moreover, this
transfers to any subfamily, particularly to {2Qj,kl

}l=1,...,Nj
.

(ii) Similarly, any point x ∈ D can only belong to a uniformly bounded number of layers Dj =⋃Nj

l=1Qj,kl
. This in turn follows from the conditions c12

−j ≤ dist(2Qj,kl
, ∂D) ≤ 2−j for j > 0 and

dist(2Q0,kl
, ∂D) ≥ c > 0, which clearly remain true (though with different constants) for Qj,kl

.
Moreover, the number of overlapping layers only depends on the (ratio of the) constants c, c1, c2.
Both observations (i) and (ii) combined yield the desired fact.

Step 2: Now let v ∈ Lp(D). Moreover, denote by Ij,l = {(j′, l′) : suppϕj′,l′ ∩ Qj,kl
6= ∅}. Then,

by similar arguments as in Step 1, we see #Ij,l is bounded uniformly in l and j. Together with
the observation from Step 1, we can argue

∫

D

|v(x)|pdx =
∑

j,l

∫

Qj,l

|v(x)|pdx =
∑

j,l

∫

Qj,l

∣∣∣∣
∑

(j′,l′)∈Ij,l

ϕj′,l′(x)v(x)

∣∣∣∣
p

dx

.
∑

j,l

∑

(j′,l′)∈Ij,l

∫

Qj,l

|ϕj′,l′(x)v(x)|
pdx ≤

∑

j,l

∑

(j′,l′)∈Ij,l

∫

Qj,l

|v(x)|pdx

13



.
∑

j,l

∫

Qj,l

|v(x)|pdx =

∫

D

|v(x)|pdx .

Consequently, we have

∫

D

|v(x)|pdx ∼
∑

j,l

∑

(j′,l′)∈Ij,l

∫

Qj,l

|ϕj′,l′(x)v(x)|
pdx ∼

∑

j′,l′

∫

D

|ϕj′,l′(x)v(x)|
pdx ;

note that we can extend the sum over Ij,l in the middle term to all pairs (j′, l′) without change.

Step 3: Applying the last identity with v(x) = ρ(x)|α|−a∂αu for u ∈ Km
a,p(D), it remains to show

∑

j,l

∑

|α|≤m

‖ϕj,lρ(x)
|α|−a∂αu|Lp(D)‖p ∼

∑

j,l

∑

|α|≤m

‖ρ(x)|α|−a∂α(ϕj,lu)|Lp(D)‖p

for all j and l. But this follows with analogous arguments as in the previous step, additionally
using the condition |∂αϕj,l(x)| ≤ cα2j|α| for the resolution of unity and the observation ρ(x) ∼ 2−j

for x ∈ suppϕj,l. In detail:
Fix a multiindex α and put Jj,l = {(j′, l′) : suppϕj′,l′ ∩ suppϕj,l 6= ∅}. Using Leibniz rule we find

∫

D

∣∣ρ(x)|α|−a∂α(ϕj,lu)
∣∣pdx .

∑

(j′,l′)∈Jj,l

∫

2Qj,kl

∣∣ϕj′,l′(x)ρ(x)
|α|−a∂α(ϕj,lu)

∣∣pdx

.
∑

(j′,l′)∈Jj,l

2−j(|α|−a)p

∫

2Qj,kl

∣∣∣∣ϕj′,l′(x)
∑

β≤α

∂α−βϕj,l(x)∂
βu(x)

∣∣∣∣
p

dx

.
∑

(j′,l′)∈Jj,l

∑

β≤α

2−j(|α|−a)p2j(|α|−|β|)p

∫

2Qj,kl

∣∣∣∣ϕj′,l′(x)∂
βu(x)

∣∣∣∣
p

dx

.
∑

(j′,l′)∈Jj,l

∑

β≤α

∫

2Qj,kl

∣∣ρ|β|−aϕj′,l′(x)∂
βu(x)

∣∣pdx

.
∑

(j′,l′)∈Jj,l

∑

|β|≤m

∫

D

∣∣ρ|β|−aϕj′,l′(x)∂
βu(x)

∣∣pdx .

Summing over α, j, and l gives the first half of the desired equivalence, using once more the
controlled overlap of the supports of the functions ϕj,l (the size of the sets Jj,l is uniformly bounded,
and vice versa, every pair (j′, l′) belongs only to a uniformly bounded number of sets Jj,l). The
other direction is easier,

∑

j,l

∑

|α|≤m

‖ϕj,lρ(x)
|α|−a∂αu|Lp(D)‖p ∼

∑

|α|≤m

‖ρ(x)|α|−a∂αu|Lp(D)‖p

∼
∑

|α|≤m

∫

D

∣∣∣∣
∑

j,l

ρ|α|−a∂α(ϕj,lu)

∣∣∣∣
p

dx .
∑

|α|≤m

∑

j,l

∫

D

∣∣ρ|α|−a∂α(ϕj,lu)
∣∣pdx .

In the last step we used Step 1, i.e. the sum is locally finite (for every point x there is only a
uniformly bounded number of non-vanishing summands).
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3.3 Invariance under diffeomorphisms

So far, all results in this section were valid for domains of the form D = Rd \ S, where S was an
arbitrary closed Lebesgue null-set. As we have seen in the proof of Corollary 3.4, via localization,
arguments for polytopes may be reduced to domains D = Rd \ Rℓ. We want to pursue this idea
further. In particular, here we will investigate the behavior of the refined localization spaces under
diffeomorphisms to extend our results to domains with piecewise smooth boundary which arise as
(smooth) deformations of polytopes.

Definition 3.9. Let U1, U2 ⊂ Rd be arbitrary domains. A smooth map ϕ = (ϕ1, . . . , ϕd) :
U1 → U2 is called a bounded diffeomorphism if it is invertible with inverse ϕ−1 = (ϕ−1

1 , . . . , ϕ−1
d ) :

U2 → U1 and if the derivatives Dαϕi and D
αϕ−1

i are bounded on U1 and U2 for all α ∈ Nd and
i = 1, . . . , d, respectively.

Lemma 3.10. Let D1 ⊂ R
d be an arbitrary domain and let ϕ : Rd → R

d be a function such that
ϕ|D1

is a bounded diffeomorphism onto D2 = ϕ(D1) and ϕ−1(D2) = D1. Further, let s > σp,q,
0 < p <∞, and 0 < q ≤ ∞. Then there exists a positive constant c > 0 such that

‖f(ϕ(·))|F s,rloc
p,q (D1)‖ ≤ c · ‖f |F

s,rloc
p,q (D2)‖ , f ∈ F s,rloc

p,q (D2) ,

with c independent of f .

Note that it does not suffice to assume ϕ : D1 → D2 to be a (bounded) diffeomorphism: In
the definition of the spaces F s,rloc

p,q (D) all functions are required to be (restrictions of) tempered

distributions on Rd, i.e., every function on D is required to have some extension to Rd. For that
reason ϕ needs to be defined on Rd, but only its restriction to D1 needs to be bijective and smooth.

Proof . To prove the lemma, we use the alternative characterization (2.4). To distinguish between
the two domains D1 and D2, we now denote δD(x) := min (dist(x, ∂D), 1) for a domain D ⊂ Rd.
Therefore, it suffices to prove that there exists a c > 0 such that

‖f(ϕ(·))|F s
p,q(D1)‖ ≤ c ‖f |F

s
p,q(D2)‖ (3.4)

and
‖δD1

(·)−sf(ϕ(·))|Lp(D1)‖ ≤ c ‖δD2
(·)−sf(·)|Lp(D2)‖ (3.5)

with c independent of f .
From the corresponding diffeomorphism results for F s

p,q(R
d), see [37] or [30, Theorem 4.16], one

can directly derive (3.4) using the definition by restriction of F s
p,q(D1) and F

s
p,q(D2), respectively.

Hence, it is left to prove (3.5). From the fact that ϕ(x) ∈ ∂D2 if, and only if, x ∈ ∂D1 as well as
from the Lipschitz continuity of ϕ and ϕ−1 it follows that

δD1
(·) ∼ δD2

(ϕ(·)),

i.e., there exist constants a, b with 0 < a < b such that a · δD1
(x) ≤ δD2

(ϕ(x)) ≤ b · δD1
(x) for all

x ∈ D1. But now, we can use the known results for diffeomorphisms for Lp-spaces, see e.g. [30,
Lemma 4.13], to get

‖δD1
(·)−sf(ϕ(·))|Lp(D1)‖ ≤ C · ‖δD2

(ϕ(·))−sf(ϕ(·))|Lp(D1)‖
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≤ C′ · ‖δD2
(·)−sf(·)|Lp(D2)‖

with C′ > 0 independent of f . Hence we have shown (3.5) and the proof is finished.

Remark 3.11. As in [30]we can relax the assumption that the diffeomorphism ϕ admits bounded
partial derivatives Dαϕ for all α ∈ Nd

0. In fact, it suffices to assume ϕ ∈ Ck(Rd), with derivatives
Dαϕ bounded on D1 for |α| ≤ k for some k > s.

4 An embedding result

As demonstrated in [17, 18], in connection with convergence rates for adaptive approximation
schemes, embeddings of Kondratiev spaces into Besov or Triebel-Lizorkin spaces are of special
interest. In [18] necessary and sufficient conditions for embeddings

Km
a,p(D) ∩Bs

p,∞(D) →֒ Fm
τ,∞(D)

were given. In this section we return to this subject once more, for two reasons: On the one
hand we will demonstrate that the intersection on the left-hand side can be avoided, i.e. we will
show embeddings for the Kondratiev spaces themselves, and on the other hand, we will show that
Kondratiev spaces actually embed into the smaller spaces Fm,rloc

τ,2 (D). We will prove these results
using two different approaches: The first one is based on Theorem 3.2, Lemma 3.5 and a variant of
Hölder’s inequality for Triebel-Lizorkin spaces, and the second one relies on the localization from
Theorem 3.8.

4.1 Approach via Hölder inequalities

Given the results of Section 3.1, in principle we can reduce embeddings between Kondratiev spaces
Km

a,p(D) and the refined localization spaces Fm,rloc
τ,q (D) to estimates for ‖ρa−mu|Fm,rloc

τ,q (D)‖ in

terms of ‖u|Fm,rloc
p,2 (D)‖,

Km
a,p(D) →֒ Fm,rloc

τ,q (D) ⇐⇒ ‖u|Fm,rloc
τ,q (D)‖ . ‖u|Km

a,p(D)‖ ∼ ‖ρm−au|Km
m,p(D)‖

⇐⇒ ‖ρa−mu|Fm,rloc
τ,q (D)‖ . ‖u|Fm,rloc

p,2 (D)‖ .

In other words, we shall try to prove

Km
a,p(D) = ρa−mKm

m,p(D) = ρa−mFm,rloc
p,2 (D) →֒ Fm,rloc

τ,2 (D) .

In the special case p > τ > 1 the last space again is Km
m,τ (D). Hence, in this special case our

desired embedding result can be reformulated as

Km
a,p(D) →֒ Km

m,τ (D) , 1 < τ < p <∞ ,

which of course in this version can be proved more directly using the classical Hölder inequality.
We are thus looking for an extension of that fact to τ ≤ 1.
In view of the identity (2.4), necessary conditions can be derived in an even easier way: By testing
the inequality

‖ρ−mu|Lτ (D)‖ . ‖u|Km
a,p(D)‖

against “typical” representatives for these function spaces. In other words: If we can find a function
u ∈ Km

a,p(D) such that ‖ρ−mu|Lτ (D)‖ is infinite, the embedding is necessarily false.
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Proposition 4.1. Let m ∈ N, 1 < p <∞, 0 < τ < p, and δ denote the dimension of the singular
set of the domain D. Moreover, let either

m− a = (d− δ)
(1
τ
−

1

p

)
and a < m

or

m− a > (d− δ)
(1
τ
−

1

p

)
.

Then there exists a function u ∈ Km
a,p(D) such that ‖ρ−mu|Lτ (D)‖ =∞. Consequently,

Km
a,p(D) 6 →֒ Fm,rloc

τ,2 (D).

Remark 4.2. Note that the spaces Fm,rloc
τ,2 (D) are only defined for m > στ,2 = d

(
1

min(1,τ) − 1
)
.

We omitted this additional restriction in Proposition 4.1 since for m ≤ στ,2 the embedding then
clearly does not exist. We also refer to Remark 4.11 in this context.

Proof . Step 1: We start with the condition m− a = d( 1τ −
1
p ), and consider first the case δ = 0

and the domain D = Rd \ {0}. We put

uλ = ρm−d/τ (1 + | log ρ|)λ = ρa−d/p(1 + | log ρ|)λ .

When calculating the Lp and Lτ -norms we shall only integrate over a (small) ball around 0, which
is clearly equivalent to multiplying uλ with a cut-off function. We then find

‖ρ−muλ|Lτ (D)‖τ ∼

∫ R

0

(
ρ−mρm−d/τ(1 + | log ρ|)λ

)τ
ρd−1dρ =

∫ R

0

ρ−1(1 + | log ρ|)λτdρ ,

which is finite if, and only if, λτ < −1.
To calculate the norm in Km

a,p(D), we first note

|∂αuλ| . ρa−d/p−|α|

|α|∑

j=0

(1 + | log ρ|)λ−j .

Then we find

‖ρ|α|−a∂αuλ|Lp(D)‖p .

|α|∑

j=0

∫ R

0

ρ−1(1 + | log ρ|)(λ−j)pdρ ,

which is finite if, and only if, λp < −1.
Thus whenever τ < p we can find a parameter λ such that − 1

τ < λ < − 1
p , which yields a function

with the prescribed properties.

Step 2: For the case δ > 0 clearly D = Rd \ Rδ is prototypical. However, this can immediately
be traced back to the case Rd−δ \ {0}, by simply identifying the corresponding example in d − δ
variables with a function in d variables which is constant w.r.t. the last δ variables.
For general polytopes we simply restrict ourselves to sufficiently small neighborhoods of parts of
the singular set (single vertices, edges etc.). Then, after rotation and translation, the neighborhood
coincides with the situation for Rd \ Rℓ.
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Step 3: The case m − a > (d − δ)( 1τ −
1
p ) follows by basically the same arguments, considering

the function u = ρm−d/τ .

Remark 4.3. The resulting necessary conditions (and the test functions in the proof) are exactly
the same ones as previously obtained in [18] w.r.t. the space Fm

τ,q(D), but (given (2.4)) found by
more elementary means.

There is another necessary condition which is well-known for Lebesgue spaces on finite measure
spaces.

Lemma 4.4. A continuous embedding Km
a,p(D) →֒ Fm,rloc

τ,q (D) implies τ ≤ p.

Proof . This is based on the observation that on any bounded subdomain D0 ⊂ D with positive
distance to the singular set the weight function ρ is bounded from below, hence for any function
with compact support in D0 its norm in Km

a,p(D) is equivalent to its unweighted counterpart in
Wm

p (D0). However, when comparing Wm
p (D0) and Fm

τ,q(D) the restriction τ ≤ p is well-known.
This can be made explicit by considering functions |x − x0|α with appropriate exponents α for
arbitrary interior points x0 ∈ D0. See also Proposition 4.6 below.

For the embedding itself, as announced above, we shall estimate ‖ρa−mu|Fm,rloc
τ,q (D)‖ in terms

of ‖u|Fm,rloc
p,2 (D)‖. Here and in what follows, we will mainly concentrate on the special case

D = Rd \ Rℓ. This yields two important simplifications. Firstly, all function spaces on domains
D can be identified with the corresponding spaces on Rd (also for Triebel-Lizorkin spaces the
restriction s > σp,q guarantees that the spaces indeed consist of functions). Secondly, the distance
function δ(x) = dist(x, ∂D) itself is already smooth on D, i.e. we simply have ρ = δ.
In view of (2.4) it is therefore sufficient to show the estimates

‖ρa−2mu|Lτ(R
d)‖ . ‖ρ−mu|Lp(R

d)‖ and ‖ρa−mu|Fm
τ,q(R

d)‖ . ‖u|Fm
p,2(R

d)‖ .

For the first part, applying Hölder’s inequality is quite natural, and also for the second one we
shall use a variant of Hölder’s inequality for Triebel-Lizorkin spaces shown in [34, Theorem 4.2.1].

Proposition 4.5. Let s > 0, 0 < p1, p2, p <∞, and 0 < q1, q2, q ≤ ∞. Moreover, assume

1

r1
=

1

p1
−
s

d
> 0 ,

1

r2
=

1

p2
−
s

d
> 0 ,

1

r1
+

1

r2
=

1

r
=

1

p
−
s

d
< 1 .

Then it holds
F s
p1,q1F

s
p2,q2 ⊂ F

s
p,q (4.1)

if, and only if, max(q1, q2) ≤ q. Therein (4.1) is a short-hand notation for the pointwise multipli-
cation inequality

‖f · g|F s
p,q(R

d)‖ . ‖f |F s
p1,q1(R

d)‖ · ‖g|F s
p2,q2(R

d)‖

for all f ∈ F s
p1,q1(R

d) and g ∈ F s
p2,q2(R

d).

As a further preparation we cite the following result from [29].
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Proposition 4.6. The radial function fβ(x) = |x|βζ(x), where ζ is a smooth radial cut-off
function (i.e. ζ(x) = 1 for |x| ≤ 1 and ζ(x) = 0 for |x| ≥ 2) belongs to F s

p,q(R
d) if, and only if,

s < d
p + β.

Remark 4.7. Though formulated for radial functions, this clearly can be transferred to functions
ρ(x)β and the domains Rd \ Rℓ as in the proof of Proposition 4.1. The resulting condition then
reads as s < d−ℓ

p + β (independent of q).

Theorem 4.8. Let m ∈ N, a ∈ R, 1 < p < ∞, 0 < τ < p, 0 < q2 ≤ q1 ≤ ∞, and m > στ,2. Let
D = Rd \ Rℓ with 0 ≤ ℓ ≤ d− 2 and assume

d+ ℓ

d
m− a < (d− ℓ)

(1
τ
−

1

p

)
and

1

τ
− 1 <

m

d
<

1

p
.

Then we have an estimate

‖ρa−mu|Fm,rloc
τ,q1 (D)‖ . ‖ρa−mζ|Fm

η,q2 (R
d)‖ · ‖u|Fm,rloc

p,q2 (D)‖ (4.2)

for all u ∈ Fm,rloc
p,q2 (D) with compact support. Therein ζ is a smooth cut-off function w.r.t. suppu

(i.e. compactly supported, infinitely differentiable, and ζ(x) = 1 on suppu), and 1
η = m

d + 1
τ −

1
p .

Moreover, the following embedding holds

Km
a,p(D) →֒ Fm,rloc

τ,q1 (D).

Proof . Recall that in order to establish the embedding it suffices to show the two estimates

‖ρa−2mu|Lτ(R
d)‖ . ‖ρ−mu|Lp(R

d)‖ and ‖ρa−mu|Fm
τ,q1(R

d)‖ . ‖u|Fm
p,q2(R

d)‖ .

Step 1: We first show the estimate

‖ρa−2mu|Lτ(R
d)‖ . ‖ρa−mζ|Lr(R

d)‖ · ‖ρ−mu|Lp(R
d)‖ (4.3)

with 1
r = 1

τ −
1
p . In view of the Sobolev-type embedding Fm

η,q2 (R
d) →֒ Lr(R

d) and (2.4), this

implies the first half of the estimate (4.2).
Since by assumption p > τ , applying the classical Hölder inequality with 1 = τ

p + p−τ
p yields

∫

D

∣∣ρ(x)a−2mu(x)
∣∣τdx ≤

(∫

BR,d

ρ(a−m) τp
p−τ ζ(x)

τp
p−τ dx

) p−τ
p
(∫

D

ρ−mp|u(x)|pdx

) τ
p

, (4.4)

where BR,d stands for the ball in Rd around 0 with radius R, which gives (4.3). We additionally
show that this implies

‖ρa−2mu|Lτ (R
d)‖ . ‖ρ−mu|Lp(R

d)‖ (4.5)

by proving that the first factor in (4.4) is finite. Since as a smooth function ζ is bounded, it will
be omitted below. Using the special structure of D = Rd \ Rℓ ≡ Rd \ (Rℓ × {0}d−ℓ), it follows
from splitting x = (x′, x′′) with x′ ∈ Rℓ and x′′ ∈ Rd−ℓ that ρ(x) = |x′′|; hence we can rewrite the
integral using polar coordinates in Rd−ℓ

∫

BR,d

ρ(a−m) τp
p−τ dx =

∫

BR,d

|x′′|(a−m) τp
p−τ dx . Rℓ

∫ R

0

̺(a−m) τp
p−τ ̺d−ℓ−1d̺ ,
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observe BR,d ⊂ [−R,R]ℓ ×BR,d−ℓ. The last integral is finite if, and only if

(a−m)
τp

p− τ
+ d− ℓ > 0 ⇐⇒ m− a < (d− ℓ)

(1
τ
−

1

p

)
.

Step 2: For the second half of the estimate (4.2), we shall apply Proposition 4.5. For this, we
put 1

η = m
d + 1

τ −
1
p . Since τ < p we have 0 < η < ∞ and also 1

η −
m
d > 0. Together with the

assumption 1
p >

m
d > 1

τ − 1, all conditions for Proposition 4.5 are satisfied. Then the inequality

corresponding to (4.1) with our choice of parameters now reads as

‖ρa−m · u|Fm
τ,q1(R

d)‖ . ‖u|Fm
p,q2(R

d)‖ · ‖ρa−mζ|Fm
η,q2 (R

d)‖ (4.6)

which together with (2.4) and Step 1 shows (4.2). Moreover, from (4.6) we obtain

‖ρa−mu|Fm
τ,q1(R

d)‖ . ‖u|Fm
p,q2(R

d)‖

if we can verify ρa−mζ ∈ Fm
η,q2(R

d). But this follows from Proposition 4.6 and Remark 4.7: The

resulting condition m < d−ℓ
η + a−m is satisfied in view of

m <
d− ℓ

η
+ a−m ⇐⇒ m− a < (d− ℓ)

(m
d

+
1

τ
−

1

p

)
−m = (d− ℓ)

(1
τ
−

1

p

)
−
ℓ

d
m .

This shows the embedding and completes the proof.

Remark 4.9. In conclusion, we see from Theorem 4.8 that the approach via Hölder inequalities
sketched at the beginning of the section indeed turns out to be a viable option in order to establish
embeddings between Kondratiev and refined localization spaces. However, while the advantage of
these Hölder-type arguments lies in their simplicity (they are the straightforward generalization
of the arguments one would use for Km

a,p(D) →֒ Km
m,τ (D)), so far they do not provide sufficient

conditions matching the ones from Proposition 4.1 and Lemma 4.4. In the arguments above we
have picked up the quite restrictive additional condition 1

τ − 1 < m
d < 1

p , particularly
1
τ −

1
p < 1,

and also the other condition is suboptimal because of the factor d+ℓ
d (except for the case ℓ = 0).

This is due to the fact that the current version of Proposition 4.5 is formulated for arbitrary
functions f ∈ F s

p1,q1(R
d) and therefore its application to f = ρa−m (naturally) leads to suboptimal

conditions on the parameters involved. Particularly the property that ρa−m is essentially constant
along R

ℓ is neglected. In [19, Appendix D] possible modifications/improvements of this approach
are presented, removing the mentioned factor d+ℓ

d . This is done by invoking another property
of Triebel-Lizorkin spaces, the Fubini-property (see [38, Theorem 4.4], [32, Proposition 4], [31,
Proposition 1.11]) and the resulting conditions for the embedding in Theorem 4.8 read as

m− a < (d− ℓ)
(1
τ
−

1

p

)
and

1

τ
− 1 <

m

d− ℓ
<

1

p
.

On the other hand, we see that those arguments require the even more restrictive condition 1
τ −1 <

m
d−ℓ <

1
p . For that reason they are not repeated here. In the next section we shall present another

approach which remedies these shortcomings.
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4.2 Second approach via localization

We start with the prototypical situation D = Rd \Rℓ, 0 ≤ ℓ < d.

Theorem 4.10. Let m ∈ N, 1 < p < ∞, 0 < τ < ∞, where m > στ,2 = d
(

1
min(1,τ) − 1

)
, and

a ∈ R. Moreover, assume either

τ < p and m− a < (d− ℓ)
(1
τ
−

1

p

)

or τ = p and a ≥ m. Furthermore, let u ∈ Km
a,p(R

d \ Rℓ) have compact support. Then it holds

‖u|Fm,rloc
τ,2 (Rd \ Rℓ)‖ . ‖u|Km

a,p(R
d \ Rℓ)‖ .

Remark 4.11. The technical condition m > d
(

1
min(1,τ) − 1

)
stems from the definition of the

space Fm,rloc
τ,2 (D) and is only an additional restriction if τ < 1. It results in the condition

(d− ℓ)
(1
τ
−

1

p

)
+ a > d

(1
τ
− 1
)
⇐⇒ a > ℓ

(1
τ
−

1

p

)
+ d
(1
p
− 1
)
.

However, it should be noted that m > στ,2 automatically is fulfilled whenever we have an em-
bedding Fm

τ,2(R
d) →֒ Lp(R

d), since such an embedding requires τ ≤ p and m > d( 1τ −
1
p ) ≥ στ,2.

We conjecture that there is a counterpart of Theorem 4.10 also for m ≤ στ,2, but since this re-
quires extending the definition of refined localization spaces as well as the characterization (2.4)
to parameters m ≤ στ,2, this will be postponed to future publications.

Proof . Let a Whitney decomposition of Rd\Rℓ be given, together with a corresponding resolution
of unity as in Definition 2.2. As a consequence of the assumed compact support of u, all numbers Nj

can be treated as being finite: We can restrict our considerations to a decomposition of [−2J , 2J ]d \
Rℓ for some sufficiently large integer J , where the condition (2.3) is only enforced w.r.t. the distance
to Rℓ. The main aspect of this reduction is that now all numbers Nj are finite, together with an
estimate Nj ≤ c02jℓ for j ≥ J .
Our starting point is the corresponding decomposition of Kondratiev spaces from Theorem 3.8,

‖u|Km
a,p(R

d \ Rℓ)‖p ∼
∞∑

j=0

Nj∑

l=1

‖ϕj,lu|K
m
a,p(R

d \ Rℓ)‖p .

We then note that for j ≤ j0 we have ρ(x) ∼ 1 for all x ∈ 2Qj,kl
, and for j ≥ j0 we have ρ(x) ∼ 2−j

on 2Qj,kl
. Hence we can reformulate the localized norm

‖u|Km
a,p(R

d \ Rℓ)‖p ∼
∑

j<j0

Nj∑

l=1

‖ϕj,lu|W
m
p (2Qj,kl

)‖p +
∑

j≥j0

Nj∑

l=1

‖ϕj,lu|K
m
a,p(R

d \ Rℓ)‖p .

For the first sum, we use the identification Wm
p (Ω) = Fm

p,2(Ω), together with the standard embed-
ding Lp(Ω) →֒ Lτ (Ω), to obtain

‖ϕj,lu|W
m
p (2Qj,kl

)‖ & ‖ϕj,lu|F
m
τ,2(2Qj,kl

)‖ = ‖ϕj,lu|F
m
τ,2(R

d)‖ .
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The second type of terms we have to treat with more care. Here we shall apply a scaling argument:
A substitution y = 2j−j0x maps Qj,kl

onto Qj0,kl
, thus,

‖ϕj,kl
u|Km

a,p(R
d \ Rℓ)‖p

=
∑

|α|≤m

∫

2Qj,kl

∣∣ρ|α|−a∂α(ϕj,kl
u)
∣∣pdx

=
∑

|α|≤m

∫

2Qj0,kl

∣∣ρ|α|−a(2−j+j0y)∂α
(
ϕj,kl

u
)
(2−j+j0 ·)

∣∣p2d(−j+j0)dy

∼ 2d(−j+j0)
∑

|α|≤m

2(|α|−a)(−j+j0)p2|α|(j−j0)p

∫

2Qj0,kl

∣∣ρ|α|−a(y)∂α
(
ϕj,kl

(2−j+j0 ·)u(2−j+j0 ·)
)
(y)
∣∣pdx

∼ 2(d−ap)(−j+j0)‖ϕj,kl
(2−j+j0 ·)u(2−j+j0 ·)|Wm

p (2Qj0,kl
)‖p .

This needs once more to be combined with Wm
p (Ω) = Fm

p,2(Ω) and Lp(Ω) →֒ Lτ (Ω) for Ω = Qj0,kl

(we always have τ ≤ p). Moreover, we need also the scaling properties of Triebel-Lizorkin spaces
[33], which gives

‖ϕj,kl
(2−j+j0 ·)u(2−j+j0 ·)|Fm

τ,2(R
d)‖ ∼ 2(−j+j0)(m−d/τ)‖ϕj,kl

u|Fm
τ,2(R

d)‖ .

Altogether we have found

‖u|Km
a,p(R

d \ Rℓ)‖p

&
∑

j<j0

Nj∑

l=1

‖ϕj,lu|F
m
τ,2(R

d)‖p +
∑

j≥j0

Nj∑

l=1

2(m−a−d( 1

τ
− 1

p
))(−j+j0)p‖ϕj,kl

u|Fm
τ,2(R

d)‖p .

From this, the case τ = p and m − a ≤ 0 immediately follows. In the case τ < p it remains to
switch from p-summation to τ -summation. Here also the estimate for Nj comes into play. We can
apply Hölder’s inequality twice, and obtain with 1 = τ

p + p−τ
p and γ = m− a− (d− ℓ)( 1τ −

1
p ) < 0

‖u|Km
a,p(R

d \ Rℓ)‖τ

&
∑

j<j0

Nj∑

l=1

‖ϕj,lu|F
m
τ,2(R

d)‖τ

+

(
∑

j≥j0

2γ(−j+j0)p2jl
p−τ
τ

( Nj∑

l=1

‖ϕj,kl
u|Fm

τ,2(R
d)‖p

) τ
p
· p
τ

) τ
p(∑

j≥j0

2γ(j−j0)
pτ

p−τ

) p−τ
p

≥
∑

j<j0

Nj∑

l=1

‖ϕj,lu|F
m
τ,2(R

d)‖τ +
∑

j≥j0

N
p−τ
p

j

( Nj∑

l=1

‖ϕj,kl
u|Fm

τ,2(R
d)‖p

) τ
p

≥
∑

j<j0

Nj∑

l=1

‖ϕj,lu|F
m
τ,2(R

d)‖τ +
∑

j≥j0

Nj∑

l=1

‖ϕj,kl
u|Fm

τ,2(R
d)‖τ ∼ ‖u|Fm,rloc

τ,2 (Rd \ Rℓ)‖τ .

This completes the proof.

As an immediate consequence, we find:
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Theorem 4.12. Let D ⊂ Rd be a bounded Lipschitz domain with piecewise smooth boundary,
let δ denote the dimension of the singular set of the domain D, and let m ∈ N, a ∈ R, 1 < p <∞,
and 0 < τ <∞, where m > d

(
1

min(1,τ) − 1
)
. Then the embedding

Km
a,p(D) →֒ Fm

τ,2(D)

holds if, and only if, either τ < p and m− a < (d− δ)( 1τ −
1
p ) or τ = p and m ≤ a.

Proof . This follows by the same localization arguments as in the proof of Corollary 3.4 together
with the invariance under diffeomorphisms (Lemma 3.10)and the obtained necessary conditions in
Proposition 4.1.

Remark 4.13. (i) On polytopes the condition will read as m− a < 2( 1τ −
1
p ), independent of the

dimension, since the singular set will always contain (d− 2)-faces.
(ii) If we compare these embeddings with the standard one Wm

p (D) →֒ Fm
τ,2(D), which in turn is

directly based on Lp(D) →֒ Lτ (D), we can also use the following interpretation: This standard
embedding extends to functions with controlled/limited blow-up for their higher derivatives (hence
an upper bound on the exponent m − a of the weight function for mth order derivatives), at the
expense of more rigid behavior of low order derivatives (here a certain decay towards the singular
set is required, which for increasing m then translates to vanishing traces).

To close this subsection, we shall combine the embedding with the regularity result from Proposition
2.1.

Theorem 4.14. Let D ⊂ Rd, d = 2, 3, be a bounded polyhedral domain without cracks. Further,

let the matrix function A : D →
(
Km

0,∞(D)
)d×d

fulfill the assumptions from Proposition 2.1. Then,

for all f ∈ Km−1
a−1 (D), |a| < min(a,m), the solution u to (2.2) belongs to the space Fm+1

τ,2 (D), where

τ <
(
m−a
d−δ + 1

2

)−1
.

4.3 The reverse embedding

Though of less interest for applications such as adaptive approximation of solution of elliptic PDEs,
we shall briefly discuss the reverse embeddings Fm,rloc

p,2 (Rd\S) →֒ Km
a,p(R

d\S), as they complement
the results of the previous section and further demonstrate the close relations between Kondratiev
and refined localization spaces.

Proposition 4.15. Let δ denote the dimension of the singular set of the domain D and let either

m− a = (d− δ)
(1
τ
−

1

p

)
and a > m

or

m− a < (d− δ)
(1
τ
−

1

p

)
.

Then there exists a function u ∈ Fm,rloc
τ,2 (D) \ Km

a,p(D). Moreover, a continuous embedding

Fm,rloc
τ,2 (D) →֒ Km

a,p(D) implies p ≤ τ .
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For the proof we intend to use essentially the same test functions as in Proposition 4.1, but now
we need to additionally consider their membership in Fm

τ,2(D). Apart from Proposition 4.6, we will
also need the following refined version, which as well can be found in [29, Sect. 3.3.1, Lemma 1].

Lemma 4.16. The radial function fβ,γ(x) = |x|
β(1 + | log x|)γζ(x), where ζ is a smooth radial

cut-off function, β, γ ∈ R with γ > 0, belongs to F s
p,q(R

d) if, and only if, either s < d
p + β or

s = d
p + β and γp < −1.

Proof of Proposition 4.15. In the case δ = 0 andm−a = d( 1τ −
1
p ) we consider uλ = ρm−d/τ(1+

| log ρ|)λ = ρa−d/p(1 + | log ρ|)λ, for which we found uλ ∈ Km
a,p(D) if, and only if, λp < −1, as well

as ρ−muλ ∈ Lτ (D) if, and only if, λτ < −1 (see Proposition 4.1). On the other hand, by the lemma
above we find that also uλ ∈ F

m
τ,2(D) if, and only if, λτ < −1 (note that s = d

p + β corresponds to

m = d
τ +m − d

τ ). Choosing − 1
p < λ < − 1

τ gives the first part (obviously a > m is equivalent to

τ > p).
The second part similarly follows by considering u = ρa−d/p.

Theorem 4.17. Let m ∈ N, a ∈ R, 1 < p < ∞, 0 < τ < ∞, and 0 ≤ l < d. Moreover, assume
either

τ > p and m− a > (d− ℓ)
(1
τ
−

1

p

)

or τ = p and a ≤ m. Furthermore, let u ∈ Fm,rloc
τ,2 (Rd \ Rℓ) have compact support. Then it holds

‖u|Km
a,p(R

d \ Rℓ)‖ . ‖u|Fm,rloc
τ,2 (Rd \ Rℓ)‖ .

Proof . The result follows by exactly the same arguments as in the proof of Theorem 4.10, simply
by reversing the roles of Km

a,p and Fm,rloc
τ,2 , i.e., starting with the definition of Fm,rloc

τ,2 , scaling of
the terms ϕj,lu, using Lτ →֒ Lp, re-scaling and changing to p-summation towards the localization
of Kondratiev spaces.
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