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Abstract

The practical Domain Adaptation (DA) tasks, e.g., Partial DA (PDA), open-set DA, universal DA,
and test-time adaptation, have gained increasing attention in the machine learning community. In
this paper, we propose a novel approach, dubbed Adversarial Reweighting with a-Power Maximiza-
tion (ARPM), for PDA where the source domain contains private classes absent in target domain. In
ARPM, we propose a novel adversarial reweighting model that adversarially learns to reweight source
domain data to identify source-private class samples by assigning smaller weights to them, for mit-
igating potential negative transfer. Based on the adversarial reweighting, we train the transferable
recognition model on the reweighted source distribution to be able to classify common class data. To
reduce the prediction uncertainty of the recognition model on the target domain for PDA, we present
an a-power maximization mechanism in ARPM, which enriches the family of losses for reducing the
prediction uncertainty for PDA. Extensive experimental results on five PDA benchmarks, i.e., Office-
31, Office-Home, VisDA-2017, ImageNet-Caltech, and DomainNet, show that our method is superior
to recent PDA methods. Ablation studies also confirm the effectiveness of components in our approach.
To theoretically analyze our method, we deduce an upper bound of target domain expected error for
PDA, which is approximately minimized in our approach. We further extend ARPM to open-set DA,
universal DA, and test time adaptation, and verify the usefulness through experiments.

Keywords: Partial domain adaptation, adversarial reweighting, adversarial training, a-power maximization,
Wasserstein distance

1 Introduction

Deep learning approaches have achieved great suc-
cess in visual recognition [1-3], but at the expense
of laborious large-scale training data annotation.
To alleviate the burden of data labeling, Domain
Adaptation (DA) transfers the knowledge from
a related but different source domain with rich
labels to the label-scarce target domain. DA meth-
ods mainly learn the transferable model for the

target domain by self-training [4-7] or by mit-
igating the domain shift using moment match-
ing [8-12] or adversarial training [11, 13-15].
Conventional unsupervised DA is the closed-set
DA setting, which assumes known target label
space (identical to source label space) that is of
the “closed-world” paradigm. However, it is often
not easy to find a source domain with identi-
cal label space to the target domain in practice.
Therefore, DA with label space mismatch, e.g.,



Partial Domain Adaptation (PDA) [16, 17], open-
set DA [18, 19|, and universal DA [20, 21], has
gained increasing attention in the machine learn-
ing community. PDA, open-set DA, and universal
DA are related to the more realistic “open-world”
paradigm. Specifically, open-world visual recogni-
tion does not assume a fixed set of categories (i.e.,
label space) as in closed-world visual recognition.
For PDA, the target label space, being a subset
of the source label space, is not fixed, because
there exist numerous possible subsets of the source
label space. For open-set DA and universal DA,
the target domain contains unknown/open classes
that are absent in the source domain. Another
practical DA setting is the Test-Time Adapta-
tion (TTA) [22], allowing model adaptation at test
time. This paper first focuses on the methodology
design for PDA, and then extends the devel-
oped approach to open-set DA, universal DA, and
TTA.

PDA [16, 17, 23, 24] tackles the setting that
the source domain contains private classes absent
in the target domain, while the target domain
classes belong to the set of source domain classes.
Besides the domain shift between source and tar-
get domains, another main challenge of PDA is
the possible negative transfer [25] (see Sect. 3.1),
i.e., the knowledge from source domain harms
the learning in the target domain, caused by the
source-private class data. To mitigate the negative
transfer, previous PDA methods [16, 17, 23, 26—
30] commonly reweight the source domain data to
decrease the importance of data belonging to the
source-private classes. The target and reweighted
source domain data are used to train the feature
extractor by adversarial training [16, 17, 23, 26,
28, 30] or kernel mean matching [27, 29] to align
distributions in feature space.

In this paper, we propose a novel approach,
dubbed Adversarial Reweighting with a-Power
Maximization (ARPM), for PDA. To alleviate
the potential negative transfer caused by source-
private class data, we propose an adversarial
reweighting model to reweight the source domain
data to decrease the importance of source-private
class data in adaptation by assigning them with
smaller weights. The learning of source data
weights is conducted by minimizing the Wasser-
stein distance between the target distribution and
the reweighted source distribution. The intuition
is that the source domain common class data are

possibly closer to the target domain data than the
source-private class data. This is reasonable and
is the assumption taken in [26], and otherwise,
PDA could be hardly realized. Using the dual for-
mulation of the Wasserstein distance, the idea is
further transformed into an adversarial reweight-
ing model, in which we introduce a discriminator
to distinguish domains and adversarially learn the
source data weights to fool the discriminator.

Based on the reweighted source data distri-
bution, we define a reweighted classification loss
to train the model to recognize objects of com-
mon classes, in which the importance of source-
private class data is reduced using the learned data
weights. Inspired by [28] that bridges domain gap
in feature space by entropy minimization [31] to
reduce the prediction uncertainty' of recognition
model on target domain, we also aim to reduce the
prediction uncertainty on target domain. Instead
of entropy minimization, we propose an a-power
maximization mechanism that maximizes the sum
of a-power of the classification score outputted by
the recognition model. The a-power maximization
enriches the family of losses for minimizing the
prediction uncertainty. We experimentally show
that the a-power maximization could be more
effective for PDA than the widely adopted entropy
minimization [31]. We also utilize the neighbor-
hood reciprocity clustering [32], which is shown
to be effective for closed-set DA, to enforce the
robustness of the recognition model for PDA.

The above techniques are unified in our total
training loss. To train the recognition model, we
design an iterative training algorithm that alter-
nately updates the parameters of the recognition
model and learns the source domain data weights
by solving the adversarial reweighting model.
To evaluate our proposed method, we apply
our approach to the PDA tasks on five bench-
mark datasets: Office-31, Office-Home, VisDA-
2017, ImageNet-Caltech, and DomainNet. On all
five datasets, our proposed ARPM outperforms
the recent PDA methods. Ablation studies and
empirical analysis also show the effectiveness of
each component in our method.

n this paper, by “prediction uncertainty”, we refer to the
uncertainty of the classification probability distribution (clas-
sification score) outputted by the recognition model, e.g., the
uniform distribution has larger uncertainty while the one-hot
distribution has smaller uncertainty.



To further theoretically analyze our method,
we study the theoretical analysis of PDA from the
perspective of robustness and prediction uncer-
tainty of the recognition model. More specifically,
we prove theoretically that the expected error
of the recognition model on target domain can
be bounded by the expected error on source
domain common class data, and the robustness
and prediction uncertainty on target domain of the
recognition model. Our approach approximately
realizes the minimization of this bound so as to
minimize the expected error on target domain.

Additionally, we extend our approach to open-
set DA, universal DA, and TTA. For open-set DA,
the target domain contains private classes that are
absent in the source domain. For universal DA,
both source and target domains possibly contain
private classes. The goals of open-set and univer-
sal DA are to identify the target-private class data
as the “unknown” class and meanwhile classify the
target domain common class data. To extend our
approach to open-set and universal DA, we apply
our adversarial reweighting model to reweight tar-
get domain data, such that the target domain
common (resp., private) data are assigned with
larger (resp., smaller) weights. Based on learned
weights, we reduce (resp., increase) the prediction
uncertainty of target domain possibly common
(resp., private) data using our a-power loss. As
a result, the target-private class can be identi-
fied based on prediction uncertainty. For TTA,
the goal is to evaluate the model on a target
domain that may be different from the source
domain in data distribution. Different from vanilla
machine learning which directly makes predictions
for a mini-batch of test samples at test time,
TTA allows adapting the model for a few steps on
the mini-batch of test samples in an unsupervised
manner and then makes predictions for them.
Inspired by the TTA method [22] that updates the
parameters of the batch normalization (BN) layers
by entropy minimization for one step, we update
the parameters of the BN layers by our proposed
a-power maximization for one step to achieve the
extension to TTA. Experiments show the useful-
ness of our approach for open-set DA, universal
DA, and TTA.

Our contributions are summarized as follows:

® We propose a novel ARPM approach for PDA.
In ARPM, we propose an adversarial reweight-
ing model for learning to reweight source
domain data to decrease the importance of
source-private class data in adaptation for PDA.
We also propose the a-power maximization
mechanism to reduce the prediction uncertainty.

® We present a theoretical bound of PDA based
on the robustness and prediction uncertainty.
We analyze that our proposed ARPM can real-
ize the minimization of the bound.

® Extensive experimental results show the supe-
riority of ARPM against recent PDA methods,
along with sufficient ablation studies verifying
the effectiveness of each component.

® We extend our approach to open-set DA, uni-
versal DA, and TTA that are closely related to
“open-world vision recognition”.

This paper extends our conference version [33]
published at NeurIPS, in which we devised the
adversarial reweighting model and reduced the
prediction uncertainty by entropy minimization
for PDA. In this journal version, we make the fol-
lowing additional contributions. (1) We propose
to maximize the sum of a-power of the classifi-
cation score outputted by the recognition model,
enriching the family of losses to minimize the pre-
diction uncertainty. We experimentally show that
the a-power maximization could be more effec-
tive for PDA than the widely adopted entropy
minimization. (2) We present a theoretical analy-
sis for PDA based on the prediction uncertainty
and robustness of the recognition model, which
theoretically grounds our approach. (3) We also
enhance the robustness of the recognition model
using neighborhood reciprocity clustering. (4) To
ensure reproducibility, more techniques, e.g., spec-
tral normalization to the discriminator and ini-
tializing the classification layer using PCA, are
introduced. (5) The performance of our approach
is further improved compared with the conference
version, and the journal version of our method out-
performs recent PDA methods. (6) We extend our
approach to other “open-world” tasks, including
open-set DA universal DA, and TTA. (7) More
related works are included and summarized. (8)
The paper is restructured and rewritten to include
the above contributions better.

In the following sections, we summarize the
related works in Sect. 2, elaborate our ARPM



approach in Sect. 3, and present the theoreti-
cal analysis in Sect. 4. Section 5 discusses the
experimental results.

2 Related Work

We summarize the related closed-world DA, PDA,
open-set DA, and universal DA approaches below.

Closed-world domain adaptation. Unsuper-
vised DA [25] aims to transfer knowledge learned
from the labeled source domain to the unla-
beled target domain, which generally assumes
that the source and target domains share the
same label space. A group of unsupervised DA
methods [10-12, 34-36] attempt to reduce the
distribution gap between the source and target
domains by moment matching. Another line of
methods [13, 37-43] alleviate the domain dis-
crepancy by introducing a domain discriminator
to discriminate domains and training the feature
extractor to fool the discriminator in an adver-
sarial manner, to learn domain-invariant features.
Recently, DA approaches based on self-training [5—
7], transferable attention [44], neighborhood con-
sistency [32, 45], progressive adaptation [46], and
other techniques [47, 48] without domain align-
ment have been proposed, achieving promising
results. Differently, we mainly tackle the PDA set-
ting by proposing a novel adversarial reweighting
with a-power minimization method for PDA. In
methodology, our method may be mostly related
to the adversarial training-based methods [13, 37—
41]. Different from them, our adversarial reweight-
ing model conducts the adversarial training by
learning to reweight data to fool the discrimina-
tor instead of training the feature extractor as in
these methods.

Partial domain adaptation. SAN [16] and
ITWAN [23] circumvent negative transfer by train-
ing the domain discriminator with reweighted
source domain samples. PADA [17] and ETN [26]
reweight source domain data in losses for training
both the classifier and the domain discrimina-
tor. DRCN [27] uses reweighted class-wise domain
alignment with a plug-in residual block that
automatically uncovers the most relevant source
domain classes to target domain data. TSCDA [29]

introduces a soft-weighed maximization mean dis-
crepancy criterion to partially align feature dis-
tributions to alleviate negative transfer, and pro-
poses a target-specific classifier to further address
the classifier shift. SLM [49] exploits “select”,
“label” and “mix” modules to mitigate negative
transfer, enhance discriminability of features, and
learn domain-invariant latent space, respectively.
ISRA [50] aligns the source and target data dis-
tributions based on the implicit semantic topics
shared between two domains that are extracted
by a plug-in module, to boost the positive trans-
fer. IDSP [47] introduces intra-domain structure
preserving without domain alignment, achieving
improved results. MOT [51] utilizes a masked
optimal transport on conditional distribution by
defining the mask using label information to align
class-wise distributions for PDA. Different from
the above PDA methods, we adversarially learn to
reweight the source domain data to decrease the
importance of source-private class data in the clas-
sification loss, and propose a-power maximization
to reduce the prediction uncertainty.

Open-set domain adaptation. Busto and
Gall [18] first study the setting that both the
source and target domains contain private cat-
egories in addition to the common categories.
Saito et al. [19] consider the problem setting that
the source domain only covers a subset of the tar-
get domain label space, which is a common setting
in the other open-set DA methods [19, 24, 52-60].
STA [52] adopts a coarse-to-fine weighting mech-
anism to progressively separate the target domain
data into known and unknown classes. Feng et
al. [24] exploit the semantic structure of open-set
data by semantic categorical alignment and con-
trastive mapping to encourage the known classes
more separable and push the unknown class away
from the decision boundary. Baktashmotlag et
al. [53] tackle the open-set DA problem with a
method based on subspace learning that models
the common classes by a shared subspace and
the unknown classes by a private subspace. The
method in [57] introduces a graph learning-based
adversarial training strategy to align the known
class samples from target domain with samples
from source domain. Pan et al. [58] augment Self-
Ensembling for both closed-set and open-set DA
scenarios by integrating category-agnostic clusters
into DA procedure. Bucci et al. [55] utilize a new
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Fig. 1 Architecture of our ARPM. Red (resp. blue) arrows indicate the computational flow for source (resp. target) domain
data. Both source and target images are mapped to feature space by the feature extractor. Our adversarial reweighting
model automatically reweights the importance of source domain data to match the target domain distribution in feature
space to decrease the importance of the data of source-private class data. We then define a reweighted classification loss
on the reweighted source domain data distribution to train the recognition model to classify common class data. An «-
power maximization is proposed to reduce the prediction uncertainty on the target domain. We also utilize neighborhood
reciprocity clustering [32] to impose the robustness of the recognition model on the target domain.

open-set metric that properly balances the con-
tribution of recognizing the known classes and
rejecting the unknown samples, and investigate
the self-supervised task of rotation recognition for
facilitating open-set DA. Jing et al. [60] develop
structure-preserving partial alignment to recog-
nize the seen categories and discover the unknown
classes. ANNA [61] tackles Open-set DA utiliz-
ing front-door adjustment theory. Different from
the above methods, we propose the adversarial
reweighting model to identify target-private class
data for open-set DA. We further respectively
decrease and increase the prediction uncertainty
of the recognition model on target domain com-
mon and private class data, to classify/detect the
common/private class data.

Universal domain adaptation. UAN [20] pro-
poses a criterion to quantify sample-level trans-
ferability based on entropy and domain similarity,
thereby promoting the adaptation in the automat-
ically discovered common label set and recognizing
the “unknown” samples successfully. CMU [21]
designs a better criterion based on a mixture of
entropy, confidence, and consistency from a multi-
classifier ensemble model to measure sample-level
transferability. DANCE [62] uses entropy-based
feature alignment and rejection to align target
domain features with the source domain or reject
the target domain features as unknown categories
based on their entropy. OVANet [63] introduces
one-vs-all classifiers for each class to automatically
learn the threshold for identifying the unknown
class data. DCC [64] proposes a cluster-based

method to exploit the domain consensus knowl-
edge to discover discriminative clusters for sepa-
rating the private classes from the common ones
in target domain. The method in [65] explores
the intrinsic geometrical relationship between the
two domains and designs a universal incremental
classifier to separate “unknown” samples. Moti-
vated by Bag-of-visual-Words, the method in [66]
introduces subsidiary prototype-space alignment
to tackle universal DA, avoiding negative transfer.
GLC [67] introduces a global and local cluster-
ing learning technique for source-free universal
DA. PPOT [68] tackle universal DA based on a
proposed prototypical partial optimal transport
model to identify private class data. SAKA [69]
introduces knowability-guided detection of known
and unknown samples and refines target pseudo
labels based on neighborhood consistency. Differ-
ently, we propose the novel adversarial reweighting
model to reweight data for identifying the pri-
vate class data of target domain, and perform
domain adaptation relying on reducing/increasing
prediction uncertainty based on the learned data
weights.

3 Method

PDA assumes two related but different distribu-
tions, namely source distribution P over space
X x Y and the target distribution @ over space
X X Veom, where Voo C Y. In training, we are
given labeled source samples S = {(x},v;)}"™,
drawn i.i.d. from P, and unlabeled target sam-
ples T = {x}}7_, drawn i.i.d. from Qx where
@« is the marginal distribution of @ in space



X. The goal of PDA is to train a recognition
model using the training samples to predict the
class labels of target samples. V.om C Y implies
that the source domain contains private classes
absent in the target domain, which may cause
negative transfer in adaptation (see Sect. 3.1). In
this paper, we implement the recognition model
using deep neural networks. Specifically, the recog-
nition model is composed of a feature extractor
F (e.g., ResNet [1]) and a classifier C. Detailed
architectures of F' and C' will be given in Sect. 3.5.

To tackle the PDA task, we propose a novel
approach, dubbed Adversarial Reweighting with
a-Power Maximization (ARPM). The overall
framework of ARPM is illustrated in Fig. 1. We
apply the feature to the input images to extract
features for both source and target domains. In
the feature space, we propose the adversarial
reweighting model to reweight source features such
that the source-private class features are assigned
smaller weights. We then perform PDA based on
the adversarial reweighting. Specifically, on the
reweighted source domain data distribution, we
define a reweighted classification loss to train the
recognition model to be able to classify com-
mon class data. On the target domain data, we
propose an a-power maximization mechanism to
reduce the prediction uncertainty of the recog-
nition model. We also utilize the neighborhood
reciprocity clustering [32] to enforce the robust-
ness of the recognition model on target domain
data. We next discuss our intuitive motivation
in Sect. 3.1, the adversarial reweighting model
in Sect. 3.2, and adaptation based on adversar-
ial reweighting in Sect. 3.3, in which we introduce
the reweighted classification loss, the a-power
maximization, and the neighborhood reciprocity
clustering, followed by our training algorithm in
Sect. 3.4. Finally, we extend our method to open-
set DA and universal DA in Sect. 3.6 and to TTA
in Sect. 3.7.

3.1 Motivation

We explain the negative transfer in PDA and the
intuitive motivation of our method as follows.

Negative transfer. The challenges of PDA arise
from the distribution difference and the possi-
ble negative transfer caused by the source-private
class data in adaptation. To enable the recogni-
tion model to be transferred from source to target
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Fig. 2 Illustration of negative transfer caused by the
source-private class data in PDA. The source and target
features are respectively in red and blue. Some of the target
domain samples are unavoidably aligned with the source-
private class data in feature adaptation by distribution
alignment, and are incorrectly recognized by the recogni-
tion model.

domain, DA methods often align source and target
distributions in feature space to adapt the feature
extractor to tackle the challenge of distribution
difference. However, some of the target domain
data are unavoidably aligned with the source-
private class data if directly aligning distributions,
and thus are incorrectly recognized, as illustrated
in Fig. 2. In other words, the source-private class
data can cause negative transfer when aligning dis-
tributions in PDA, i.e., these source-private class
data harm the learning in the target domain.

Intuitive motivation. Figure 3 shows the moti-
vations of our approach. Intuitively, our adversar-
ial reweighting model aims to learn to reweight
source domain data to assign smaller weights
to source-private class data, as illustrated in
Fig. 3(b). We then define the classification loss
on the reweighted source domain data to train
the recognition model, in which the source-private
class data are less important because they are
reweighted by smaller weights. The trained recog-
nition model could be mainly discriminative on
source domain common class data, i.e., the pre-
dictions are certain on these data. We propose
the a-power maximization to reduce the predic-
tion uncertainty on the target domain, as will be
discussed in Sect. 3.3. By using our a-power max-
imization loss to train the feature extractor, the
learned target features will be pushed toward the
source common class features to achieve a lower
prediction uncertainty, as shown in Fig. 3(c). After
adaptation, the target features will be aligned
with source domain common class features, as
illustrated by Fig. 3(d) (also Fig. 13 on real
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Fig. 3 Intuitive motivations of ARPM. We reweight source domain data by our adversarial reweighting model to assign
smaller weights to source-private class data. The classification loss can enforce lower prediction uncertainty mainly on source
domain common class data. We propose the a-power maximization to lower prediction uncertainty on target samples.
Intuitively, to achieve lower prediction uncertainty, the target samples will be pushed toward the regions of source domain

common class data.

data). Therefore, the negative transfer could be
alleviated in our approach.

3.2 Adversarial Reweighting

We follow [26] to assume that the source domain
data of common classes V.om are closer to the
target domain data than the source domain data
belonging to the source-private classes Y\Y.. This
is reasonable, and otherwise, PDA could be hardly
realized. We then learn the weights of source
domain data by minimizing the Wasserstein dis-
tance between the reweighted source and target
distributions. The weight learning process is for-
mulated as an adversarial reweighting model.
Figure 4 illustrates our idea. We first introduce
the Wasserstein distance.

Wasserstein distance. The Wasserstein dis-
tance is a metric from optimal transport that
measures the discrepancy between two distri-
butions. The Wasserstein distance between dis-
tributions p and v is defined by W(u,v) =
ming e Ex x/)or X — X'[|, where II is the set of
couplings of p and v, i.e., II = {n| [ 7(x,x")dx’ =
w(x), [#(x,x)dx = wv(x)}, and ||| is the
lo-norm. Leveraging the Kantorovich-Rubinstein
duality, the Wasserstein distance has the dual
form of W(u,v) = max), <1 Exwug(x) —
Ex/rg(x’), where the maximization is over all 1-
Lipschitz functions g : R — R. To compute the
Wasserstein distance, we parameterize g by a neu-
ral network D (called discriminator). Then, the
Wasserstein distance becomes

W, v) = max Ey.,D(x)—Ex,D(x). (1
(1.0)~ masx Exe, D) ). (1)

In the conference version [43], we enforce the
constraint in Eq. (1) with the gradient penalty
technique as in [70], which adds in a regular-
ization term —BE; 5  ([[VzxD(%)| —1)* to the
objective function in Eq. (1), and D is uncon-
strained. 13“7,, denotes the samples uniformly along
lines between pairs of points sampled from dis-
tributions p and v, i.e., X is constructed by
7% + (1 — 7)x’ where x ~ p,x’ ~ v,7 ~
U(0,1). However, this strategy introduces addi-
tional hyper-parameter 8 and additional random-
ness from 7, making the results less reproducible.
In this journal version, we implement the Lips-
chitz constraint using spectral normalization [71],
which normalizes the weight of each layer in D
by its spectral norm. We experimentally show in
Sect. 5.5 that the spectral normalization results in
better reproducibility of our method than the gra-
dient penalty. Equation (1) allows us to approx-
imately compute the Wasserstein distance using
gradient-based optimization algorithms on large-
scale datasets. Compared with the other popular
statistical distances, e.g., the JS-divergence, the
Wasserstein distance enjoys better continuity for
learning distributions [72].

)’v(:

3.2.1 Adversarial Reweighting Model

We introduce source data weight % (divided by
m is for the convenience of description) for each
i, and denote w = (wy,ws, , wy). Our adver-
sarial reweighting model is defined in the feature
space. We extract features by z; = F(xj) and
z! = F(x}) for source and target domain data.
The empirical distribution of the target domain

features (), is denoted as Qz = %Z?Zl 5z§_.
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Fig. 4 We minimize the Wasserstein distance between
reweighted source feature distribution Pz(w) and target
feature distribution Qz to learn weights w. This idea is fur-
ther transformed into the adversarial reweighting model.

The reweighted source domain feature distribu-
tion using w is denoted as P, (w) = % Z:’;l W; s -
Based on the aforementioned analysis that the
source-private class data are more distant from
target domain data than the source data of com-
mon classes, we minimize the Wasserstein distance
between the reweighted source domain and target
domain feature distributions to learn the weights
(as illustrated in Fig. 4) as follows:

Inin W(Py(w), Q). (2)

To avoid the mode collapse, i.e., the reweighted
distribution is only supported on a few data, we
enforce Y 1" (w; — 1)* < pm, where p is a hyper-
parameter and is set to 5 in this paper. We will
study the effect of p in Sect. 5.5. By this con-
straint, the difference between the learned data
weights and the all-one vector (corresponding to
unweighted data distribution) is not too large,
avoiding the case that most samples are assigned
with zero weight. Then, the solution space is W =
{w:w = (w,wa, - ,wy)T,w; > O,Z;’ilwi =
m, Y i (w;—1)* < pm}. With the approximation
of the dual form in Eq. (1), Eq. (2) is transformed
to the following adversarial reweighting model:

min max lszD(zf)—%ED(Zz) (3)
i=1

weW | D, <1 m

In Eq. (3), the discriminator D is trained to maxi-
mize (resp. minimize) the average of its outputs on
the source (resp. target) domain to discriminate

the source and target domain data. Adversari-
ally, the source data weights w are learned to
minimize the reweighted average of the outputs
of the discriminator on the source domain. As
a result, the source data (closer to the target
domain) with smaller discriminator outputs will
be assigned with larger weights. We will discuss
the adversarial training of Eq. (3) in Sect. 3.4.

3.3 Adaptation Based on
Adversarial Reweighting

Based on the adversarial reweighting model, we
perform PDA by defining a reweighted classifi-
cation loss on reweighted source domain data,
proposing an a-power maximization mechanism to
reduce prediction uncertainty on target domain,
and utilizing the neighborhood reciprocity clus-
tering to enforce the robustness. We next discuss
these three techniques.

3.3.1 Reweighted Classification loss

Based on the learned source domain data weights
by the adversarial reweighting model, we define
the reweighted classification loss on reweighted
source domain data to implement the super-
vised training of the recognition model. The
reweighted classification loss is defined using the
cross-entropy by

Las(F,0) = =Y wid (CFOD). ). ()

Following [73], we employ the cross-entropy loss
with label smoothing, i.e., J(p,y) = —> 10k
logpy for distribution p = (p1,pa2, -, p|y|)T
where ap = 1 — « if k = y, otherwise ay = M%l
a is set to 0.1. In the reweighted classification
loss, the importance of the source-private class
data is decreased because they are reweighted
by smaller weights learned from the adversar-
ial reweighting model. Minimizing the reweighted
classification loss encourages the ability of the
trained recognition model to classify common class
data only.

3.3.2 a-Power Maximization

Reducing the prediction uncertainty is shown to
be effective in DA and even in PDA. In our con-
ference version [33] of this work, we utilize entropy
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Fig. 5 Contour of (a-d) Ha(p) and (e-h) gradient norm ||VpHa (p)|| for 3-dimensional distribution p in probability simplex
A3 under different . To show the relative magnitude for different p, we normalize the gradient norm such that the maximum

value is 1 in each figure of (e-h).

minimization that is widely adopted in DA meth-
ods to reduce the prediction uncertainty. In this
journal paper, we propose to maximize the sum of
a-power of the output of the recognition model.
The a-power loss is defined by

F) == Y H(CF)), 5)

where Ho(p) = >, Pit- We empirically set o = 6
in experiments. H,(p) with a > 1 takes its maxi-
mum value when p is a one-hot distribution (with
low uncertainty) and minimum value when p is a
uniform distribution (with high uncertainty). Min-
imizing the a-power loss (i.e., maximizing H,)
will reduce the uncertainty of p. We plot the con-
tour of H,(p) and its gradient norm ||VpHq (p)||
under different « in Fig. 5. We can see that for
larger «, the samples with high prediction uncer-
tainty (points near to the center in Figs. 5(a-h))
have smaller or even near-to-zero gradients of H,,
implying that these samples may not contribute to
the training. The a-power loss enriches the family
of losses for reducing prediction uncertainty. Fol-
lowing [23], we use the a-power loss to update the
feature extractor F'. We show that a-power max-
imization could be more effective for PDA than
entropy minimization in Sect. 5.5.

Lpow

Comparison of different uncertainty losses.
In the learning tasks with unlabeled data, e.g.,
semi-supervised learning and DA, reducing the
uncertainty of model’s prediction on unlabeled
data in training can often improve the perfor-
mance of the model [23, 31]. The most used uncer-
tainty loss in DA could be conditional entropy.
Some methods [27, 74] also investigate the mutual
information and the nuclear norm for balancing
the prediction over classes. Liu et al. [6] mini-
mize the a-Tsallis entropy, i.e., ﬁ(l =2 LPR);
but choose « in a narrow interval [1,2], possibly
limiting its ability. Chen et al. [75] propose to
maximize the square loss of prediction probabil-
ity, i.e., > p3. Our a-power loss is mostly related
to the square loss and the a-Tsallis entropy. The
square loss is a special case (o = 2) of the a-power
loss. Compared with the a-Tsallis entropy, the a-
power loss is possibly more stable to « because of
the presence of ﬁ in the a-Tsallis entropy. We
experimentally find that 2 < a < 10 often yields
better results than 1 < a < 2 for PDA tasks, as
in Sect. 5.5.

3.3.3 Neighborhood Reciprocity
Clustering

The robustness or local consistency [32] that
enforces the outputs of the recognition model on
the neighborhood samples are similar, is proven



effective for closed-set DA. We utilize the neigh-
borhood reciprocity clustering [32] to impose the
robustness for PDA in this paper.

We first build the feature and score banks on
target domain data by

Z:{Ztl,zé,-“,Zfl},S:{Sﬁ,Sg,“',S;} (6)
where z} = F(x}) is the feature, and s} =
C(F(x!)) is the classification score outputted by
the recognition model. At each training step, fea-
ture and score banks are updated by replacing the
old items with the corresponding items from the
current mini-batch samples.

Given target sample x} with feature 2%, the
index set of its K-nearest neighbors? in the feature
bank is denoted as N7,. To better identify the true
neighbors, we introduce the affinity® as

1
A, e
7 {0.1

The intuition of the affinity in Eq. (7) is that if
z’ and z, are both neighbors of each other, they
could be true neighbors (reciprocal neighbors).
Finally, the neighborhood reciprocity clustering
loss is defined as

if j € N2 and j € NY;
otherwise.

(7)

_%Z Z Aj’j,<s§-,,C(F(X§))>-

j=1 j/ENIj(
(8)

We use Ly,(F) to update F'. Minimizing L. (F')
encourages the similar output of the neighborhood
samples so that the robustness could be imposed.

Note that Zhong et al. [76] proposed a
k-reciprocal encoding method to re-rank the
re-identification results for the person re-
identification task, which may be related to
the neighborhood reciprocity clustering in our
approach. They encode the k-reciprocal near-
est neighbors of a given image into a single
vector, which is used for re-ranking under the
Jaccard distance to help accomplish the person
re-identification task. Differently, we utilize the
reciprocal neighbors to enforce the robustness of

‘Cnrc (F)

2Following [32], we use the cosine distance to find the
neighbors.

3As in [32], we set K = M = 5 for VisDA-2017 dataset and
K =4, M = 3 for the other datasets in experiments.
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the deep recognition model, instead of aggregating
them as in [76].

3.4 Training

The overall training loss is

L= £cls + )\‘Cpow + £nrcv (9)
where A is a hyper-parameter. Note that in the
classification loss Lgs in Eq. (4), the source
domain data weights w should be learned in train-
ing. We then devise an iterative training algorithm
to alternately train F' and C, and learn w.

3.4.1 Training Algorithm

We initialize w by w; = 1 for all <. Then, we
alternately run the following two procedures when
training the networks.

Updating F' and C with fixed w. Fixing w, we
update F' and C' to minimize the loss in Eq. (9) for
N steps, using the mini-batch stochastic gradient
descent algorithm.

Updating w with fixed F' and C'. Fixing F' and
C, we extract the features for all training data on
both source and target domains, and learn w in
Eq. (3). Since Eq. (3) is a min-max optimization
problem, we can alternately optimize the weights
w and the discriminator D by fixing the other
one as known. To reduce the computational cost,
we only perform the alternate optimization once,
which yields satisfactory performance in experi-
ments. Therefore, we first fix w; = 1 for all ¢ and
optimize D to maximize the objective function in
Eq. (3). Then, fixing the discriminator, we opti-

mize w as follows. We denote d; = D(z]) and
d = (dy,dsy,- - ,d,)T. The optimization problem
for w becomes
min d”'w,
s.t. w; >0, Zwi =1m, Z(wz — 1)2 < pm.
i=1 i=1

(10)
Equation (10) is a second-order cone program. We
use the CVXPY [77] package to solve Eq. (10).

The above algorithm faces challenges when m
is large. We next discuss how to tackle the cases



Algorithm 1 Training algorithm.

Input: Source and target domain training datasets S and T'

Output: Trained networks F,C
1: Sl = S
2: Initialize w by w; =1, i =1,2,--- ||5]
3: for step=0,1,2,--- do

4: Sample a mini-batch data (X, Y;) and X; from S’ and T, respectively

5: Update F and C with the loss in Eq. (9) computed on (X§,Y;) and X;, using the SGD
6: if step% N = 0 and step > 0 then

7 if |S| >1000k then

8: Randomly select N’ samples from S to construct S’

9: end if

10: Extract features for all training samples in both S” and T

11: Train D as in Eq. (1) with spectral normalization to enforce the 1-Lipschitz constraint
12: if |S’| >20k then

13: Split source data indexes into [ﬁ} groups

14: Solve Eq. (10) for each group to update w

15: else

16: Solve Eq. (10) for all source data indexes to update w

17: end if

18: end if

19: end for

with larger size m of the source dataset. (1) In the
first case (20k< m <1000k), solving Eq. (10) for
all source data is time-consuming or even infea-
sible. For such a case, once the discriminator is
trained and fixed, we split the source data indexes
into several groups and solve the problem (10) for

each group. The number of groups is [ = [ﬁk

where [-] is the floor function. The i-th group
is {i,0 + 4,2l + i,--- }. Such a splitting strategy
ensures that the empirical feature distribution cor-
responding to each group can approximate the
empirical distribution of all features. (2) In the
second case (m >1000k), extracting the features
of all source samples is time-consuming. For such
a case, we randomly sample a subset (with size
N') of the source dataset to learn their weights
w, and then update F' and C' on the subset and
weights, and iterate these two above procedures.
We give the pseudo-code of the training algorithm
in Algorithm 1.

3.5 Network Details

For the discriminator D, we use the same archi-
tecture as [13] (three fully connected layers with
1024, 1024 and 1 nodes respectively), excluding
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the last sigmoid function. For the feature extrac-
tor F, we use the ResNet-50 [1] pre-trained on
ImageNet [78], excluding the last fully-connected
layer. The classifier C' is a fully-connected layer.
Inspired by [43, 73], we perform Lo-normalization
after the feature extractor to enforce the same
norm* of features, and normalize each row of the
weight of classifier C' to a unit vector®.

Since the features are normalized, the feature
distribution is not a Gaussian distribution. There-
fore, the commonly adopted initialization strate-
gies [79, 80] that assume the Gaussian distribution
could not be suitable. While the initialization of
the classifier can affect the reproducibility as we
experimentally show in Sect. 5.5. Following the
idea of preserving the variance in [79, 80], we
use Principal Component Analysis (PCA) to ini-
tialize the weight of the classifier to preserve the
feature variance. Specifically, we compute princi-
pal components V' = (vi,vg, -+ ,v|y|) of target
features. We then compute the principal compo-
nent scores of each source feature and assign the

4We set the norm as in [43].

50n VisDA-2017 dataset, we do not normalize the weight of
C'. We empirically find that on VisDA dataset, the unnormal-
ized weight of C yields better result.



source feature to the principal component with
the largest score. Between the class label and the
assigned principal component, we can calculate
the confusion matrix M € RIY*I of which the
entry M,; is the ratio of the i-th class source
samples being assigned to the j-th principal com-
ponent. Finally, the weight W of C is initialized
by W = MVT. This PCA-based initialization
strategy reduces the randomness compared with
[79, 80], and may achieve better reproducibility,
as shown in Sect. 5.5.

3.6 Extension to Open-set and
Universal DA

We extend our approach to open-set DA and uni-
versal DA in this section. In open-set DA, the
unlabeled target domain contains private classes
that are absent in the source domain. In uni-
versal DA, both the labeled source domain and
unlabeled target domain possibly contain pri-
vate classes. The goals of both open-set DA and
universal DA are to identify the target-private
class data as “unknown” and classify the tar-
get domain common class data. To extend our
approach ARPM to open-set DA and universal
DA, we employ our adversarial reweighting model
to reweight target domain data, such that the tar-
get domain common (resp., private) class data are
assigned larger (resp., smaller) weights. That is,
in Eq. (3), we reweight D(z}) by a weight w;
and D(z?) is unweighted. Based on the reweighted
target domain data, we reduce (resp., increase)
the prediction uncertainty on the target domain
common (resp., private) class data so that the
target-private class data can be detected using the
prediction uncertainty.

More specifically, we sort the target samples
according to the learned data weights in ascend-
ing order to obtain le),xb), e ,xfn). Since
the target samples with larger weights possibly
belong to common classes, we define the following
reweighted a-power loss to reduce the prediction
uncertainty on these data:

n

Z wiyHa(C(F(x(3)))),

l=n—nTt

1

»Ccom F) =
(F) nr

(11)
where we discard the n — n7 samples with smaller
weights to further enforce robustness. We also
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maximize the following a-power loss on the nr
samples with smaller weights that are more pos-
sibly private classes, to increase their prediction
uncertainty:

nT

Lo(F) = - 3 Ha(C(F ().
=1

(12)

The total training loss for open-set DA and uni-
versal DA is

L= "Leas+ N (Leom — Lori)- (13)
Lo is defined in Eq. (4) in the revised paper,
in which we do not reweight the source domain
data. For universal DA, one may also reweight
the source domain data in Lgs to reduce the
importance of source-private class data. In this
extension, for the sake of a unified formulation for
open-set DA and universal DA, we do not reweight
the source domain data.

3.7 Extension to TTA

This section extends our approach to TTA. TTA
trains the recognition model on a source domain
and evaluates it on an unknown target domain.
Different from wvanilla machine learning which
directly makes predictions for a mini-batch of
test samples at test time, TTA allows adapting
the model for a few steps on the mini-batch of
test samples in an unsupervised manner and then
makes predictions for them. At the test time of
TTA, we are given the source-trained recogni-
tion model. The test data arrive sequentially. At
each time, we only access a mini-batch of target
data B = {x‘}5_, where b is the batch size. The
goal of TTA is to update the model on the mini-
batch data B and then make predictions on them.
Inspired by TENT [22] that updates the parame-
ters of the BN layers by entropy minimization for
one step, we update the parameters of the BN lay-
ers by our proposed a-power maximization for one
step. Specifically, if we denote the set of param-
eters of the BN layers in the model as ©y,, the
a-power loss is defined as

b
Loon(On) = 3 SO HL(CF(L). (1)
j=1



We update O, using Lpow by one-step gradient
descent, and then predict the label of B. Note that
the updated O, will be taken as the initial value
for the next mini batch. Our approach for TTA is
dubbed Test a-Power Maximization (TPM).

4 Theoretical Analysis

This section presents the theoretical analysis of
our method for PDA. We first provide the nota-
tions and assumptions, then present an upper
bound for PDA, and finally analyze that our
proposed ARPM approximately realizes the min-
imization of the upper bound.

Notations. We denote P¢ as the source domain
common class data distribution, i.e., P°(x,y) =
P(x,yly € Veom). For any x € X, its neighbor-
hood is defined by N (x) = {x : d(x,x’) < ¢} for
some £ > 0, where d(+,-) is the distance on X. For
any set A C X, we define N(A) = Uy N (x).
For convenience, we denote f : X — [0,1]P] as
the recognition model, i.e., f = C o F. The deci-
sion function corresponding to f is f defined by
f(x) = argmax;cy f(x);. We use F/F to denote
the sets of all possible f/f. For any f € F, its
margin on sample x is defined by M(f(x)) =
f(x)ir —max;2;+ f(x);, where ¢* = arg max; f(x);.
1 — M(f(x)) reflects the prediction uncertainty
of f. Specifically, if 1 — M(f(x)) is smaller, f(x)
approaches the one-hot vector leading to low pre-
diction uncertainty. The expected margin of f on
distribution P is Mp(f) = Ex,,)~pM(f(x)). The
robustness of f on distribution P is defined by
Rp(f) = P({x.3x' € N(x), /(x) # J(x')}). For
any ¢ € Yeom, we denote Pf = P°(x|y = i) as
class-wise data distribution of the i-th class. @; is
similarly defined.

Assumptions. To develop the theory for PDA,
we assume that:

(1) Vi € Veom gv(&::?) <

(ii) Vi, € Yeom, the supports of Q; and @, are
disjoint for ¢ # j;

(iii) For any i € Yeom, 3 (Pf + Q;) satisfies (g, €)-
constant expansion (see Definition 1) for some
q,e € (0,1).

Definition 1 ((q,€)-constant expansion). We
say that a distribution P satisfies (g, €)-constant
expansion for some q,€ € (0,1), if for any set A C
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X with + > P(A) > q, we have P(N(A)\A4) >
min{e, P(A)}.

Assumption (i) is realistic because Q(y = 1)
is finite. Assumption (ii) implies that any target
sample has a unique class label. We follow [6, 81,
82] to take the expansion assumption (Assump-
tion (iii)) of the mixture distribution. Intuitively,
this assumption indicates that the conditional dis-
tributions P{ and @); are closely located and regu-
larly shaped, enabling knowledge transfer from the
source domain to the target domain. Wei et al. [81]
justified this assumption on real-world datasets
with BigGAN [83].

Theorem 1. Suppose the above Assumptions
hold. For any f € F and any n € (0,1), if f is
L-Lipschiz w.r.t. d(-,+), we have

eQ(f) <repe(f) + crReera (f)
+ea(l = Meeto (f)) + 2rg;

2nr

where the coefficients ¢c; = and ¢y =

min{e,q}(1+r)

min{s,q2}2(11—27£)§)(1+r) are constants to f.
The proof is given in Appendix. Theorem 1
implies that the target domain expected error
eq(f) is bounded by the expected error ep<(f)
on source domain common class data, the robust-
ness Rw( f) and prediction uncertainty 1 —

Mpeyo (f) on mixture distribution of source and
targét domains.

In our method, the adversarial reweight-
ing model aims to assign larger weights to
source domain common class data, and the
reweighted source data distribution is expected
to approach the data distribution of source com-
mon classes. Minimizing the classification loss L5
on the reweighted source domain data distribu-
tion enforces the recognition model to predict the
label of source common class data. Therefore, the
expected error £pe(f) on source domain common
class data could be minimized.

We notice that Rpc%cg(f) L(Rpe(f) +
Ro(f))- Since f is trained using the classification
loss with the class labels on the source domain,
the prediction of f on the neighborhood samples
should be their class labels and thus are similar,
because the neighborhood samples should belong
to the same class. This implies that Rpc(f) is min-
imized. The neighborhood reciprocity clustering



loss Ly, encourages similar outputs of the recog-
nition model on neighborhood samples on target
domain, which implies Rg(f) is minimized.

Note that 1 — ML;Q(f) =11 - Mp:(f)) +
1(1— Mg(f)). By the classification loss, the out-
puts of f on the source domain common class data
are near to one-hot vectors, so that 1 — Mpe(f)
is minimized. Our a-power loss Ly reduces the
prediction uncertainty on the target domain, real-
izing the minimization of 1—M¢g(f) which reflects
the prediction uncertainty on target domain.

5 Experiments

We conduct experiments on benchmark datasets
to evaluate our ARPM approach, and compare it
with recent methods. The source code is available
at https://github.com/XJTU-XGU/ARPM.

5.1 Setup

For ease of understanding, we discuss the setup
for PDA in this section. We will discuss the setup
for open-set and universal DA in Sect 5.3 and for
TTA in Sect. 5.4.

Datasets. Office-31 dataset [84] contains 4,652
images of 31 categories, collected from three
domains: Amazon (A), DSLR (D), and Webcam
(W). ImageNet-Caltech is built with ImageNet
(I) [78] and Caltech-256 (C) [85], respectively
including 1000 and 256 classes. Office-Home [86]
consists of four domains: Artistic (A), Clip Art
(C), Product (P), and Real-World (R), sharing 65
classes. VisDA-2017 [87] is a large-scale challeng-
ing dataset, containing two domains: Synthetic (S)
and Real (R), with 12 classes. DomainNet [88] is
another large-scale challenging dataset, composed
of six domains with 345 classes.

Adaptation tasks. On Office-31, ImageNet-
Caltech, Office-Home datasets, we set every
domain as the source domain in turn and use each
of the rest domain(s) to build the target domain,
forming the adaptation tasks. On Office-31, we fol-
low [16] to select images from the 10 categories
shared by Office-31 and Caltech-256 [85] to build
the target domain in each task. On ImageNet-
Caltech dataset, we utilize the 84 shared classes
by ImageNet and Caltech-256 to build the target
domain in each task. As most networks are pre-
trained on the training set of ImageNet, for task

14

C—1, we use images from ImageNet validation set
to build the target domain. On Office-Home, we
use images of the first 25 classes in alphabetical
order to build the target domain in each task.
On VisDA-2017, we set Synthetic (S) as source
domain and Real (R) as target domain to per-
form synthetic to real domain transfer, and use the
first 6 classes in alphabetical order as the target
domain. On DomainNet, since the labels of some
domains and classes are very noisy, we follow [95]
to adopt four domains (Clipart (C), Painting (P),
Real (R), and Sketch (S)) with 126 classes for
PDA. We use the first 40 classes in alphabetical
order to build the target domain in each task.
In each adaptation task, we report the average
classification accuracy on target domain.

Implementation details. We implement our
method using Pytorch [96] on a single Nvidia
Tesla v100 GPU. We use the SGD algorithm with
momentum 0.9 to update the parameters of F' and
C. The learning rate of C' is ten times that of F.
The parameters of D are updated by the Adam
algorithm with learning rate 0.001. Following [13],
we adjust the learning rate of C' by W,
where p represents the training progress linearly
changing from 0 to 1. Bath size is set to 64. For
Office-Home, ImageNet-Caltech, and DomainNet
datasets, we set x = 0.01 and A = 0.3. Since
the training processes on VisDA-2017 and Office-
31 datasets converge faster, we set x to 0.001 for
VisDA and 0.005 for Office-31. Correspondingly, A
is set to 1.0 for VisDA-2017 and Office-31 datasets.
N in Algorithm 1 is set to 500 for Office-Home and
Office-31 datasets, and is set to 1000 for the larger
VisDA-2017, DomainNet, and ImageNet-Caltech
datasets. N’ is set to 64 x 2000.

On VisDA-2017, ImageNet-Caltech, and
DomainNet datasets, we sample the mini-batch
data according to the learned weights using a
reweighted random sampler and then calculate
the unweighted classification loss on the sampled
mini-batch data in training. We find that this
strategy makes training more stable on these
datasets than the commonly used strategy that
we first uniformly sample mini-batch data and
then reweight the classification loss for each sam-
ple in the mini-batch. The reason could be that
the number of samples with zero weights is large
in these large-sized datasets and the uniformly


https://github.com/XJTU-XGU/ARPM

Table 1 Accuracy (%) on Office-Home dataset for PDA. The best results are bolded. *AR is our conference version.

Method A—C A—»P A—»R C—A C—P C—R P—-A P—»C PR R—A R—C R—>P\ Avg
ResNet-50 [1] 46.3 67.5 759 59.1 59.9 62.7 582 41.8 749 67.4 482 742 |61.4
ADDA [15] 45.2 68.8 79.2 64.6 60.0 68.3 57.6 389 775 703 452 78.3(62.8
CDAN+E [37] 47.5 65.9 757 57.1 54.1 63.4 59.6 443 724 66.0 499 72.8|60.7
ITWAN |[23] 53.9 545 781 61.3 48.0 63.3 54.2 52.0 81.3 76.5 56.8 82.9 |63.6
PADA [17] 52.0 67.0 787 522 53.8 59.0 52.6 43.2 788 73.7 56.6 77.1|62.1
ETN [26] 59.2 770 79.5 629 65.7 750 683 554 84.4 757 57.7 84.5|70.5
DRCN [27] 54.0 764 83.0 62.1 64.5 71.0 70.8 49.8 80.5 77.5 59.1 79.9 |69.0
BA3US [28] 60.6 83.2 834 71.8 728 834 755 61.6 86.5 79.3 62.8 86.1|76.0
ISRA+BA3US [50] 64.7 83.0 89.1 75.7 75.5 854 785 64.2 88.1 81.3 65.3 86.7|78.2
SHOT++ [5] 65.0 858 93.4 78.8 774 873 793 66.0 89.6 81.3 68.1 86.8|79.9
SPDA [89] 64.2 87.8 88.0 743 751 79.1 794 589 851 81.4 674 84.1|77.1
APDA-CT [90] 61.7 869 905 772 769 838 79.6 63.8 885 85.0 658 86.2|78.8
CLA [91] 66.7 856 909 756 769 86.8 788 67.4 887 81.7 66.9 87.8|79.5
RAN [92] 63.3 83.1 89.0 75.0 74.5 82.9 780 61.2 86.7 79.9 63.5 85.0|76.8
STCPDA (93] 63.1 87.8 90.1 772 754 85.6 81.4 624 90.5 82.6 69.5 88.2|79.5
SLM [49] 61.1 84.0 914 76.5 750 81.8 74.6 55.6 87.8 82.3 57.8 83.5|76.0
SAN++ [94] 61.3 816 886 728 764 81.9 745 57.7 872 79.7 63.8 86.1 |76.0
IDSP [47] 60.8 80.8 873 69.3 76.0 80.2 74.7 59.2 853 77.8 61.3 85.7|74.9
MOT [51] 63.1 86.1 923 787 85.4 89.6 79.8 62.3 89.7 83.8 67.0 89.6|80.6
*AR [33] 674 853 90.0 773 70.6 852 79.0 64.8 89.5 80.4 66.2 86.4|78.3
ARPM 68.3 87.8 923 77.8 84.6 86.3 &81.1 69.2 89.5 86.2 70.0 89.1 (81.8

Table 2 Accuracy (%) on ImageNet-Caltech dataset for
PDA. The best results are bolded. *AR is our conference

version.

Table 3 Accuracy (%) on VisDA-2017 dataset for
PDA. The best results are bolded. *AR is our
conference version.

Method S—R
Method C—=I I=C ‘ Avg ResNet-50 [1] 453
ResNet-50 [1] 713 69.7 | 705 TWAN [23] 48.6
DAN [10] 60.1 713 | 657 PADA [17] 53.5
DANN ([38] 67.7 70.8 69.2 DRCN [27] 58.2
TWAN [23] 733 781 | 757 SHOT++ [5] 78.6
PADA [17] 70.5 75.0 72.8 SPDA [89] 82.9
ETN [26] 74.9 83.2 79.1 APDA-CT [90] 69.8
DRCN [27] 78.9 75.3 77.1 RAN [92] 75.1
BA3US [28] 834 840 | 837 STCPDA [93] 70.1
ISRA+BA3US [50] 837 853 | 845 SLM [49] 91.7
SLM [49] 814 823 | 819 SAN-++ [94] 63.1
SAN-++ [94] 81.1 833 | 822 MOT [51] 92.4
*AR [33] 82.2 87.1 84.7 *AR [33] 88.8
ARPM 87.1 84.6 85.9 ARPM 93.2

sampled mini-batch data may contain only a few

samples having non-zero weights.
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5.2 Results for PDA

We implement our approach with three different
random seeds {2019, 2021,2023}, and report the



Table 4 Accuracy (%) on Office-31 dataset for PDA. The best results are bolded. *AR is our conference version.

Method A—D A—-W D—A D—-W W—A W—=D Avg
ResNet-50 [1] 83.4 75.6 83.9 96.3 85.0 98.1 87.1
DAN [10] 61.8 59.3 75.0 73.9 67.6 90.5 71.3
DANN ([38] 81.5 73.6 82.8 96.3 86.1 98.7 86.5
TWAN |[23] 90.5 89.2 95.6 99.3 94.3 99.4 94.7
PADA [17] 82.2 86.5 92.7 99.3 954 100.0 92.7
ETN [26] 95.0 94.5 96.2 100.0 94.6 100.0 96.7
DRCN [27] 86.0 88.5 95.6 100.0 95.8 100.0 94.3
TSCDA [29] 98.1 96.8 94.8 100.0 96.0 100.0 97.6
BA3US [28] 99.4 99.0 94.8 100.0 95.0 98.7 97.8
ISRA+BA3US [50] 98.7 99.3 95.4 100.0 954 100.0 98.2
SPDA [89] 96.2 99.3 96.0 100.0 96.6 100.0 98.0
APDA-CT [90] 96.8 99.7 96.2 100.0 96.6 100.0 98.2
CLA [91] 100.0 100.0 94.5 100.0 96.7 100.0 98.5
RAN [92] 97.8 99.0 96.3 100.0 96.2 100.0 98.2
SLM [49] 98.7 99.8 96.1 100.0 95.9 99.8 98.4
SAN++ [94] 98.1 99.7 94.1 100.0 95.5 100.0 97.9
IDSP [47] 99.4 99.7 95.1 99.7 95.7 100.0 98.3
MOT [51] 98.7 99.3 96.1 100.0 96.4 100.0 98.4
*AR [33] 96.8 93.5 95.5 100.0 96.0 99.7 96.9
ARPM 99.6 99.4 96.6 99.9 96.8 100.0 98.7

Table 5 Accuracy (%) on DomainNet dataset for PDA. The best results are bolded.

*AR is our conference version. The

results of the compared methods are produced using their official source codes.

Method C—P C—R C—=S P—»C P—R P—»S R—C R—P R—S S—C S—P S—>R\ Avg
ResNet-50 [1] 41.2 60.0 42.1 545 708 483 63.1 586 50.3 454 39.3 49.8|52.0
DANN ([38] 27.8 36.6 299 31.8 42.0 36.6 47.6 46.8 409 258 29.5 32.7|35.7
CDAN+E [37] 37.5 483 46.6 455 61.0 52.6 62.0 60.6 54.7 354 38.5 43.6 |48.9
PADA [17] 22,5 329 30.0 25.7 56.5 30.5 653 634 542 175 23.9 26.9 |374
BA3US [28] 42,9 54.7 53.8 64.0 764 64.7 80.0 743 74.0 504 42.7 49.7|60.6
ISRA+BA3US [50] 43.3 55.1 56.9 59.4 758 66.3 76.3 76.1 77.3 442 50.6 50.6 |61.0
STCPDA [93] 65.1 69.6 69.6 72.7 776 787 781 729 80.0 64.4 60.7 67.8|71.4
*AR [33] 52.7 682 583 66.8 775 744 76.7 718 70.5 53.7 53.6 61.6|65.5
ARPM 67.9 79.8 66.3 78.4 84.1 81.9 86.5 78.0 78.6 62.5 64.8 71.7(75.0

average results over these three different runs in
Tables 1, 4, 5, 2, and 3 for Office-Home, Office-31,
DomainNet, ImageNet-Caltech, and VisDA-2017
datasets, respectively. The results of compared
methods on Office-Home, Office-31, ImageNet-
Caltech, and VisDA-2017 datasets are quoted
from their papers. The results of compared
methods on DomainNet dataset are produced
using their official codes (except the results of
STCPDA [93], which are quoted from its paper).

16

In Table 1, our approach ARPM achieves the
best average accuracy of 81.8% on Office-Home
dataset, outperforming the second-best approach
of MOT by 1.2%. Tables 2 and 3 imply that our
proposed ARPM achieves the best results of 85.9%
and 93.2% on ImageNet-Caltech and ViSDA-2017,
respectively. ARPM outperforms the second-best
method on ImageNet-Caltech by 1.2% and on
VisDA-2017 by 0.8%, respectively. In Table 4, on
Office-31 dataset, our proposed ARPM achieves
the best result of 98.7%, outperforming the recent



Table 6 H-score (%) on Office-Home of different open-set DA methods. The best results are bolded.

Method |A-C A—»P A—»R C—A C—P C—R P—A P—C P-R R—A R—C R—P|Avg
STA [52] 55.8 54.0 68.3 574 604 66.8 619 532 69.5 67.1 545 64.5 |61.1
OSBP [19] 55.1 652 729 643 647 706 632 532 739 66.7 545 723 |64.7
ROS [55] 60.1 69.3 76.5 589 652 686 606 563 744 688 604 757 |66.2
DCC [64] 56.1 67.5 66.7 49.6 66.5 64.0 558 53.0 70.5 61.6 57.2 719 |61.7
OVANet [63]| 58.6 66.3 69.9 62.0 652 68.6 59.8 53.4 69.3 687 59.6 66.7 |64.0
UMAD [97] | 59.2 71.8 76.6 63.5 69.0 71.9 625 54.6 728 66.5 579 70.7|664
GATE [65] 63.8 705 758 664 679 717 673 615 76.0 704 61.8 75.1 |69.1
GLC ]98] 65.3 742 79.0 604 7T1.6 74.7 63.7 63.2 758 67.1 643 77.8|69.8
PPOT [68] 60.7 752 795 673 70.1 738 70.6 572 76.1 71.8 614 758 |70.0
ANNA [61] | 69.9 73.7 768 64.7 686 73.0 66.5 63.1 76.6 71.6 657 787 |70.7
ARPM ‘ 63.8 76.0 80.6 67.3 72.1 746 67.7 617 76.7 73.8 654 81.2|71.7
PDA methods CLA [91] (the second-best method) Compared with the conference version,

by 0.2%. ARPM outperforms CLA by 2.3% on
Office-Home dataset. Table 5 shows that our
approach ARPM achieves the best accuracy on
DomainNet dataset, outperforming the second-
best method by 3.6%.

Among the reported methods in Tables 1, 2,
3, 4, and 5, DANN [13], DAN [10], ADDA [15],
and CDAN+E [37] are devised for closed-set
DA which do not consider the challenge of
label space mismatch in PDA and achieve worse
results than the other PDA approaches. In PDA
approaches, IWAN [23], PADA [17], ETN [26],
DRCN [27], TSCDA [29], and BA3US [28] align
reweighted source domain feature distribution
and unweighted target domain feature distri-
bution by minimizing maximum mean discrep-
ancy or adversarial training, performing worse
than MOT [51]. MOT [51] aligns reweighted
source and unweighted target feature distribu-
tions using robust optimal transport that does not
require exact matching of the distributions. This
implies that aligning reweighted distribution with-
out requiring exact matching may be better than
that with requiring exact matching for PDA. Our
proposed ARPM boosts the performance of MOT
on all the evaluated datasets. ARPM adversarially
learns to reweight source domain data by min-
imizing the cross-domain distribution distance,
and enforcing robustness and reducing prediction
uncertainty of the recognition model, which more
effectively tackles PDA from a novel perspective
with theoretical analysis.
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the results on Office, Office-Home, ImageNet-
Caltech, VisDA-2017, and DomainNet datasets
are improved by 1.8%, 3.5%, 1.2%, 4.4%, and
9.5% in this journal version, respectively. In this
journal version, we extend the work by intro-
ducing more methodological techniques, e.g., the
a-power maximization for substituting entropy
minimization, the neighborhood reciprocity clus-
tering [32], and the spectral normalization to
enforce the Lipschitz constraint and the PCA-
based initialization strategy to improve stability.
The performance improvements demonstrate the
effectiveness of the methodological extensions for
PDA. Note that the usefulness of each of these
techniques will be verified in Sect. 5.5.

5.3 Results for Open-set and
Universal DA

We follow the protocol of [68] to conduct exper-
iments on Office-Home dataset for open-set and
universal DA. In the test phase, the samples with
prediction confidence lower than 0.65 are classi-
fied as “unknown” class. 7 is set to 0.25 and N
is set to 0.05. The other experimental details are
the same as those for PDA. We report the open-
set evaluation metric, H-score, in Tables 6 and 7.
It can be observed from Tables 6 and 7 that our
method performs better than the recent open-set
DA methods and universal DA methods on Office-
Home dataset. Our proposed ARPM outperforms
the previous state-of-the-art method PPOT [68]
by 1.7% in open-set DA task as in Table 6 and
by 0.2% in universal DA task. These results imply



Table 7 H-score (%) on Office-Home of different universal DA methods. The best results are bolded.

Method |A-C A—»P A—-R C—A C—P C—R P—A P—C P—R R—A R—C R—P|Avg
UAN |[20] 51.6 51.7 543 61.7 576 61.9 504 476 61.5 629 52.6 652 |56.6
CMU [21] 56.0 56.9 59.2 670 643 678 547 511 664 682 579 69.7|61.6
DANCE [62] | 61.0 60.4 649 657 588 61.8 73.1 61.2 66.6 677 624 63.7|63.9
USFDA [99] | 60.3 79.7 80.7 64.2 679 793 741 653 80.1 686 59.8 779|714
UMAD [97] | 61.1 76.3 82.7 70.7 67.7 757 64.4 557 763 732 604 77.2|70.1
DCC [64] 58.0 54.1 580 746 T70.6 775 643 736 749 81.0 75.1 80.4 |70.2
OVANet [63]| 634 77.8 79.7 69.5 706 764 735 614 80.6 76.5 643 789 |72.7
GATE [65] 63.8 759 814 74.0 721 798 747 703 82.7 79.1 715 81.7|75.6
UniOT [100] | 67.3 80.5 86.0 73.5 773 843 755 63.3 86.0 778 654 819 |76.6
GLC ]98] 64.3 782 89.6 63.1 81.7 89.1 776 542 88.9 80.7 542 85.9]|756
PPOT [68] 66.0 793 848 78.8 780 804 82.0 620 86.0 82.3 650 80.8|77.1
SAKA [69] 64.3 804 86.1 72.0 T1.1 778 T1.5 61.7 83.8 79.1 64.8 82.4 |74.6
ARPM ‘ 65.2 81.2 894 732 734 839 749 673 848 789 703 851 |77.3

Table 8 Accuracy (%) on ImageNet-R of different TTA methods. The best result is bolded.

Method | Source-trained model TTT [101] NORM [102] TENT [22] DUA [103] TPM (ours)

Accuracy ‘ 33.0 33.5

34.7

36.8 33.2 38.3

Table 9 Ablation study on VisDA-2017 dataset. “SO”
means training the model using the source domain data
only. “R” represents our adversarial reweighting model.
“P” is the a-power loss. “N” is the neighborhood
reciprocity clustering loss. “SO+R+N+P” is our full
method ARPM. We also report the results for entropy
minimization (E) as a substitute of a-power loss (P).

Method S—R
SO 46.4
SO+R 50.4
SO+P 90.7
SO+N 89.2
SO+R+P 91.7
SO+R+N 90.8
SO+N+P 92.4
SO+R+N+P (ARPM) 93.2
SO+E 85.2
SO+R+E 89.2
SO+E+R+N 90.7

that our method can tackle the tasks of open-set
DA and universal DA with open-class data.
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5.4 Results for TTA

For TTA, we take the RestNet-18 pre-trained on
ImageNet as the source-trained model and evalu-
ate it on ImageNet-R dataset [104]. The experi-
mental setups are the same as those in [22]. The
experimental results are reported in Table 8. We
can see that our proposed method TPM (test a-
power maximization) achieves better results than
the other TTA approaches. Especially, TPM out-
performs TENT. The model adaptation is per-
formed by a-power maximization in TPM and by
entropy minimization in TENT. The performance
improvement of TPM over TENT indicates that
our a-power maximization could be more effective
than entropy minimization for TTA.

5.5 Analysis

In this section, for convenience of description,
we utilize “SO” to denote the baseline approach
that trains the recognition model using the source
domain data only. “R” represents our adversarial
reweighting model. “P” is the a-power loss. “N”
is the neighborhood reciprocity clustering loss.

Effectiveness of components in ARPM. We
study the effectiveness of each component in our



Table 10 Ablation study on Office-Home dataset. “SO” means training the model using the source domain data only.
“R” represents our adversarial reweighting model. “P” is the a-power loss. “N” is the neighborhood reciprocity clustering
loss. “SO+R+N+P” is our full method ARPM. We also report the results for entropy minimization (E) as a substitute of

a-power loss (P).

Method A—-CA—P A—»R C—A C—P C—-R P—-A P-C P—-R R—A R—C R—)P\ Avg
SO 50.2 69.5 79.8 60.2 61.1 67.5 60.3 43.7 745 71.3 50.6 78.0(63.9
SO+R 50.3 714 833 619 643 72.6 63.8 439 785 73.3 52.6 80.5|66.4
SO+P 64.3 84.4 888 76.6 80.0 81.9 782 654 884 81.0 63.1 86.3|78.2
SO+N 63.1 83.8 883 751 766 774 774 60.8 851 81.3 629 86.1|76.5
SO+R+P 67.5 87.6 91.7 794 789 85.0 789 65.3 90.8 82.8 63.7 87.7(79.9
SO+R+N 65.3 86.1 92.0 80.3 77.2 854 81.2 642 87.8 84.5 653 89.0(79.9
SO+N-+P 65.6 86.5 91.3 78.6 82.1 823 79.8 65.6 90.7 822 65.0 86.9(79.7
SO+R+N+P (ARPM) 68.3 87.8 92.3 77.8 84.6 86.3 81.1 69.2 89.5 86.2 70.0 89.1|81.8
SO+E 58.6 84.1 88.0 741 768 774 76.1 614 86.2 785 61.5 84.3|75.6
SO+R+E 63.3 86.7 915 78.0 776 819 775 64.6 89.7 81.0 63.6 86.8 |78.4
SO+E+R+N 66.6 86.8 919 783 819 853 779 659 89.6 83.7 679 89.6|80.5
method on VisDA-2017 and Office-Home datasets, 1o P— o2 ; —
of which the results are reported in Tables 9 805 " a-is - act0 /. aci3 a0
and 10. Note that the differences between SO fos Tt Emri?ryr/f'-" 2o, A
and “ResNet-50" in Tables 1 and 9 are that SO ég: 7 Tgv
utilizes label smoothing and feature normaliza- 20 L= 20 -

0.60

tion. These two techniques enable SO to perform
slightly better than ResNet-50. We can observe
from Tables 9 and 10 that on both datasets,
SO+R, SO+R+P, SO+R+N, and SO+R+N~+P
(i.e., our full method ARPM) respectively out-
performs SO, SO+P, SO+N, and SP+N+P,
demonstrating the effectiveness of our adversarial
reweighting model for learning to reweight source
domain data. The results of SO+P, SO+R+P,
SO+N+P, SO+R+N+P are better than those of
SO, SO+R, SO+N, SO+R+N, respectively. This
confirms the usefulness of our a-power maximiza-
tion for reducing the prediction uncertainty of the
recognition model. Tables 9 and 10 show that
SO+N+P outperforms both SO+N and SO+P,
which implies that a-power maximization and
neighborhood reciprocity clustering are comple-
mentary to improve the performance. On all the
combinations of SO, P, N, and R, SO+R+P+N,
i.e., ARPM, achieves the best results on both
datasets. Note that SO and SO+R do not uti-
lize target domain data to update the recognition
model (SO+R utilizes target domain data to learn
the source data weight). The results of SO and
SO+R seem to be largely lower than those of the
other approaches in Tables 9 and 10 since the
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Fig. 6 (a) The normalized gradient of a-power loss with
varying a and entropy loss. (b) Amplified part of Fig. 6(a)
with p ranging in [0.5,0.6].
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a-power and neighborhood reciprocity clustering
losses are implemented on target domain data.

Comparison of a-power maximization and
entropy minimization. We report the results
of entropy minimization (E) as a substitute of
a-power maximization (P) in our framework.
Tables 9 and 10 show that SO+E, SO+R+E,
and SO4+R+E+N respectively degrade the results
of SO+P, SO+R+P, and SO+R+P+N by more
than 1.0% on both VisDA-2017 and Office-Home
datasets. This demonstrates that our a-power
maximization is more effective than entropy min-
imization for PDA.

We provide more analysis on the a-power
maximization and entropy minimization in this
paragraph. We take the two-way classification task
as an example to compare the gradients of the
a-power loss (i.e., H(p) = p* + (1 — p)*) and
entropy loss (i.e., H(p) = plogp+(1—p)log(1—p))
w.r.t. the probability p in Fig. 6. Note we only
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Fig. 7 (a) Results with varying « in task A—C on

Office-Home dataset. (b) Results of different reweighting
strategies on Office-Home and VisDA-2017 datasets.

care about the absolute value of the gradients in
this experiment. The gradients are normalized by
dividing by their maximum value when p ranges
in [0.5,0.99]. The samples with larger normalized
gradients are more important in training. We can
see (in Fig. 6(a)) that the curves of a-power losses
approach that of entropy as a goes to 1. Larger
« more possibly pushes the gradients of uncer-
tain samples (with p near 0.5) to zero as shown
in Fig. 6(b) (also in Fig. 5 for three-way clas-
sification), and hence neglects their importance
in network training. In Fig. 7(a), we show that
in range [1,10], « larger than 2 achieves better
performance than « smaller than 2. This may
be because, for « (in [1,10]) larger than 2, the
uncertain samples that are more likely incorrectly
predicted are less important (compared with
smaller than 2) when reducing the prediction
uncertainty.

Comparison of different reweighting strate-
gies. We compare different reweighting strategies
for obtaining the weights used in our loss of Eq. (4)
for PDA, including our adversarial reweighting
(Adv-Rew), reweighting based on the classifier in
the PDA methods [16, 17, 27, 28], and reweight-
ing by the output of discriminator on source data
as in [23]. For the classifier-based strategy, the
source data weight of the k-th class is defined by
3 C(F(x}))k. For the discriminator-based
strategy, we introduce a discriminator D that aims
to predict 1 (resp. 0) on the target (resp. source)
domain data. The weight of source domain data
x$ is D(x$). The results in Fig. 7(b) show that our
adversarial reweighting outperforms the other two
reweighting strategies on VisDA-2017 and Office-
Home datasets, confirming the effectiveness of our
adversarial reweighting strategy.

20

Accuracy (%)
Accuracy (%)

81 81
80 |
80
79
79
78
ARPM ARPM  ARPM 78

(w/ MMD) (w/ JS) ARPM  ARPM (w/ OWEC)
(a) (b)

Fig. 8 (a) Results for MMD and JS-divergence for learn-
ing source data weights in our framework on Office-Home
dataset. (b) Results for learning one weight for each class
(OWEC) on Office-Home dataset.

Comparison with MMD and JS-divergence
to learn the weights. As discussed in Sect. 3.2,
we minimize the Wasserstein distance to learn the
data weights deducing our adversarial reweighting
model. We compare ARPM with the approaches
that minimize the JS-divergence and Maximum
Mean Discrepancy (MMD) to learn the data
weights in our framework (denoted as ARPM
(w/ JS) and ARPM (w/ MMD), respectively), on
Office-Home dataset for PDA. Note that the JS-
divergence also induced an adversarial reweighting
model where the discriminator is trained with loss
in [105]. In Fig. 8(a), we can see that ARPM using
the Wasserstein distance for learning the data
weights outperforms ARPM (w/ JS) and ARPM
(w/ MMD). The reasons could be as follows.
When the supports of source and target distribu-
tions are disjoint, the Wasserstein distance may
be more suitable to measure their distance than
JS-divergence [72]. The MMD with widely used
kernels may be unable to capture very complex
distances in high dimensional spaces [72, 106], pos-
sibly making it less effective than the Wasserstein
distance in our framework.

Comparison with learning one weight for
each class (OWEC). The previous PDA meth-
ods [16, 17, 27, 28] assign one weight for each
class. As comparisons, we conduct experiments
for learning one weight shared by samples of
each class in our adversarial reweighting model
(denoted as ARPM (w/ OWEC)) on Office-Home
dataset for PDA. The results in Fig. 8(b) show
that ARPM with individual weight for each sam-
ple outperforms ARPM (w/ OWEC), implying
that learning individual weight for each sample is
more effective. If the weight is learned for each
sample, it is possible to assign higher weights to



Table 11 Results (under varying random seeds) of
gradient penalty (GP) and spectral normalization (SP) to
impose Lipschitz constraint on Office-Home dataset.

Seed | 2019 2021 2023 | Avg Std
SP 81.8 81.6 82.1 81.8 0.3
GP 81.1 80.6 81.9 81.2 0.7

Table 12 Results (under varying random seeds) of
ARPM with and without PCA for initializing classifier
on VisDA-2017 dataset.

Seed ‘ 2015 2017 2019 2021 2023
w/ PCA 92.4 93.5 92.2 93.9 93.6
w/o PCA 93.8 76.8 94.1 78.6 93.9

samples (even in the same class) closer to the tar-
get domain. The model trained in such a case may
be more transferable, because samples (even in the
source domain common classes) less relevant to
the target domain become less important.

Comparison of gradient penalty (GP) and
spectral normalization (SP) to impose Lip-
schitz constraint. We compare the gradient
penalty (GP) and spectral normalization (SP) to
impose Lipschitz constraint in Eq. (3). The results
in Table 11 indicate that spectral normalization
achieves better average accuracy and lower stan-
dard variation. As discussed in Sect. 3.2, GP
introduces additional hyper-parameter and ran-
domness, which may degrade the reproducibility.

PCA initialization of classifier improving
reproducibility. Table 12 shows that initializing
the weight of the classifier by PCA as discussed
in Sect. 3.5 does improve the reproducibility of
our method (i.e., our method with PCA per-
forms well over different random seeds). Note
that VpHa(p) (ps~tpyt, - ,play_‘l)7 which
implies that p is updated with high possibility
towards the class corresponding to the largest
element of p. Therefore, good initialization with
“correct” VpHq(p) on target domain may yield
better results. Our PCA-based initialization spec-
ifies the variance preservation idea of commonly
used random initialization strategies [79, 80] for
normalized features and reduces the randomness,
which may yield better reproducibility.
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Fig. 9 Accuracy with varying numbers of target classes
in tasks (a) A—C and (b) C—A on Office-Home dataset.
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Fig. 10 Results for varying magnitudes of (a) p in the
constraints of adversarial reweighting model and (b) A in
Eq. (9), in task A—C on Office-Home dataset.
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Fig. 11 (a) Accuracy in training in task S—R on VisDA-

2017 dataset. (b) Relative difference of source data weights
in alternate iteration in task S—R on VisDA-2017 dataset.

Accuracy with varying numbers of target
classes. We evaluate our method with differ-
ent numbers of target classes in Fig. 9. Our
method of ARPM outperforms recent PDA meth-
ods BA3US [28] and ISRA+BA3US [50] when the
number of target classes is smaller than 45 (the
number of source classes is 65). This indicates that
our method is effective for PDA with different
degrees of label space mismatch.

Sensitivity to hyper-parameters. We investi-
gate the effect of hyper-parameters A and p in
Fig. 10. Our method is relatively stable to p in
range [3, 9] as shown in Fig. 10(a) and to A in [0.3,
0.7] as shown in Fig. 10(b).
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Fig. 13 T-SNE visualization of features in task R—A on
Office-Home dataset. (a) Features before adaptation. (b)
Features after adaptation of ARPM.

Convergence of training algorithm. In
Fig. 11, we take the PDA task S—R on VisDA-
2017 as an example to study the convergence
of our method. Figure 11(a) indicates that the
accuracy of our approach stably increases and con-
verges in the training process. We also show the
relative difference of weights in Fig. 11(b). The rel-

lAw"|| t+1 ¢
Twi W

and w! is the value of the weights in the ¢-th iter-
ation of the alternate training algorithm. We can

see that 12w |
[lw|

where Awt = w

ative difference is

9

stably decreases.

Visualization of learned weights. We visualize
the learned average weights of source domain data
of each class in task S—R on VisDA-2017 dataset,
as shown in Fig. 12(a). We can see that the source
domain common class (the first six classes) data
are assigned with larger weights in general (except
the 6-th class). Even for the 6-th class, its weight
is larger than the weights of five among the total
of six source-private classes.

Computational cost. We compare the compu-
tational cost of different methods with the total
training time in the same training steps (5000
steps), as in Fig. 12(b). Figure 12(b) shows that
our approach (ARPM) is comparable to other

22

methods in terms of computational time cost.
Note that the test time cost is similar for all the
methods because all the methods only need one
forward process.

Feature visualization. We visualize the fea-
tures before and after the adaptation of ARPM
in Fig. 13 by T-SNE [107]. We can see that
from Fig. 13(b), the source domain common class
features are more discriminative/separable than
the source-private class features, and the target
domain data features are aligned with the source
domain common class features.

6 Conclusion

In this paper, we propose a novel ARPM approach
for PDA, in which we propose an adversarial
reweighting model to learn to reweight source
domain data, propose a-power maximization to
reduce prediction uncertainty, and utilize the
neighborhood reciprocity clustering to enforce
robustness. Extensive experiments on five bench-
mark datasets demonstrate the effectiveness of
the proposed ARPM for PDA. We also present
the theoretical analysis of the proposed method.
Additionally, we extend our approach to more
“open-world” recognition tasks, including open-
set DA, universal DA, and TTA. Since both the
adversarial reweighting model and the a-power
maximization in our approach require accessing
the target domain data, it is non-trivial to extend
our approach to the adaptation tasks without tar-
get domain data, e.g., domain generalization. We
will explore more applications of our approach in
the future.
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Appendix

We first give some lemmas and then provide the
proof of Theorem 1.
Lemma 1. Divide Y.om tnto Si1 and Ss such

that Sl = {7/ € ycom : E(xy)NmH(Hxl €

N).fx) # fx) < min{e,q}} and S, ;

{i € Yeom + B rera I3 € N(x), f(x)
f(x')) > min{e, q}}. Under the condition of
Theorem 1, we have
Pe4Q - Reeo(f)
= —_—2 16
2 U gy M
Proof. Suppose Y. g, ;Q(y =1) > mii?ec.)q}’
which implies '
Rresq (f)
PC r
+Q<{x W € N(x), f(x) # F(x)})
“B e l(3 € M), ) # )
= Y (B i G € M), Fx) £
1€YVcom ’
- P¢
Tl =)
>Z{ P I(3x € N(x), f(x) #
1€ES2
PC
Fx)) +Q( i)
=1i)> RL;—Q (f)-
1€S2
(17)
O]

Rpeio(f) > Rpero (f) forms a contradiction.
2 2

Under the condition
Pf and Q; sat-

2

10, 10X € N(x), Fx) # F(x) <

Lemma 2 (Lemma 2 in [6]).
of Theorem 1, if sub-populations
isfy ]E ew)
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min{e, ¢}, we have

lepe(f) —eq.(f)] < 2¢. (18)
Lemma 3 (Lemma 3 in [6]). For any distribution
P, if f is L-Lipschiz w.r.t. d(-,-), we have

1

Rp(f) < m(

1—Mp(f).  (19)

Proof of Theorem 1. From the definition of
eq(f) in PDA, we have

eo(f) = Y ca. Ny =1)
1€Ycom
<> e HRy=)+Y Qy=
€S €S>
<Z ep,(f) +2¢)rP(y =1)
€5
+ 3 Q(
1€S2
< Z EP —|- 2q T‘PC( )
1€YVcom
+)Q(
1€S2
=repe(f) + 2qr + Z Qy =1).
1€Sy
(20)
The second inequality uses Lemma 2 and
B < for i € Yeom. Since
Pe 1
Sy =i =5 (Pl =) + Q=)
1,1
250y =)+ Qy=1) (21)
147 .
==, Q=1
we have
PC
Y=< Y Erly =i @)
1€S3 1€S2
Using Lemma 1, we have
2r
Z @y mln{e qt(1+ r)Rw (f)- (23)

1€Ss



Applying Lemma 3, for any 7 € [0, 1], we have

> Q=1

1€Ss
2rn
<———— Rpe
“min{e, ¢}(1+7) £ (%)
2r(1—mn)
1-— c .
Jrmin{e,q}(l—&—r)(l —2L£)( Mo > (/)
(24)
Combining Egs. (20) and (24), we have
eQ(f) <repe(f) + c1Reera (f) 5)
F ol = Mpeza(F) + 214,
where the coeflcients ¢; = W and ¢y =
2r(1—n) are constants to f. O

min{e,q} (1—2LE)(1+7)
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