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Abstract—In reconfigurable intelligent surface (RIS)-assisted
symbiotic radio (SR), an RIS is exploited to assist the primary
system and to simultaneously operate as a secondary transmitter
by modulating its own information over the incident primary
signal from the air. Such an operation is called over-the-air
modulation. The existing modulation schemes such as on-off
keying and binary phase-shift keying suffer from two problems
for joint detection of the primary and secondary signals in RIS-
assisted SR, i.e., one is the detection ambiguity problem when the
direct link is blocked, and the other is the bit error rate (BER)
error-floor problem when the direct link is weak. To address the
two problems, we propose a novel modulation scheme by dividing
the phase-shift matrix into two parts: one is the assistance
beamforming matrix for assisting the primary system and the
other is the transmission beamforming matrix for delivering the
secondary signal. To optimize the assistance and transmission
beamforming matrices, we first introduce an assistance factor
that describes the performance requirement of the primary
system and then formulate a problem to minimize the BER of
the secondary system, while guaranteeing the BER requirement
of the primary system controlled by the assistance factor. To
solve this non-convex problem, we resort to the successive
convex approximation technique to obtain a suboptimal solution.
Furthermore, to draw more insights, we propose a low-complexity
assistance-transmission beamforming structure by borrowing the
idea from the classical maximum ratio transmission and zero
forcing techniques. Finally, simulation results reveal an interest-
ing tradeoff between the BER performance of the primary and
secondary systems by adjusting the assistance factor.

Index Terms—Symbiotic radio, reconfigurable intelligent sur-
face, over-the-air modulation, spectrum sharing

I. INTRODUCTION

Recent years have witnessed the rapid development of the

Internet of Things (IoT), which plays a vital role in shaping

our daily lives, ranging from the classical applications, e.g.,

smart home and smart city, to the newly emerged applica-

tions, such as augmented/virtual reality, autonomous driving,

and holographic communications [2]. As predicted by Cisco,

the sixth-generation (6G) wireless networks are envisioned

to support billions of IoT devices by 2030, which poses
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significant challenges in terms of the scarce spectrum and

energy resources [3].

Recently, symbiotic radio (SR), has been proposed as a

spectrum- and energy-efficient technology to address the above

challenges associated with IoT [4], [5]. In SR, a passive sec-

ondary system, e.g., IoT transmission, is parasitic in an active

primary system, e.g., cellular communication. Particularly, the

backscatter device (BD) acts as an IoT device to transmit its

sensed environmental information by backscattering the inci-

dent primary signal without generating an RF carrier, which

is therefore spectrum- and energy-efficient [6], [7]. However,

in general, only a single or limited number of antennas are

deployed at the BD, which limits the performance of the

backscatter communication in SR. Fortunately, the emergence

of reconfigurable intelligent surfaces (RISs) offers a solution

to solve this problem. Specifically, RIS is made up of multiple

electromagnetic reflecting elements, each of which is able to

reflect the incident signal with an adjustable phase shift [8]–

[10]. Considering the similar reflection principle between the

RIS and backscatter communication, recent research proposes

to introduce RIS into SR as a BD to further enhance the

performance of SR by exploiting its multiple reflecting ele-

ments [11], [12].

In RIS-assisted SR, the RIS is used for not only assisting

the primary system by providing an additional reflecting link

but also for acting as a secondary transmitter (ST) to deliver its

information to the secondary user. To be specific, the RIS can

modulate its own information bits over the incident primary

signal from the air. Therefore, such an operation is called

over-the-air modulation that shares the spectrum and energy

resources with the primary system. Notably, one important fea-

ture of over-the-air modulation is that the reflecting signal out

of the RIS is the multiplication of the primary and secondary

signals. Thus, the reflecting link contains both the information

of the primary and secondary signals. As a reward for utilizing

the spectrum and energy of the primary system, the secondary

system via the RIS can assist the primary system by passive

beamforming [13], [14]. Therefore, the primary and secondary

systems in RIS-assisted SR form a mutualistic spectrum- and

energy-sharing relationship. Moreover, depending on whether

the primary user (PU) and secondary user (SU) are spatially

co-located or separated, RIS-assisted SR can be classified

into integrated model and detached model. For the integrated

model, the PU and the SU are integrated as a cooperative

receiver, which is used to jointly decode the primary and

secondary signals. While for the detached model, the PU

and the SU are separated to decode their individual signals,

respectively.

http://arxiv.org/abs/2404.17175v1
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In the literature, many research efforts have been devoted

to over-the-air modulation schemes for both the integrated and

detached models of RIS-assisted SR [15]–[25], such as on/off

keying (OOK) modulation [15]–[17], binary phase shift keying

(BPSK) modulation [18], [19], reflecting modulation [20],

spatial modulation [21]–[24], and number modulation [25]. For

example, considering the integrated model, OOK modulation

is proposed by carrying the RIS information via the on/off

states of reflecting elements [15]–[17]. Then, considering that

turning off part of the reflecting elements would reduce the

passive beamforming gain, the authors of [23], [24] propose

to fix the number of closed reflecting elements or turning on

all the reflecting elements with different phase shifts. As for

BPSK modulation, all the reflecting elements are turned on

and the RIS transmits information by switching two types

of phase shifts with an opposite phase [18], [19]. As for

reflecting modulation, a general framework is proposed in [20],

where the signal mapping, shaping, and phase shifts are jointly

designed to support RIS information transmission. To further

enhance the spectral efficiency, spatial modulation is proposed

in [21] that transmits information by jointly exploiting the

receive-antenna index and RIS phase shifts. For the number

modulation, the RIS is also partitioned into two sub-surfaces

with orthogonal phase while the RIS information is carried by

exploiting the number of reflecting elements of the first/second

sub-surface [25]. Moreover, considering the detached model,

the authors propose a spatial modulation scheme where the RIS

information is embedded in the receive-antenna index of the

secondary user [22]. Based on the above modulation schemes,

joint active and passive beamforming design for RIS-assisted

SR has been extensively studied [16], [18], [26]–[29], e.g.,

power minimization, BER minimization, and achievable rate

maximization.

Despite the research progress for RIS-assisted SR, over-the-

air modulation has yet to be well studied. In this paper, we

will unveil two fundamental challenges faced by over-the-air

modulation. The first one is the detection ambiguity problem in

the absence of the direct link. This is because when the direct

link is blocked, the receiver only receives the multiplicative

signal of the primary and secondary ones from the reflecting

link. In this case, it is impossible for the receiver to jointly

detect the primary and secondary signals due to the ambiguity

caused by signal multiplication. The second one is the BER

error floor problem when the direct link is weak. In this case, if

we increase the number of reflecting elements (i.e., N ) such

that the reflecting link is stronger than the direct link, the

BER of the primary and secondary signals will converge to a

fixed value irrespective of N . This implies that no matter how

large N is, it does not help enhance the BER performance of

RIS-assisted SR. Moreover, most existing studies focus on the

over-air-modulation for the integrated model of RIS-assisted

SR, which, however, is a special case of the detached model. A

more general scenario is that the primary and secondary users

are separated and the RIS modulation should take into account

the beamforming direction towards the primary and secondary

users. Therefore, it is necessary to carry out the study on the

general detached model.

To address the above challenges, in this paper, we propose a

novel over-the-air modulation scheme for the detached model

of RIS-assisted SR where the primary and secondary users

are spatially separated. The proposed scheme mathematically

transforms the RIS phase-shift matrix into the summation of

two matrices, where one is the assistance beamforming matrix

used for assisting the primary system and the other is the trans-

mission beamforming matrix used for delivering the secondary

signal. The advantages of the proposed scheme are three-fold.

First, with the proposed scheme, the ambiguity problem can

be easily addressed since the reflecting link via the assistance

beamforming matrix can be viewed as an equivalent direct

link when the direct link is blocked. Second, the BER error

floor problem can also be addressed since the assistance

beamforming matrix can enhance the equivalent direct link

when the direct link is weak. Third, the proposed scheme

offers us more flexibility to balance the performance of the

primary and secondary systems by optimizing the assistance

and transmission beamforming matrices. In a nutshell, the

main contributions of this paper are summarized as follows.

• We identify two fundamental challenges for over-the-air

modulation in RIS-assisted SR, i.e., one is the detection

ambiguity problem when the direct link is blocked and

the other is the BER error floor problem when the number

of reflecting elements is large.

• To address the two challenges, we propose a novel over-

the-air modulation scheme for RIS-assisted SR, which

divides the phase-shift matrix into two beamforming

matrices, i.e., one is the assistance beamforming matrix

used to assist the primary system and the other is the

transmission beamforming matrix used to transmit the

secondary signal.

• To optimize the assistance and transmission beamforming

matrices, we first theoretically analyze the BER perfor-

mance of the primary and secondary systems when their

receivers are separated. Then, we formulate a problem

to minimize the BER of the secondary system, under

the constraint that the BER performance of the primary

system is higher than its minimum requirement.

• To gain more insights into RIS-assisted SR, we propose

a low-complexity assistance-transmission beamforming

structure by borrowing the idea from classic maximum-

ratio-transmission (MRT) [30] and zero-forcing (ZF)

techniques [31]. Notably, under this beamforming struc-

ture, the secondary system can achieve its transmission

without causing any impact on the primary system, while

the primary system can still obtain assistance from RIS.

• Finally, simulation results show that our proposed scheme

can strike a flexible balance between the BER perfor-

mance of the primary and secondary systems by adjusting

the assistance and transmission beamforming matrices.

The rest of this paper is organized as follows. Section II

introduces the system model and the proposed over-the-air

modulation scheme. Section III analyzes the BER performance

and reveals the fundamental problems of the existing modu-

lation schemes. Section IV presents the problem formulation.

Then, Section V proposes algorithms to solve the problem.

Section VI proposes a low-complexity assistance-transmission
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Fig. 1: System model of RIS-assisted symbiotic radios.

beamforming structure. Section VII provides simulations to

evaluate the proposed scheme and algorithms. Finally, Section

VIII concludes this paper.

Notations: The scalar, vector, and matrix are denoted by

the lowercase, boldface lowercase, and boldface uppercase

letters, respectively. Cx×y represents the space of x × y
complex-valued matrices. CN (µ, σ2) denotes complex Gaus-

sian distribution with mean µ and variance σ2.  denotes the

imaginary unit. ∠x, xH , and ℜ{x} denote the phase, conjugate

transpose, and the real part of number x, respectively. Q(t) ,
∫∞
t

1√
2π

e−
1
2
η2

dη is the complementary distribution function

of the standard Gaussian. diag(a) denotes a diagonal matrix

with its diagonal elements being the vector a. [X]m,n denotes

the (m,n)-th element of matrix X . Tr(X) and rank(X)
denote the trace and the rank of matrix X , respectively.

vec(·) denotes the vectorization operation and ⊗ denotes the

Kronecker product. ProjSx denotes the projection of x onto

the set of S.

II. SYSTEM MODEL

As shown in Fig. 1, we consider the RIS-assisted SR system.

The M -antenna primary transmitter (PT) communicates with

the primary user (PU) by using the active radio technology,

e.g., cellular communications. By sharing the spectrum and

energy resource of the primary system, the secondary system

makes use of passive radio technology to transmit informa-

tion from the secondary transmitter (ST) to the secondary

user (SU), e.g., IoT communications. Particularly, the RIS,

equipped with N reflecting elements, plays the role of ST,

which simultaneously assists the primary system and transmits

the secondary signal. In the l-th symbol period, the primary

and secondary signals are denoted by s(l)∈As and c(l)∈Ac,

where As and Ac are their constellation sets, respectively.

In what follows, we will introduce the proposed over-air-

modulation scheme, the signal model, and the corresponding

receiver design, respectively.

A. Over-the-Air Modulation

It is known that RIS does not generate RF signals by itself

but passively reflects the incident signals. Therefore, when

RIS acts as a transmitter, it modulates its information bits

over the incident RF signal from the air. Such a scheme is

also called over-the-air modulation. In this paper, we adopt

the modulation scheme proposed in our earlier work [32],

which divides the RIS phase-shift matrix into two parts: one

is named the assistance beamforming matrix used to assist

the primary system, while the other is named the transmission

beamforming matrix used to transmit the secondary signal. By

doing so, the mapping rule between the secondary signal c(l)
and the phase-shift matrix Θ(c(l)) ∈ CN×N can be modeled

as

Θ(c(l)) = Θ1 + c(l)Θ2. (1)

In (1), Θ1=diag(θ1,1, · · · , θ1,N)∈CN×N is the assistance

beamforming matrix, and c(l)Θ2=c(l)diag(θ2,1, · · · , θ2,N) ∈
CN×N , where Θ2 the transmission beamforming matrix of

signal c(l). During the channel coherence time, both Θ1

and Θ2 are fixed while the secondary signal c(l) is changed

according to the secondary signal to be transmitted. In practice,

such a modulation scheme can be realized as follows. Take

Ac = {1,−1} as an example. When RIS transmits symbol

c(l) = 1, the RIS sets its phase-shift matrix as Θ1 + Θ2.

While RIS transmits symbol c(l) = −1, the phase-shift matrix

is set to Θ1 −Θ2. By switching between the two phase-shift

matrices, i.e., Θ1 + Θ2 and Θ1 − Θ2, the secondary signal

can be delivered. Note that when Θ1 = 0, the proposed

scheme degrades to the existing scheme Θ(c(l)) = c(l)Θ2.

The two fundamental problems associated with the existing

scheme, i.e., detection ambiguity and error floor problems, will

be detailed in Sec. III-D.

B. Received Signal Model

The block flat-fading channels are assumed in this paper. In

practice, the channel state information (CSI) can be estimated

via training-based techniques [8]. The channel coefficients

from the PT to the PU and from the PT to the SU are

denoted by hp ∈ CM×1 and hs ∈ CM×1, respectively. The

channel coefficients from the PT to the ST (RIS), from the

ST (RIS) to the PU, and from the ST to the SU are denoted

by H ∈ C
N×M , gp ∈ C

N×1, and gs ∈ C
N×1, respectively.

Denote by w ∈ CM×1 the linear beamforming vector at the

PT. Then, the received signals at the PU and the SU are given

by

yp(l) = hH
p ws(l)
︸ ︷︷ ︸

Direct link

+ gH
p Θ1Hws(l)
︸ ︷︷ ︸

Reflecting link for assistance

+ gH
p Θ2Hwc(l)s(l)
︸ ︷︷ ︸

Reflecting link for transmission

+zp(l), (2)

and

ys(l) =hH
s ws(l) + gH

s Θ1Hws(l)

+ gH
s Θ2Hwc(l)s(l) + zs(l), (3)

respectively; zp(l) ∼ CN (0, σ2
p) and zs(l) ∼ CN (0, σ2

s )
denote the complex Gaussian noises at the PU and the SU

with zero mean and variances σ2
p , σ2

s , respectively. By adopting

our proposed modulation scheme, the signal model is different

from those in [16], [18], [19]. Specifically, the received signals

in (2) and (3) consists of three parts: the primary signal s(l)
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from the direct link, the primary signal s(l) from the reflecting

link via Θ1, and the product of the primary and secondary

signals s(l)c(l) from the reflecting link via Θ2.

C. Receiver Design

As can be seen from (2) and (3), the primary and secondary

signals are coupled in a both additive and multiplicative

manner at the PU and the SU, which makes it quite challenging

to decode them. Considering that in RIS-assisted SR, there

exists the collaboration between the primary and secondary

systems [12], [33], which enables us to develop a two-step

joint detector for both the PU and the SU to achieve a better

decoding performance. For ease of exposition, we drop the

time notation l from now on.
1) Detection at the PU: Specifically, the joint detection at

the PU is achieved through the use of the composite signal that

consists of both the primary and secondary signals, defined as

xpu(s, c) , hH
p ws+ gH

p Θ1Hws+ gH
p Θ2Hwsc, (4)

where xpu(s, c) ∈ Ax,p. Here, Ax,p denotes the constellation

set of the primary composite signal xpu(s, c), which can be

obtained by using the channels, the constellation sets As, Ac,

as well as Θ1 and Θ2.

With the primary composite signal, the received signal at

the PU can be rewritten as

yp = xpu(s, c) + zp. (5)

From (5), we can first decode the composite signal from

the received signal at the PU using the classical maximum

likelihood detection, and then map the primary composite

signal into the primary and secondary signals. The whole

procedures are summarized as follows.

Step 1: x̂pu(ŝ, ĉ)=arg min
xpu(s,c)∈Ax,p

|yp − xpu(s, c)|2,

Step 2: {ŝ, ĉ} mapping←−−−− x̂pu(ŝ, ĉ). (6)

With the above two-step detection procedure, when the PU

decodes ŝ and ĉ, it takes ŝ as the decoded primary signal.
2) Receiver Design at the SU: Since the secondary signal

c is modulated over the primary signal s, decoding c needs

the information of s for coherent detection. Thus, to pursue a

better performance, we also adopt joint detection at the SU.

Similarly, the above two-step joint detection method can be

directly applied here. To be specific, the composite signal

received at the SU is defined as

xsu(s, c) , hH
s ws+ gH

s Θ1Hws+ gH
s Θ2Hwsc. (7)

With the two-step detector proposed in (6), when the SU

decodes the primary and secondary signals ŝ and ĉ, it takes ĉ
as its decoded secondary signal.

III. BER PERFORMANCE ANALYSIS

In this section, we first build up the framework of BER

performance analysis, which is applicable to both our proposed

modulation scheme and its conventional counterpart. Then,

based on the performance analysis, we reveal the detection

ambiguity and error-floor problems when using the conven-

tional modulation scheme and we also show how to address

the two problems by using our proposed scheme.

A. BER Performance of the Primary System

Under the proposed detector, the union bound [34] on the

BER for decoding s at the PU can be written as

Ps =

|As|∑

i=1

|Ac|∑

m=1

|As|∑

j=1,j 6=i

|Ac|∑

k=1

P (xpu(si, cm)→ xpu(sj , ck))

× 1

|As||Ac|
e(si → sj)

log2(|As|)
, (8)

where e(si → sj) denotes the Hamming distance between si
and sj ; |As| and |Ac| denote the cardinality of the sets As

and Ac; P (xpu(si, cm) → xpu(sj , ck)) denotes the pairwise

error probability between xpu(sj , ck) and xpu(si, cm), given

by

P (xpu(si, cm)→ xpu(sj , ck))

=P (|yp − xpu(si, cm)|2> |yp − xpu(sj , ck)|2)

=Q
(√

dpu((si, cm), (sj , ck))

2σ2
p

)

, (9)

where

dpu((si, cm), (sj , ck)), |xpu(si, cm)− xpu(sj , ck)|2, (10)

denotes the squared Euclidean distance between the two con-

stellations of the primary composite signal, i.e., xpu(si, cm)
and xpu(sj , ck); Q(·) denotes the Gaussian Q-function.

B. BER Performance of the Secondary System

Similarly, the union bound on the BER for decoding c at

the SU can be written as

Pc =

|As|∑

i=1

|Ac|∑

m=1

|As|∑

j=1

|Ac|∑

k=1,k 6=m

Q
(√

dsu((si, cm), (sj , ck))

2σ2
s

)

× 1

|As||Ac|
e(cm → ck)

log2(|Ac|)
, (11)

where

dsu((si, cm), (sj , ck)), |xsu(si, cm)−xsu(sj , ck)|2, (12)

denotes the squared Euclidean distance between the two

constellations of the secondary composite signal, namely,

xsu(si, cm) and xsu(sj , ck); e(cm→ck) denotes the Hamming

distance between cm and ck.

C. BER Approximation via Minimum Euclidean Distance

Although the BER expressions are analyzed in (8) and (11),

they are very complicated to be optimized, which motivates

us to find a simple but effective approximation of Ps and

Pc. Fortunately, it is observed that Ps and Pc are related

to the Euclidean distances of the composite signals received

at the PU and SU, respectively. Since the Q-function is a

monotonically decreasing function, a larger Euclidean distance

indicates a lower BER [34]. Thus, we can obtain the upper

bound of Ps and Pc through the use of minimum Euclidean

distance, where the details can be found in Appendix A.
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Here, the minimum Euclidean distances of the composite

signals received at the PU and the SU are defined as

Dpu , min
1≤i,j≤|As|,i6=j
1≤m,k≤|Ac|

{dpu((si, cm), (sj , ck))}, (13)

and

Dsu , min
1≤m,k≤|Ac|,m 6=k

1≤i,j≤|As|

{dsu((si, cm), (sj , ck))}, (14)

respectively.

Note that for the PU, we focus on the BER performance of

decoding s. Thus, when calculating the minimum Euclidean

distance of the two constellations of the primary composite

signal, i.e., xpu(si, cm) and xpu(sj , ck) at the PU, it is required

that si 6= sj regardless of the relationship between cm and

ck. This is because for the case si = sj , even though we

make a decision of xpu(sj , ck) when the transmitted symbol is

xpu(si, cm), the decoding of the primary signal s at the PU is

still correct. Besides, from a mathematical perspective, for the

case si = sj , we have e(si → sj) = 0. In this case, according

to (8), the corresponding Q-function does not contribute to

the BER calculation. Likewise, for the secondary system, we

focus on the BER performance of decoding c, and thus we

require that cm 6= ck, i.e., m 6= k.

D. Performance Limits of Existing Modulation Scheme

Based on the above analysis framework, we can also char-

acterize the BER performance under the existing modulation

scheme, where the mapping rule between the secondary signal

and the phase-shift matrix is given by Θ(c) = cΘ2. It can

be viewed as a special case of our proposed scheme where

Θ1 = 0.

Similarly, the BER performance of the PU and the SU under

the existing scheme can be characterized by the minimum

Euclidean distance. Taking the primary system as an example,

the Euclidean distances of the primary composite signal can

be classified into three types






d1= |θH
2 Fpw|2|cm − ck|2, si = sj, cm 6= ck

d2= |hH
p w|2|si − sj |2, sicm=sjck, si 6=sj , cm 6=ck

d3=

∣
∣
∣
∣
hH
p w+θH

2 Fpw
si−sj

ck
cm

si−sj cm

∣
∣
∣
∣

2

|si−sj|2, otherwise.
(15)

where Fp , diag(gH
p )H , θH

2 is the row vector form of the

diagonal elements of Θ2.

From (15), it is observed that in the second case where

sicm = sjck, the Euclidean distance is independent of θ2.

Through this observation, we reveal two fundamental problems

under the existing modulation scheme, which are shown in the

following.

Fundamental problem 1 (Detection ambiguity): When the

direct link is severely blocked by obstacles, i.e., hp = 0, the

ambiguity problem arises [32]. In this case, we have d2 = 0
in (15). Physically speaking, the ambiguity means that there

exist two sets of optimal estimators {si, cm} and {sj , ck},
which cannot be distinguished when they satisfy the condition

sicm = sjck. Thus, the BER of the primary system Ps =

Q(
√

d2

2σ2
p
) = 0.5 since d2 = 0 when the direct link is blocked.

Fundamental problem 2 (BER error-floor): When the

direct link is much weaker than the reflecting link, the error-

floor problem arises. As we can see, given the channels and

transmit beamforming vector w, the second distance term

d2 = |hH
p w|2|si − sj |2 in (15) will become the minimum

when the number of RIS reflecting elements is large. In this

case, d2 is a fixed value regardless of how large N is. With the

increase of N , the BER will be limited by this distance term

d2 and gradually approaches to the error floor, i.e., Q(
√

d2

2σ2
p
).

Note that the two problems hold for the secondary system

as well. Here, we take the primary system as an example to

demonstrate them.

Against this background, our proposed scheme could ad-

dress the two fundamental problems due to the introduction of

the assistance beamforming matrix Θ1. On one hand, when the

direct link is blocked, the reflecting link via Θ1 can provide

a virtual direct link to address the ambiguity problem. On the

other hand, when the direct link is weaker than the reflecting

link via RIS, Θ1 can also help enhance the weak direct

link to address the error-floor problem. From a mathematical

perspective, when Θ1 is introduced, the second distance term

in (15) becomes d2 = |hH
p w+θ1Fpw|2|si− sj |2 that can be

enlarged with the increase of number of reflecting elements,

thereby addressing the two problems. With the proposed

modulation scheme, the BER of the primary and secondary

systems are dependent on the assistance and transmission

beamforming matrices, which should be jointly designed to

satisfy different performance requirements of the primary and

secondary systems, shown in the next section.

IV. PROBLEM FORMULATION

The above BER approximation in Sec. III-C provides us

with an alternative way to optimize the BER performance

via the defined minimum Euclidean distances Dpu and Dsu.

In this section, we aim to maximize the minimum Euclidean

distance of the secondary composite signal Dsu subject to the

requirement of the minimum Euclidean distance of the primary

composite signal Dpu. Here, to guarantee the performance

enhancement of the primary system as compared to the case

without RIS, the performance requirement of the primary

system can be adjusted based on the following two special

schemes.

• Scheme I (RIS is off): In this case, we have Θ = 0

and there exists the primary system only. Obviously,

the optimal transmit beamforming vector in this case

is maximum-ratio-transmission (MRT), given by wI =√
Pt

hp

‖hp‖ , where Pt denotes the maximum transmit power

at the PT. In this case, the minimum Euclidean distance

is given by

DI , min
1≤i,j≤|As|,i6=j

|hH
p wI(si − sj)|2. (16)

• Scheme II (RIS purely assists the primary system): In this

case, we have Θ = Θ1 with Θ2 = 0. This degrades

to the classical RIS-aided MISO system [35], where the
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optimal transmit beamforming vector wII and the phase

shifts ΘII can be iteratively obtained with closed-form

solutions (Iterative details can be found in [35]). In this

case, the minimum Euclidean distance is given by

DII, min
1≤i,j≤|As|

i6=j

∣
∣
(
hH
p wII+gH

p ΘIIHwII
)
(si−sj)

∣
∣
2
.

(17)

Based on the above two special schemes, the minimum Eu-

clidean distance Dpu can be varied from DI to DII by jointly

designing w, Θ1 and Θ2. Here, we introduce an assistance

factor δ ∈ [0, 1] to control the performance requirement of

the primary transmission, and then formulate the mathematical

problem as follows

P1: max
w,Θ1,Θ2

Dsu (18a)

s.t. |[Θ1+Θ2c]n,n| ≤ 1, ∀n=1, · · · , N, c ∈ Ac, (18b)

Dpu ≥ η, (18c)

‖w‖2 ≤ Pt, (18d)

(13), (14).

where η = DI+δ(DII−DI) denotes the distance requirement

controlled by δ; (18b) denotes the modulus constraint of

the phase shift associated with each reflecting element and

each c ∈ Ac. Under this constraint, the amplitude of each

diagonal element of Θ1 and Θ2 may not be unity; (18d) is

the maximum transmit power constraint.

In (18c), DII−DI denotes the maximum performance gain

that the primary system can achieve compared to the case

without RIS. If δ=1, this requires the RIS need to purely assist

the primary system without transmitting the secondary signal.

If δ = 0, this implies that when RIS transmits the secondary

signal by sharing the spectrum of the primary one, it needs

to guarantee that the primary system can benefit from such

sharing or at least does not degrade its performance.

Generally speaking, it is difficult to solve P1 due to the

following reasons. First, the modulus phase shift constraints

involve the optimization of two matrices. This form is different

from the existing phase shift constraint that only requires

optimizing one phase shift matrix [16], [19], [26]. Thus,

the conventional phase shifts optimization method cannot be

directly applied. Second, due to the non-convex objective

function and constraints, there is no standard method to obtain

the optimal solution directly.

V. PROPOSED ALGORITHMS

In this section, we aim to solve the problem P1. Although

the formulated problem is challenging to solve, the widely

used alternating optimization (AO) algorithm offers us an effi-

cient way to solve it. The basic idea is to decouple the original

problem into two sub-problems with respect to (w.r.t.) w and

{Θ1,Θ2}, which are solved iteratively until the convergence

is met.

By applying the AO algorithm, the original problem P1 can

be divided into the following two sub-problems

P1-A: max
w

Dsu (19a)

s.t. (13), (14), (18c), (18d).

and

P1-B: max
Θ1,Θ2

Dsu (20a)

s.t. (13), (14), (18b), (18c).

Here, P1-A is related to the active transmit beamforming

optimization, while P1-B is related to assistance and trans-

mission beamforming optimization. Next, we will solve the

two sub-problems, respectively.

A. Active Transmit Beamforming Optimization

Given the assistance and transmission beamforming ma-

trices Θ1 and Θ2, we aim to optimize the active transmit

beamforming vector w. To do so, we first transform the min-

imum Euclidean distance into a tractable form. Specifically,

the Euclidean distance of the primary composite signal can be

written as a function of w, given by

dpu((si, cm), (sj , ck)) = |aH
p w|2, (21)

where

ap , ((hH
p +gH

p Θ1H)(si − sj)+gH
p Θ2H(sicm−sjck))H .

Similarly, the Euclidean distance of the secondary composite

signal can be rewritten as dsu((si, cm), (sj , ck)) = |aH
s w|2,

where as , ((hH
s + gH

s Θ1H)(si − sj) + gH
s Θ2H(sicm −

sjck))
H .

Then, by denoting W = wwH and introducing an auxiliary

variable tA that is non-negative, the sub-problem P1-A can

be transformed into a rank-constrained semi-definite program-

ming (SDP) problem, given by

P1-A1: max
W ,tA

tA (22a)

s.t. Tr(W ) ≤ Pt, (22b)

Tr(WAp) ≥ η, ∀si 6= sj , (22c)

Tr(WAs) ≥ tA, ∀cm 6= ck, (22d)

W � 0, tA ≥ 0, (22e)

rank(W ) = 1, (22f)

where Ap = apa
H
p and As = asa

H
s . In P1-A1, it is observed

that the power budget constraint (22b) is active for the optimal

solution W ⋆. This can be proved by contradiction. Assume

the optimal beamforming vector is denoted as w⋆ =
√
P 0w0

where ‖w0‖ = 1 and P0 < Pt. In this case, we can always

increase the transmit power to P
′

0 that satisfies P0 < P
′

0 ≤
Pt, and obtain another beamforming vector,

√

P
′

0w0, which

leads to a larger value of objective function. However, this

contradicts the assumption where
√
P0w0 is optimal solution.

Thus, the optimal W ⋆ is obtained with Tr(W ⋆) = Pt.

For P1-A1, both the objective function and constraints

are convex except for the rank-one constraint. One common

method is to use the semi-definite relaxation (SDR) technique

to drop the rank-one constraint, followed by the Gaussian

randomization method. However, it can be similarly proved

that optimal W ⋆ to P1-A1 is of rank-one, according to the

results of [36]. Thus, the relaxation of the rank-one constraint
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is tight and there is no need to perform the Gaussian ran-

domization. After obtaining W ⋆, we can recover optimal w⋆

by directly performing singular value decomposition of W ⋆,

given by UΣUH , where U ∈ CM×M and Σ ∈ CM×M

are a unitary matrix and a diagonal matrix composed of the

singular value of W ⋆, respectively. Finally, w⋆ is obtained as

w⋆ =
√
[Σ]1,1U [:, 1], where [Σ]1,1 denotes the first diagonal

element of Σ and U [:, 1] denotes the first column of U .

B. Assistance and Transmission Beamforming Optimization

Given the transmit beamforming vector w, we next

aim to optimize the assistance and transmission beamform-

ing matrices, whose vector forms are denoted by θ1 =
[θ1,1, · · · , θ1,N ]H ∈ CN×1, θ2 = [θ2,1, · · · , θ2,N ]H ∈ CN×1.

In the following, we first combine the two optimization vari-

ables θ1 and θ2 as a single variable, and then transform it into a

quadratically constrained quadratic program (QCQP) problem

that can be solved by the well-designed SCA technique.

The phase-shift vector of RIS can be expressed as

θ , b(c)Φ, (23)

where b(c) =
(
1 c

)
∈ C1×2, Φ =

(
θH
1

θH
2

)

∈ C2×N is

the variable that combines the assistance and transmission

beamforming vectors.

Accordingly, the modulus constraints of the phase-shift

vector θ, i.e., (18b), can be rewritten as

|b(c)Φen| ≤ 1, ∀n = 1, · · · , N, c ∈ Ac, (24)

where en ∈ CN×1 is the canonical basis vector whose n-th

element is 1 while the other elements are 0. Moreover, the

composite signals at the PU and SU can be rewritten as

xpu(s, c) = hH
p ws+ sb(c)ΦFpw, (25)

xsu(s, c) = hH
s ws+ sb(c)ΦFsw. (26)

where Fp , diag(gH
p )H , Fs , diag(gH

s )H .

With the above transformations, we can recast the sub-

problem P1-B into the following P1-B1, where the optimiza-

tion variable becomes Φ

P1-B1: max
Φ

Dsu (27a)

s.t. Dpu=min{|(sib(cm)−sjb(ck))ΦFpw

+ hH
p w(si − sj)|2}, ∀si 6= sj , (27b)

Dsu=min{|(sib(cm)−sjb(ck))ΦFsw

+ hH
s w(si − sj)|2}, ∀cm 6= ck, (27c)

(18c), (24),

Next, we rewrite the Euclidean distance in P1-B1 to recast

it as a quadratic function. Let a , sib(cm)−sjb(ck), then

the Euclidean distance between the primary composite signal

xpu(si, cm) and xpu(sj , ck) is given by

dpu((si, cm), (sj , ck))

= |hH
p w(si − sj)|2 + |aΦFpw|2

+ 2ℜ{(aΦFpw)HhH
p w(si − sj)}. (28)

In (28), the term |aΦFpw|2 can be further derived as

|aΦFpw|2 = Tr(ΦHaHaΦFpWFH
p )

(a)
= vec(Φ)Hvec(aHaΦFpWFH

p )

(b)
= vHLpv (29)

where W = wwH ; (a) holds due to the fact Tr(XHY ) =
vec(X)Hvec(Y ); (b) follows from vec(XY Z) = (ZT ⊗
X)vec(Y ) and the variable definitions of v , vec(Φ) ∈
C

2N×1, Lp,(FpWFH
p )T ⊗ aHa;

With the defined v, the third term in (28) and the modulus

constraint in (24) can be derived as

2ℜ{(aΦFpw)HhH
p w(si − sj)} , 2ℜ{vHlp}, (30)

|b(c)Φen|2 , vH(ene
H
n ⊗ b(c)Hb(c))v, (31)

where lp = vec(aHhH
p WFH

p (si − sj)).
Similar to (28), (29), and (30), we can also rewrite the

Euclidean distance of the secondary composite signal as a

quadratic function of v and reformulate P1-B1 as P1-B2,

where the optimization variable now becomes v = vec(Φ),
given by

P1-B2: max
v

Dsu (32a)

s.t. Dpu=min{vHLpv + 2ℜ{vHlp}
+ |hH

p w(si − sj)|2}, ∀si 6= sj , (32b)

Dsu=min{vHLsv + 2ℜ{vHls}
+ |hH

s w(si − sj)|2}, ∀cm 6= ck, (32c)

vHQnv ≤ 1, ∀n, c (32d)

(18c),

where we have

Ls=(FsWFH
s )T ⊗ aHa, (33)

ls=vec(aHhH
s WFH

s (si − sj)), (34)

Qn = ene
H
n ⊗ b(c)Hb(c). (35)

Through our transformations, P1-B2 belongs to the class

of QCQP problems. However, it is still difficult to solve

P1-B2 due to the non-convex constraints (18c), (32d), and

objective function. To address the non-convexity, we resort

to the classical SCA technique that is commonly used to

solve the QCQP-related problems. Suppose we have a convex

quadratic function of f(v) = vHXv with X being a positive

semi-definite matrix, then the SCA technique aims to find a

surrogate function of f(v) by taking the first-order Taylor

expansion of f(v) at any feasible point. Hence, given the

point vq at the q-th iteration, the convex function f(v) can

be globally lower-bounded by

vHXv ≥ 2ℜ{vH
q Xv} − vH

q Xvq, (36)

Considering that both Lp and Ls are positive semi-definite

matrices, SCA can be applied to transform the non-convex

constraints (32b) and (32c) into linear ones. By introducing

an auxiliary variable tB that is non-negative, P1-B2 can be

transformed into P1-B3, given by

P1-B3: max
v,tB

tB (37a)
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Algorithm 1 Proposed Algorithm for Solving P1

1: Initialize w(0), Θ
(0)
1 = diag(θ

(0)
1 ), Θ

(0)
2 = diag(θ

(0)
2 ),

v0 = vec(θ
(0)
1 ; θ

(0)
2 ) and iteration number q = 0.

2: repeat

3: Given θ
(q)
1 and θ

(q)
2 , obtain w(q+1) by solving the sub-

problem P1-A1, and set D
(q)
su = tA.

4: Given w(q+1) and vq = vec(θ
(q)
1 ; θ

(q)
2 ), obtain vq+1 by

solving the sub-problem P1-B3 and set D
(q+1)
su = tB .

5: Update θ
(q+1)
1 and θ

(q+1)
2 from vq+1 and set q = q+1.

6: until The objective function D
(q)
su converges.

7: Obtain the w⋆ = w(q), Θ⋆
1 = diag(θ

(q)
1 ) and Θ⋆

2 =

diag(θ
(q)
2 ).

s.t. 2ℜ{(vH
q Lp + lHp )v} + |hH

p w(si − sj)|2

− vH
q Lpvq ≥ η, ∀si 6= sj, (37b)

2ℜ{(vH
q Ls + lHs )v}+ |hH

s w(si − sj)|2

− vH
q Lsvq ≥ tB, ∀cm 6= ck, (37c)

vHQnv ≤ 1, ∀n= 1, · · · , N, (37d)

tB ≥ 0. (37e)

In P1-B3, the constraint (37b) combines the constraints

(18c) and (32b) in P1-B2, which means that all the Euclidean

distances of the primary composite signal should be larger than

the distance requirement controlled by the assistance factor δ.

Similarly, the constraint (37c) means that all the Euclidean

distances of the secondary composite signal should be larger

than tB and our objective is to maximize tB . Then, P1-B3

is a convex problem and thus can be efficiently solved by

CVX [37]. For convenience, the overall algorithm for solving

P1 is summarized in Algorithm 1.

VI. LOW-COMPLEXITY ASSISTANCE AND TRANSMISSION

BEAMFORMING DESIGN

In the previous section, we have proposed algorithms to

solve the formulated problem P1. To draw more insights and

reduce the complexity, in this section, we propose a low-

complexity assistance-transmission beamforming structure and

analyze how to allocate the energy for assistance and trans-

mission beamforming matrices under the modulus constraints.

For simplicity, we consider the scenario of a single-antenna

PT. In this case, the channel coefficients of the PT-RIS link,

the PT-PU link, and the PT-SU link become h, hp, hs,

respectively. Recall that we have denoted the vector forms

of the assistance and transmission beamforming matrices by

θ1 = [θ1,1, · · · , θ1,N ]H , θ2 = [θ2,1, · · · , θ2,N ]H in Sec. V.

Then, we have gH
p Θih = θH

i fp and gH
s Θih = θH

i fs,

∀i = 1, 2. Here, we let fp = diag(gH
p )h and fs = diag(gH

s )h
be the primary and secondary reflecting channels, which refer

to the PT-RIS-PU link and the PT-RIS-SU link, respectively.

A. Proposed Assistance-Transmission Beamforming Structure

Besides the assistance beamforming vector θ1 can directly

provide assistance for the primary system, the transmission

beamforming vector θ2 can help enhance the primary system

under the condition that the secondary signal can be decoded

at the PU. Therefore, joint decoding is adopted at the PU

to guarantee a better performance of the primary system.

However, doing so will change the original receiver of the

PU that only needs to decode the primary signal, and thus

increases the decoding complexity at the PU.

To preserve the assistance capability of RIS while elimi-

nating the effect of secondary transmission on the primary

system, we propose a low-complexity assistance-transmission

beamforming structure by borrowing the idea from the clas-

sical MRT and ZF beamforming techniques. Specifically, the

assistance beamforming vector is designed as the MRT of the

primary reflecting channel, while the transmission beamform-

ing vector is designed by projecting the secondary reflecting

channel onto the null space of the primary reflecting channel.

By doing so, the primary system can still obtain assistance

from the RIS while there is no need to decode the secondary

signal at the PU.

However, due to the modulus constraints of RIS phase shifts,

the above MRT and ZF operations need some modifications.

The details are demonstrated in the following three steps.

1) Step 1 (MRT of θ1 for Assistance): We let the basis

vector of θ1 be θp. As θp is used to assist the primary system,

it can be obtained by solving the following problem.

P-MRT: max
θp

|hp + θH
p fp|2 (38a)

s.t. |θp,n| = 1, ∀n = 1, · · · , N. (38b)

Such a problem has been studied in [35], in which the

optimal solution of θp is given by

θp =
[

e(∠(hp)−∠(fp,1)), · · · , e(∠(hp)−∠(fp,N ))
]H

. (39)

The above solution suggests that the phase shifts of θ1

should be designed such that the signal going through the

primary reflecting channel via θp and the primary direct link

channel hp can be coherently combined at the PU.

2) Step 2 (ZF of θ2 for Transmission): Let the basis vector

of θ2 be θ⊥
s . As for θ⊥

s , it should be designed to enhance

the secondary reflecting channel while suppressing its impact

on the primary reflecting channel, which can be obtained by

solving the following problem.

P-ZF: max
θ⊥
s

|(θ⊥
s )

Hfs|2 (40a)

s.t. (θ⊥
s )

Hfp = 0, (40b)

|θ⊥s,n| = 1, ∀n = 1, · · · , N. (40c)

The problem P-ZF is non-convex and thus difficult to be

solved. To address this problem, we first examine its feasibility

to see whether the constraint (40b) can be satisfied under (40c),

which is shown in the following Lemma.

Lemma 1. (Feasibility of problem P-ZF) P-ZF is feasible if

and only if the following condition is satisfied

2‖fp‖∞ ≤ ‖fp‖1, (41)

where ‖fp‖∞ = max
n=1,··· ,N

{|fp,n|}, ‖fp‖1 =
∑N

n=1 |fp,n|, and

fp,n denotes the n-th element of fp.
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Proof: The proof is similar to [38, Theorem 1 and

Corollary 1], which is thus omitted here for brevity.

Lemma 1 shows that the condition in (41) can be sim-

plified as |fp,m| ≤
∑N

n6=m |fp,n|, provided that |fp,m| =
max

n=1,··· ,N
{|fp,n|}. This implies that the maximum of fp should

not be so dominant over the other elements of fp. Otherwise,

even though the remaining elements achieve a coherent com-

bination with the same phase by adjusting θ⊥
s , the combined

result is still smaller than the amplitude of the maximum

|fp,m|, which cannot achieve ZF for (θ⊥
s )

Hfp = 0.

After checking the feasibility, we next use the alternating

projection method [39] to obtain a suboptimal solution, whose

idea is to alternatively project an initial solution onto the

sets specified by the constraints. Specifically, (40b) and (40c)

specify two sets of constraints, respectively, given by

S1 = {θ⊥
s : (θ⊥

s )
Hfp = 0} (42)

S2 = {θ⊥
s : |θ⊥s,n| = 1, ∀n = 1, · · · , N} (43)

Then, we choose the initial input θ⊥
s

(0)
as fs, which could

maximize the objective function |(θ⊥
s )

Hfs|2. With θ⊥
s

(0)
, we

can alternately project it onto these two sets S1 and S2, which

are given by the following closed-form expressions in the q-th

iteration.

θ⊥
s

(q)
= ProjS1

θ⊥
s

(q−1)

= Zpθ
⊥
s

(q−1)
= θ⊥

s

(q−1) −
fpf

H
p θ⊥

s

(q−1)

‖fp‖2
, (44)

θ⊥
s

(q+1)
= ProjS2

θ⊥
s

(q)
= θ⊥

s

(q)
/|θ⊥

s

(q)|, (45)

where Zp denotes the projection operator that projects the

signals into the space orthogonal to fp, given by

Zp = I − fp(f
H
p fp)

−1fH
p , (46)

Through the above iterations in (44) and (45), θ⊥
s is

guaranteed to converge to a locally (globally) optimal point,

for which the convergence analysis can be found in [39].

3) Step 3 (Weighted MRT and ZF-based Beamforming

Structure): With the obtained basis vectors θp and θ⊥
s , the pro-

posed assistance-transmission beamforming structure is given

by

θ = θ1 + cθ2 = αθp + βcθ⊥
s , (47)

where we let θ1 = αθp, θ2 = βθ⊥
s with α and β being

two complex weighted parameters, and c being the secondary

signal transmitted at the RIS.

B. Parameter Optimization of Proposed Assistance-

Transmission Beamforming Structure

Under the proposed structure (47), phase-shift vector θ is

designed to lie in the subspace spanned by the two basis

vectors θp and θ⊥
s . Besides, such a design enables us to

optimize the two parameters α and β only, which thus reduces

the complexity significantly as compared to optimizing the θ1

and θ2 directly. To do so, we formulate a new problem P2

with reference to P1, given by

P2: max
α,β

Dsu (48a)

s.t.
∣
∣[αθp + βcθ⊥

s ]n
∣
∣ ≤ 1, ∀c ∈ Ac, n, (48b)

Dpu ≥ η, (48c)

(13), (14).

Plugging (47) into (13) and (14), we can obtain the cor-

responding minimum Euclidean distances of the primary and

secondary composite signals Dpu and Dsu, and further obtain

the closed-form solutions of α and β, which will be presented

subsequently.

1) Optimization of α: First, we show the feasible region of

P2, given by the following Proposition.

Proposition 1. By solving the inequality of (48c), we can get

the feasible region of α, given by

α ≥ α0 =
√

t2 + 2δt+ δ − t, (49)

where δ is the assistance factor and t is defined as the

channel strength radio of the primary direct link to the primary

reflecting link, given by

t ,
|hp|

∑N
n=1 |fp,n|

. (50)

Proposition 1 gives the minimum α that could satisfy the

requirement of the primary system. Obviously, considering the

modulus constraint (48b), the optimal α⋆ is obtained when the

constraint (49) is active since all the remaining energy can

be assigned for the transmission beamforming vector βθ⊥
s to

maximize the performance of the secondary system in this

case.

Proposition 1 shows the following insights. The optimal α⋆

depends on the assistance factor δ, and the channel strength

ratio t. On one hand, for a fixed t, when δ = 0, we have

α⋆ = 0. While δ = 1, it requires RIS to purely assist the

primary system, and α⋆ = 1 holds. On the other hand, for a

fixed δ, when t = 0, i.e., the direct link is blocked, we have

α⋆ =
√
δ. While t goes to infinity, we have α⋆ = δ according

to (49) since
√
t2 + 2δt+ δ approaches t+δ via second-order

Taylor series expansion
√
1 + x = 1 + 1

2x− 1
8x

2 +O(x2).
2) Optimization of β: Given the optimized α, we next

optimize β, which is denoted by β = |β|eφ. Considering the

modulus constraints, the modulus of β can be determined as

1 − |α⋆|. Then, we need to determine the phase of β. To do

so, we first analyze the Euclidean distance of the secondary

system, which is given by

Dsu=







|θH
2 fs|2|cm − ck|2, si = sj , cm 6= ck,

|hs+θH
1 fs|2|si − sj |2, sicm=sjck, si 6=sj, cm 6=ck

∣
∣
∣
∣
hs+θH

1 fs+θH
2 fs

si−sj ck
cm

si−sj cm

∣
∣
∣
∣

2

|si−sj|2, otherwise.

(51)

According to the optimization of α, we have θ1 = α⋆θp,

θ2 = (1 − |α⋆|)eφθ⊥
s . In this case, we see that the first and

the second terms of Dsu remain unchanged regardless of the

phase of β. Therefore, the phase of β can be determined by

the third term of (51), given by

φ⋆ = arg max
φ∈[0,2π)

Dsu(φ), (52)
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Fig. 2: Convergence behaviour for solving P1.

where Dsu(φ) = |hs + α⋆θpfs + (1 −
|α⋆|)eφθ⊥

s fs
si−sj

ck
cm

si−sj
|2|si− sj |2, ∀cm 6= ck, si 6= sj, sicm 6=

sjck.

VII. SIMULATION RESULTS

In this section, simulation results are presented to validate

the effectiveness of our proposed modulation scheme. Assume

the primary and secondary signals adopt QPSK and BPSK as

an example. The large-scale path loss of channels is modeled

as PL(d, ξ) = 10−3d−ξ , where d denotes the distance and

ξ denotes the path loss exponent. Besides, the small-scale

fading of channels is assumed to follow Rayleigh distribution.

The coordinates of PT, ST (RIS), PU, and SU are set to

xPT = (0, 0), xST = (0, 30m), xPU = (1000m, 0), and

xSU=(990m, 100m). Then, the distances of the channels hp,

hs, H , gp, and gs can be calculated and whose path loss

exponents are set to 2.9, 2.8, 2.1, 2.3, and 2.2, respectively.

The maximum transmit power is set to Pt=30 dBm, and the

noise power at the PU and SU are set to σ2
p=σ2

s = −100 dBm.

For comparison, we use the conventional modulation scheme

used in [16], [19], [26] as a benchmark where the phase-shift

matrix is set as Θ(c) = cΘ2 with Θ1 = 0.

A. Validity of the Proposed Algorithms for P1

First, we plot the convergence behavior of our proposed

algorithm for solving P1. As shown in Fig. 2, it is observed

that our proposed algorithm could quickly converge within

around 10 iterations, which validates the effectiveness of

the proposed algorithm. Moreover, with the increase of M
(number of transmit antennas) or N (number of reflecting

elements), the objective function of P1, i.e., the minimum

Euclidean distance of the secondary composite signal, achieves

a higher value due to the increased active/passive beamforming

gain.

Next, in Fig. 3, we plot the BERs of primary and secondary

systems, i.e., Ps and Pc, versus the assistance factor δ by

using the optimized assistance and transmission beamforming

matrices from P1. From Fig. 3(a), with the increase of δ,

Ps decreases while Pc increases. This is because a higher

assistance factor requires a larger Θ1 to assist the primary

system. In this case, due to the modulus constraint (18b),

there is only less space left for Θ2 to transmit the secondary
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Fig. 3: BER performance of primary and secondary systems, Ps

and Pc, versus the assistance factor, δ.

signal. Therefore, an interesting tradeoff between Ps and Pc is

observed by adjusting the assistance factor δ and our proposed

modulation scheme can strike a flexible balance between the

BER of primary and secondary systems. In practice, δ can be

determined according to the performance requirement of the

primary system. In addition, by varying δ from 0 to 1, Ps is

bounded between the BER performance under the two special

RIS design schemes given by (16) and (17). When we look at

Fig. 3(b) that doubles N as compared to Fig. 3(a), a similar

tradeoff phenomenon can be observed. The difference is that

the BER curves of the primary and secondary systems have

an intersection point in Fig. 3(b). This is because increasing

N helps decrease the BER of the secondary system for the

same δ. Moreover, if we focus on the overall performance of

Ps and Pc, the intersection point would be the best to achieve

the lowest BER for Ps + Pc.

Additionally, in Fig. 4, we compare the feasible probability

for solving P1 versus the assistance factor δ under different

RIS design schemes. Here, the feasibility of P1 lies in whether

the performance requirement of the primary system, i.e., (18c),

can be satisfied or not. For the proposed RIS design scheme

in (1), no matter how large the δ is, one can observe that the

problem P1 can be successfully solved with a high probability

close to 1, which means that the proposed RIS design can

satisfy higher performance requirement of the primary system.

However, for the conventional scheme, P1 is feasible only

when δ is very small. As for a large δ, P1 is infeasible and
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Fig. 4: Feasible probability for solving P1 versus the assistance
factor, δ, under different RIS design schemes.

thus cannot satisfy the requirement of the primary system.

This is because the conventional scheme, i.e., Θ(c) = cΘ2,

focuses on the information transmission for the secondary

system, which could only provide limited assistance for the

primary system. This motivates us to further investigate how

much performance gain the conventional RIS design can offer

to the primary system, which is studied in Fig. 5.

B. Impact of Number of Reflecting Elements on the BER

Performance

In Fig. 5, we study the impact of N on the BER perfor-

mance. To clearly show the BER error-floor problem of the

conventional RIS design scheme, we focus on the performance

of the primary system and fix the transmit beamforming

vector as w =
√
Pt

hp

‖hp‖ . Here, the phase shifts can be

determined by maximizing the minimum Euclidean distance

of the primary composite signal, which is given by θn =

e(
π
4
+∠(hH

p w)−∠(diag(gH
p )Hw)n), ∀n = 1, · · · , N , and the no-

tation (x)n denotes the n-th element of x. From Fig. 5(a),

we see that for the conventional RIS design scheme, with the

increase of N , the BER of the primary system first increases

and then decreases, and finally converges to a fixed value

irrespective of N . Therefore, a BER error-floor phenomenon is

observed, which validates the effectiveness of the analysis in

Sec. III-D. This is because under the conventional RIS design

scheme, the minimum Euclidean distance of the primary

composite signal becomes d3(N) =
√
2|hH

p w + gH
p Θ2Hw|

in (15) when 0 ≤ N ≤ 120, which first decreases and then

increases by increasing N . In this process, d3(N) achieves its

minimum when N = 60, which corresponds to the worst BER

Q(µ|hH
p w|) where µ =

√
Pt

2σ2
p

. In cases N is large enough,

the minimum Euclidean distance of the primary composite

signal becomes d2(N) = 2|hpw| for a large N . In this case,

the BER converges to Q(2µ|hpw|), which implies that the

BER of the primary transmission is limited by the strength of

the equivalent direct link hpw regardless of N . Overall, the

conventional RIS design scheme could only achieve marginal

performance gain as compared to the case without RIS. By

adopting our proposed modulation scheme, the BER error-

floor problem can be readily addressed due to the introduction

of the assistance beamforming matrix Θ1. In this case, the
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Fig. 5: BER performance of the primary system, Ps, versus the
number of reflecting elements, N

equivalent direct link becomes hpw+ gH
p Θ1Hw, which can

be enhanced with the increase of N .

Furthermore, considering the direct link is blocked, we plot

the BER of the primary system in Fig. 5(b). It is observed that

when the direct link is absent, the BER of the primary system

is always 0.5 regardless of the transmit power. This is due to

the detection ambiguity when the direct link is blocked, which

verifies the analysis in Sec. III-D. Moreover, we can see for a

large δ, the BER performance of the primary system becomes

better due to a higher performance requirement.

C. Validity of BER Analysis and Proposed Low-Complexity

Assistance-Transmission Beamforming Design

In Fig. 6 and Fig. 7, we plot the BER of the secondary

system versus the transmit power under different N . Note that

the analytical results are plotted by using the union bound

shown in (8) and (11), while the simulation results are plotted

by using the Monte Carlo method. It can be seen that the union

bound is an upper bound of the exact BER, which performs

close to the simulation results in the high SNR regime [34].

This validates the effectiveness of our BER analysis. Moreover,

it is observed that with the increase of N , a better BER

performance for the primary and secondary systems can be

achieved due to the larger passive beamforming gain.

In Fig. 8, we evaluate the performance of the proposed

MRT-ZF assistance-transmission beamforming structure and
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Fig. 6: BER performance of the primary system, Ps, versus the
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Fig. 7: BER performance of the secondary system, Pc, versus the
transmit power, with the assistance factor being δ = 0.5.

focus on the energy allocated to α and β. It is observed

that with the increase of δ, the BER of the secondary system

decreases accordingly. For ease of understanding, we calculate

the values of α and β for a given δ based on (49). We can see

that a higher δ requires a larger |α| to assist the primary sys-

tem, while only a smaller |β| is left for the secondary system

due to the modulus constraints. This phenomenon validates the

effectiveness of the proposed MRT-ZF assistance-transmission

beamforming structure and clearly demonstrates the energy

allocation for α and β under different δ, which provides useful

guidance on the assistance-transmission beamforming design.

Finally, in Fig. 9, we plot the energy allocated for α and

β versus the number of reflecting elements N . For the case

of δ = 0.4, with the increase of N , it is observed that |α|
first increases from δ and then converges to a value of

√
δ.

Conversely, |β| first decreases from 1−δ and then converges to

a values of 1−
√
δ. This is because increasing N will decrease

the value of channel strength ratio t defined in (50). When N
is very large, t goes to zero. In this case, |α| converges to√
δ based on (50). Moreover, a similar phenomenon can be

observed in the case of δ = 0.8. On the other hand, for a

fixed number of reflecting elements N , it can be seen that the

allocated energy for |α| under δ = 0.8 is larger than that under

δ = 0.4, which is expected since a higher δ needs a larger α
for assisting the primary system.
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VIII. CONCLUSION

In this paper, we have proposed a novel over-the-air mod-

ulation scheme for RIS-assisted SR, which divides the RIS

phase-shift matrix into two parts, where one is the assistance

beamforming matrix used for assisting the primary system and

the other is the transmission beamforming matrix used for

transmitting the secondary signal. To optimize the assistance

and transmission beamforming matrices, we have introduced

an assistance factor and then formulated a problem to minimize

the BER of the secondary system while guaranteeing that the

BER performance of the primary system is higher than the

performance requirement controlled by the assistance factor.

By solving the problem, simulation results have shown that our

proposed RIS design scheme could strike a balance between

the performance of the primary and secondary systems under

different assistance factors.

APPENDIX A

According to [34], the BER of decoding s at the PU can

upper-bounded by

Ps =

|As|∑

i=1

|Ac|∑

m=1

|As|∑

j=1,j 6=i

|Ac|∑

k=1

Q
(√

Ptdp((si, cm), (sj , ck))

2σ2
p

)

× 1

|As||Ac|
e(si → sj)

log2(|As|)
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(a)

≤ (|As| − 1)|Ac|Q
(√

PtDp

2σ2
p

)

(b)

≤ 1

2
(|As| − 1)|Ac|e

−PtDp

4σ2
p , (53)

where (a) holds since Q-function is a decreasing function and

we scale all the Hamming distances e(si→ sj) to its maxi-

mum, i.e., log2(As); (b) follows from the fact Q(t) ≤ 1
2e

− 1
2
t2 ;

Dp denotes the minimum Euclidean distance of the primary

composite signal, which is defined in (13).

Similarly, the upper bound of Pc at the SU is derived as

Pc ≤
1

2
|As|(|Ac| − 1)e

−PtDs

4σ2
s . (54)

In (54), Ds denotes the minimum Euclidean distance of the

secondary composite signal, which is defined in (14).
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