arXiv:2404.17107v1 [eess AS] 26 Apr 2024

Exploring Pre-trained General-purpose Audio
Representations for Heart Murmur Detection

Daisuke Niizumi, Daiki Takeuchi, Yasunori Ohishi, Member, IEEE,
Noboru Harada, Senior Member, IEEE, and Kunio Kashino, Senior Member, IEEE

Abstract—To reduce the need for skilled clinicians in heart
sound interpretation, recent studies on automating cardiac aus-
cultation have explored deep learning approaches. However,
despite the demands for large data for deep learning, the size of
the heart sound datasets is limited, and no pre-trained model is
available. On the contrary, many pre-trained models for general
audio tasks are available as general-purpose audio represen-
tations. This study explores the potential of general-purpose
audio representations pre-trained on large-scale datasets for
transfer learning in heart murmur detection. Experiments on the
CirCor DigiScope heart sound dataset show that the recent self-
supervised learning Masked Modeling Duo (M2D) outperforms
previous methods with the results of a weighted accuracy of 0.832
and an unweighted average recall of 0.713. Experiments further
confirm improved performance by ensembling M2D with other
models. These results demonstrate the effectiveness of general-
purpose audio representation in processing heart sounds and
open the way for further application:

Index Terms—cardiac auscultation, heart murmur detection,
general-purpose audio representation, transfer learning

I. INTRODUCTION

Heart sound auscultation is an accessible diagnostic screen-
ing tool for identifying heart murmurs. However, interpreting
heart sounds requires a skilled clinician, and automated al-
gorithmic approaches are thus being explored to reduce the
burden of training professionals [1]], [2]. In the 2022 George
B. Moody PhysioNet Challenge [3|], [4]], which encouraged de-
velopments for detecting heart murmurs and abnormal cardiac
function, many proposals took deep learning approaches.

Deep learning models generally require a large amount of
data for training; however, the size of the heart sound dataset
is limited. Although the CirCor DigiScope dataset [S]] used
in the challenge is the largest heart sound dataset, it contains
only 3,163 publicly available recordings and is thus considered
undersized for applying deep learning, especially for modern
transformer models.

Transfer learning is the common approach for applying
deep learning to such a small dataset. In transfer learning, a
large-scale dataset close to the application domain is used to
pre-train models to obtain effective representations, and then
the pre-trained models are transferred to the application task.
Previous studies have evaluated existing pre-trained models,
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TABLE I
EXPLORED GENERAL-PURPOSE AUDIO REPRESENTATIONS
AND THEIR TRAINING SETTINGS

CNN14 [6] BYOL-A [7] AST [8] M2D [9]
(i) Model/pre-training configurations
Architecture CNN Transformer
Pre-training SL SSL SL SSL
Parameters 79.9M 5.3M 87.3M 85.4M
Feature dimensions 2,048-d 2,048-d 768-d 3,840-d

(ii) Training settings for fine-tuning on the CirCor DigiScope dataset
Learning rate .001 0.001 0.00003 0.00025
Batch size 256 256 64 32
SpecAugment? [10] 20/200 20/50 40/100 0/0

T Supervised learning (SL) or self-supervised learning (SSL).
¥ Parameters for frequency and time masking each.

including those from the image domain [11]], [[12]]. However,
recent studies, such as those represented at the abovemen-
tioned challenge, have rarely used transfer learning.

On the other hand, many pre-trained models have recently
been proposed as general-purpose audio representations [7]],
[9]I, [13]. They are self-supervised learning models typically
pre-trained on AudioSet [14], a large-scale dataset of YouTube
video sounds, and have shown effectiveness on diverse tasks,
including environmental sounds, speech, and music. In addi-
tion, various supervised learning models pre-trained on Au-
dioSet have also shown effectiveness on various tasks [0,
[8]l, and they can also be considered implicit general-purpose
audio representations. However, the effectiveness of these
representations with heart sounds has yet to be evaluated.

This study explores the effectiveness of general-purpose
audio representations for heart sounds. We use the heart
murmur detection task from the 2022 PhysioNet Challenge
because, while previous studies have not compared results
with state-of-the-art (SOTA) performance such as [11]], SOTA
results are available with this task [[15]], which allows us to
assess the top performances. For the general-purpose audio
representations, we evaluate SOTA pre-trained models listed
in Table [[] chosen for the diversity of learning methods and
model architectures.

Experimental results show that the latest general-purpose
audio representation, Masked Modeling Duo (M2D) [9], out-
performed the SOTA results. Other models also showed dif-
ferent trends in class detection performance from M2D, and
ensembling them showed even higher performance. These
results confirm the effectiveness of general-purpose audio
representation for processing heart sounds.
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The contributions of this paper include 1) introducing
general-purpose audio representations to the heart murmur
detection task and demonstrating their effectiveness compared
to SOTA, 2) showing that the representations have different
performance trends and that combining them is effective in
improving performance, and 3) making our code available
online for future research.

II. EXPERIMENT

We evaluated the performance of major general-purpose
audio representations and compared them to previous methods
(Section [[I-B)), performed ensembling to investigate the poten-
tial for further performance gain (Section [[I-C)), and conducted
ablation studies (Section [[I-D). For generalizability, we set
up our experiments so that they follow conventional practices
when solving typical audio tasks with pre-trained models, such
as training with learning rate scheduling.

A. Experimental Setup

We made all experimental setups, such as tasks and evalua-
tion metrics, based on Panah et al. [15]] to enable comparisons
with previous studies. We used the murmur detection task of
the George B. Moody PhysioNet Challenge 2022 [3] with the
CirCor DigiScope heart sound dataset [5]], which is a three-
class classification of cardiac murmur: Present, Absent, and
Unknown (undefinable).

Audio representations. We chose PANNs CNNI14 [6],
BYOL-A [7], [16]l, AST [8], and M2D [9] for diversity.
While these models have been commonly pre-trained on
AudioSet [[14], they differ in learning methods and network
architecture; PANNS pre-trained a CNN by supervised learning
(SL), BYOL-A pre-trained a CNN by self-supervised learning
(SSL), AST pre-trained a transformer by SL, and M2D pre-
trained a transformer by SSL. Table [[(i) shows the details of
each model. We used the publicly available code and pre-
trained weights of these models.

Pre-training dataset. AudioSet [14] is a dataset of ap-
proximately 2.1M samples (approximately 5,800 h) with a
10-s duration and consists of 527 class labels. The number
of samples used to pre-train each model varies because the
available YouTube videos differ among research environments.
For example, PANNs CNN14 used 1,934,187 samples, while
M2D used 2,005,132. For pre-training, S models (CNN14
and AST) used both audio waveforms and labels, while SSL
models (BYOL-A and M2D) only used audio waveforms.
Task dataset. We used the publicly available subset of the
dataset containing samples of 963 patients from the CirCor
DigiScope dataset. The data consists of samples for classes
Present/Absent/Unknown of 179/695/68; it is imbalanced.
Each sample consists of multiple recordings of variable-
length audio, and there are 3,163 recordings in total. The
data were split with stratification by class labels into train-
ing/validation/test sets with a proportion of 65:10:25 as in
[15]. We prepared three splits with different random seeds,
evaluated models on these splits independently, and averaged
the results as final results.
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Fig. 1. Network architecture. The pre-trained model fy is used as the feature
extractor, and the output of the linear layer is the prediction result. The weights
0 of the fy are initialized with pre-trained weight parameters, and all network
layer parameters, including 6, are trained in a fine-tuning fashion.

The dataset also comes with socio-demographic data, but we
used only the audio data and the corresponding class labels.
Metrics. We use weighted accuracy (W.acc) [3[], [17] and
unweighted average recall (UAR) [11], [[18] evaluation metrics.
W.acc is a metric weighted to the classes Present and Absence:

W.acc = (5¢p + 3¢y + ¢a)/(5tp + 3ty + ta), (1)

where ¢; and ¢; for i € {p(resent), u(nknown), a(bsent)} are
the number of correct results and true labels, respectively. UAR
is a metric that reflects performance balance among classes,
and it becomes low when the recall performance of some
classes is low:

UAR =1/N. > | i @

T
ie{p,u,a}
where r; is recall, and IV, is the number of classes, i.e., three.
Network architecture. We employed the same network
architecture as in [7]], [9] as illustrated in Fig. m which was
used for evaluating models on the general audio tasks. The
network uses a pre-trained model as a feature extractor and
adds a batch normalization layer and a linear layer on top of
the pre-trained model. We train all network parameters.
Training and test details. We set the network with one of
the pre-trained models as a feature extractor and trained it.
After the training phase, we tested the best checkpoints on the
validation set during the training to obtain the test results for
the model. We used the final evaluation result of the average
of 15 experiments per model (five experiments for each of the
three data splits). All recordings were converted to a sampling
rate of 16 kHz to match the model input in advance. We
uniformly provided a 5-s fixed-length audio input to the model
for simplicity.

For the training phase, we implemented the code based on
the evaluation package EVARH The training/validation audio
used for training was split every 5 s with a 2.5-s stride
as in [15]. We used AdamW as an optimizer and trained
for 50 epochs. We set the loss weights for cross-entropy
loss according to sample proportions per class to deal with
data imbalance. The learning rate was scheduled by cosine
annealing with five epochs of warm-up, and SpecAugment
[10] was used for data augmentation. The hyperparameters
searched for each model are shown in Table [I{(ii).

For the test phase, we extended the cod from [17] to
calculate UAR. We split each recording into 5-s segments
without overlap, fed them to the model to get the logits
for each 5-s segment, calculated the average logit, and then

Zhttps://github.com/nttcslab/eval-audio-repr
3https://github.com/Benjamin- Walker/heart- murmur-detection
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TABLE II
COMPARISON WITH PREVIOUS METHODS
Recall

Model W.acc UAR  Present Unknown  Absent
Previous studies

Panah et al. [15] 0.80 0.70 0.86 0.41 0.83
CUED_Acoustics [19] 0.80 0.68 0.93 0.34 0.78
Pre-trained general-purpose audio representations

CNN14 0.582  0.548 0.750 0.506 0.388
BYOL-A 0.556  0.556 0.590 0.573 0.507
AST 0.654 0.672 0.744 0.769 0.505
M2D 0.832 0.713 0.911 0.361 0.868

obtained the per-recording results using the softmax function.
To enable direct comparison with previous studies, we em-
ployed the same heuristic label decision rule as in [[15]], [17]
to determine the per-patient results using the per-recording
results: The prediction result is Present if any recording is
classified as Present, or Unknown if any recording is classified
as Unknown; otherwise, it is classified as Absent.

B. Results: Comparison with Previous Studies

Table [[I| compares the results with previous studies and
shows that M2D, the recent model, outperforms previous re-
sults. M2D pre-trains a representation by SSL using a masked
prediction task, an effective task for learning useful represen-
tations, which is especially popular in the natural language
and image domains. The results show that the representation
is also effective in heart murmur detection.

Notably, the experiments achieved high performance by
simply using common data augmentation and learning tech-
niques and solving the task in the same way as general audio
tasks. Prior work [15] used wav2vec 2.0 [20] to pre-train
on the CirCor DigiScope dataset by masked prediction-based
SSL, and [[19] adapted a hidden semi-Markov model for heart
murmur detection. In contrast, as shown by the results in
Table [lIl M2D outperforms the previous studies, even without
requiring the domain techniques used in those studies.

We observe several performance trends when focusing on
the class-specific recall performance of each model. In the Un-
known class, the performance of M2D is inferior compared to
other models. Conversely, M2D exhibits superior performance
in the Absent class, while other models show lower perfor-
mance. The possible explanation for these differences could
be the data augmentation, which M2D does not use, whereas
the others do. While models other than M2D underperform
the W.acc and UAR results compared to the previous methods,
their performance trends suggest that an ensemble of M2D and
other models could enhance overall performance.

CNN pre-trained models (CNN14 and BYOL-A) perform
poorly compared to previous studies, while transformer-based
models (AST and M2D) show high performance. The previous
study [15] also achieved high performance by applying the
transformer-based speech model wav2vec 2.0 [20], suggesting
that a transformer is advantageous for the task. Since a CNN is
generally good at handling local features, while a transformer
is good at handling global relationships of the entire input

TABLE III
ENSEMBLE RESULTS OF TWO MODELS

Recall
Ensemble W.acc UAR  Present Unknown  Absent
CNN14+M2D 0.829 0.719 0.898 0.391 0.868
BYOL-A+M2D  0.817 0.721 0.870 0.432 0.862
AST+M2D 0.832 0.733 0.899 0.438 0.862

Underlined results are equal to or better than M2D results in Table

sequence [21]], the task may require better handling of global
relationships.

Comparing AST and M2D, which share a very close trans-
former architecture, M2D is an SSL that does not rely on
labels, while AST learns AudioSet’s labels. The results suggest
that the task differs from the classification task of AudioSet;
thus, AST representation is not effective enough, and the M2D
representation is effective thanks to the pre-training by a task-
agnostic SSL.

C. Results: Ensemble of Models

We conducted experiments to explore the possibility of
improving performance by ensembling the predictions of mul-
tiple models. For simplicity, we experimented with ensembles
of two models, with M2D fixed as one of them. We used the
predictions of each model for each recording obtained from the
experiments in Section Then, we obtained the prediction
results using the average class probability of the predictions of
each model we ensembled. To obtain the ensembled prediction
for each recording, we averaged a total of 25 predictions,
which are all combinations of five predictions for each of the
two models from the ensemble.

The results in Table [LIIl show that the AST+M2D ensemble
can improve the detection of Unkown and, consequently,
the overall metrics W.acc and UAR. The CNN14+M2D and
BYOL-A+M2D results show that they can improve the Un-
kown detection performance, although the overall performance
is slightly degraded. These results indicate that higher perfor-
mance can be achieved by combining models, such as M2D,
which has better overall performance, and other models, which
have strong Unkown performance.

D. Ablation Study

We conducted experiments as an ablation study without
using the label decision rule, without the data augmentation,
and without pre-training M2D to investigate the contribution
of each to the final performance.

Without using the label decision rule, we calculated the
average prediction probabilities for multiple recordings of a
given patient and then used them as the prediction result
for that patient. In the results shown in Table a), the
performance of Present dropped while that of Absent improved
for all models; these results reflected the non-use of the label
decision rule where the prediction for a patient is Present if
there is even one recording with the highest probability of
Present. However, the performance of W.acc and UAR became
higher for all models except M2D, indicating that these models
perform well as they are without the heuristic rule, and the



TABLE IV
ABLATION STUDY RESULTS
Recall
Model W.acc UAR  Present Unknown  Absent
(a) Without using the label decision rule [|15]
CNN14 0.6117  0.60417  0.544] 0.5531  0.7151
BYOL-A 0.569T  0.5981T  0.409] 0.6271  0.7591
AST 0.6731  0.7057  0.579]) 0.769 0.7661
M2D 0.796) 0.684)  0.794] 0.3184  0.9401
1/ | show the difference from Table
(b) Without using the data augmentation (SpecAugment)
CNN14 (no aug.) 0.374 0.374 0.550 0.447 0.126
BYOL-A (no aug.) 0.536 0.524 0.630 0.522 0.420
AST (no aug.) 0.670 0.617 0.772 0.490 0.590
(c) Using random initial weights (no pre-training)
M2D (random) 0.595 0.536 0.547 0.325 0.737

final patient’s results should be averaged directly from the
model’s predictions.

Notably, M2D, the only one achieving SOTA performance
among the models, decreased the overall performance without
the rule, indicating that M2D had a class recall performance
balance similar to the previous methods.

As shown in Table [[V[b), the overall performance deteri-
orated without data augmentation (SpecAugment), indicating
that data augmentation plays a significant role in improving
performance in this case of the small number of data in
the task. The exception is M2D, with which preliminary
experiments have shown that SpecAugment cannot improve
performance. This may also indicate that M2D had pre-trained
a representation directly applicable to the task. Overall, the
need for data augmentation also depends on the model used.

The case without pre-training was experimented with M2D,
and the results are shown in Table c). In this case, the
transformer weights of M2D were randomly initialized and
trained from scratch. The results shown in the table are very
poor compared to those in Table confirming that pre-
training useful representations is essential.

III. CONCLUSION

This study investigated the effectiveness of general-purpose
audio representation in the heart murmur detection problem.
Among the representations pre-trained on a large general
audio dataset, the recent self-supervised learning model M2D
outperformed the previous studies, while the other models
showed remarkable performance in detecting one of the
classes, Unknown, for which M2D performance suffered. The
ensemble of these models showed even better performance,
indicating further potential for performance contribution. Our
results demonstrate that the pre-trained general-purpose audio
models are effective even without domain-specific adaptation.
Furthermore, these results also show that the pre-training on
a large dataset is also vital in this domain, the same as in the
other domains, such as speech, opening the door for further
advancements. Our code is available onlind]
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