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ABSTRACT
Semi-supervised learning has emerged as a promising approach
to tackle the challenge of label scarcity in facial expression recog-
nition (FER) task. However, current state-of-the-art methods pri-
marily focus on one side of the coin, i.e., generating high-quality
pseudo-labels, while overlooking the other side: enhancing expression-
relevant representations. In this paper, we unveil both sides of the coin
by proposing a unified framework termed hierarchicaL dEcoupling
And Fusing (LEAF) to coordinate expression-relevant represen-
tations and pseudo-labels for semi-supervised FER. LEAF intro-
duces a hierarchical expression-aware aggregation strategy that
operates at three levels: semantic, instance, and category. (1) At
the semantic and instance levels, LEAF decouples representations
into expression-agnostic and expression-relevant components, and
adaptively fuses them using learnable gating weights. (2) At the
category level, LEAF assigns ambiguous pseudo-labels by decou-
pling predictions into positive and negative parts, and employs
a consistency loss to ensure agreement between two augmented
views of the same image. Extensive experiments on benchmark
datasets demonstrate that by unveiling and harmonizing both sides
of the coin, LEAF outperforms state-of-the-art semi-supervised FER
methods, effectively leveraging both labeled and unlabeled data.
Moreover, the proposed expression-aware aggregation strategy can
be seamlessly integrated into existing semi-supervised frameworks,
leading to significant performance gains. Our code is available at
https://anonymous.4open.science/r/LEAF-BC57/.
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1 INTRODUCTION
Facial expressions are a critical component of human communi-
cation, serving as a primary means of conveying emotions. With
the increasing influence of artificial intelligence-generated content,
facial expression recognition (FER) has gained significant attention
in recent years, finding applications in various domains such as
human-machine interaction [7, 34, 37] and the development of digi-
tal humans [22, 41]. However, accurately detecting and interpreting
facial expressions, particularly in uncontrolled settings, presents
substantial challenges for emotion recognition systems.

The main hurdle in FER stems from the difficulty in obtaining
a large volume of labeled facial expression data. This challenge is
compounded by high inter-class similarities and the potential for
errors, even among well-trained annotators. Consequently, FER
under label scarcity has emerged as a practical yet under-explored
problem.While most existing FER approaches [17, 20, 33, 48] exhibit
a data-hungry nature, heavily relying on extensive labeled data,
there is a pressing need for a semi-supervised FER approach [10,
12, 29, 36] that can effectively utilize a small amount of labeled data
in conjunction with a large amount of unlabeled data to recognize
facial expressions accurately.

Recent progress in semi-supervised FER methods [9, 18] and
semi-supervised image classification approaches [5, 35, 44, 49] has
primarily focused on one side of the coin: enhancing the quality or
quantity of pseudo-labels. These methods aim to generate accurate
and diverse pseudo-labels for unlabeled data, which can then be
used to train the model in a supervised manner. However, they
often overlook the other side of the coin: the potential improve-
ment in representation quality stemming from the inherent minor
inter-class differences in FER. Learning expression-relevant rep-
resentations is crucial, as the differences between various facial
expressions can be subtle. The model must be capable of capturing
these nuances to accurately classify emotions. By focusing solely on
pseudo-labels, existing methods [12, 36] may fail to learn discrim-
inative representations that can effectively distinguish between
different expressions.

In this paper, we propose a novel data-efficient framework called
hierarchicaL dEcoupling And Fusing (LEAF) to address both sides
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Figure 1: Our LEAF consistently outperforms state-of-the-art
semi-supervised FER approaches across different settings.

of the same coin in semi-supervised FER. LEAF aims to improve
the quality of representations as well as the quality and quantity of
pseudo-labels from a hierarchical perspective. The core of LEAF lies
in gradually teaching the network to distinguish facial expression
representations and pseudo-labels into expression-agnostic and
expression-relevant parts through decoupling strategies at different
levels. The decoupled representations and pseudo-labels are then
fused by automatically assigning different weights to them, enabling
the model to focus on the parts more relevant to facial expressions,
thereby achieving better recognition performance.

Specifically, LEAF introduces three levels of dEcoupling And
Fusing (EAF) strategy. At the semantic and instance levels, the EAF
strategy draws inspiration from the Mixture-of-Experts (MoE) tech-
nique [6, 8, 32], allowing individual experts to learn and handle their
respective specialized representations (i.e., expression-agnostic and
expression-relevant parts). These representations are then auto-
matically weighted and fused through a learnable gating network.
At the category level, inspired by existing metric learning works
[21, 28, 38, 42, 43], an ambiguous consistency loss is designed to
minimize the distance between the prediction distributions ob-
tained in two forward processes. Unlike traditional deterministic
consistency losses, LEAF assigns several candidate pseudo-labels
to each unlabeled sample, ambiguously labeling them as positive
(expression-relevant) or negative (expression-agnostic). A margin
is used to control the distance between the positive and negative
categories, enhancing the consistency between the distributions.

By simultaneously addressing both sides of the coin, LEAF aims
to learn a unified and coordinated representation space that cap-
tures the subtle differences between facial expressions while gen-
erating accurate and diverse pseudo-labels. This approach not
only improves the quality of representations but also ensures that
the pseudo-labels are consistent with the underlying expression-
relevant information. Consequently, LEAF can effectively leverage
both labeled and unlabeled data to enhance the performance of
semi-supervised FER. The effectiveness of LEAF is demonstrated
through extensive experiments on several public and widely-used

benchmark datasets, as shown in Fig. 1. Furthermore, as a plug-
and-play module, the proposed EAF strategies are adaptive to other
existing methods, showing improved performance when integrated.

The main contributions of this paper can be summarized as
following three points:

• We explore a practical yet rarely investigated problem of
FER under label scarcity and identify the shortcomings of
existing semi-supervised approaches, which focus only on
improving the quality or quantity of pseudo-labels while
overlooking the enhancement of representation quality.

• We propose LEAF, a novel semi-supervised FER framework
that automatically distinguishes between expression-agnostic
and expression-relevant representations and pseudo-labels,
and assigns them different weights in a hierarchical decou-
pling and fusing manner, effectively addressing both sides
of the same coin in semi-supervised FER.

• Extensive experiments on several benchmark datasets demon-
strate that LEAF consistently outperforms a series of state-
of-the-art approaches, and the proposed EAF strategies can
be integrated into existing methods to boost performance.

2 RELATEDWORK
2.1 Facial Expression Recognition
There have been numerous approaches proposed for FER, which
can be classified into two primary research categories: methods
based on handcrafted features [14, 24, 27] and those based on deep
learning techniques [17, 20, 33, 48]. In traditional research, the
emphasis is on extracting texture information from datasets ob-
tained in controlled laboratory settings, such as CK+ [23] and Oulu-
CASIA [51]. With the advent of large-scale unconstrained FER
datasets [1, 20, 26], deep facial expression recognition (DFER) algo-
rithms have emerged, aiming to create effective neural networks
or loss functions that can deliver superior performance. For in-
stance, Zhang et al. [50] propose re-balanced attention maps and
re-balanced smooth labels to mine extra knowledge from both ma-
jor and minor classes for imbalanced FER. Wu et al. [45] leverage
facial landmarks to mitigate the impact of label noise in FER.

Most of the existing FER methods are data-hungry. Although
several semi-supervised FER approaches [9, 18] have been pro-
posed to explore recognizing facial expressions under label scarcity
and make some progress, they only concentrate on enhancing the
quality or quantity of pseudo-labels, while ignoring that the repre-
sentations of facial expressions can also be improved.

2.2 Semi-Supervised Learning
In recent years, there has been notable progress in applying semi-
supervised learningmethods to tackle challenging problems [35, 49].
These methods utilize various techniques such as consistency regu-
larization [30, 46], entropy minimization [10, 16], and traditional
regularization [3] to make effective use of unlabeled data. Among
them, pseudo-labeling has emerged as a pioneering semi-supervised
learning technique for obtaining hard labels frommodel predictions
based. Notably, threshold-based pseudo-labeling approaches have
been employed to select unlabeled samples with high-confidence
predictions. For instance, some methods [35, 46] employ a fixed
threshold to obtain pseudo-labels and incorporate both weak and
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Figure 2: An overview of LEAF. The weak and strong augmented views of facial expressions are first mapped into the embedding
space through a shared encoder. Then we conduct the semantic-level EAF and the instance-level EAF before and after the
classifier to reorganize weights for expression-relevant and expression-agnostic representations, respectively. After getting the
predictions, we adopt the category-level EAF to generate ambiguous pseudo-labels for consistency regularization.

strong augmentations to enforce consistency regularization. Other
methods [47, 49] explore dynamic threshold strategies to adaptively
determine which samples to assign pseudo-labels.

However, almost all the threshold-based pseudo-labeling meth-
ods inevitably result in some low-confidence samples not being
fully utilized. To this end, LEAF employs EAF at the category level
through an ambiguous pseudo-label selecting strategy to make full
use of all the unlabeled data for consistency regularization.

3 PROBLEM DEFINITION
Facial expression recognition (FER) aims to classify human facial
expressions into discrete categories. In real-world scenarios, la-
beled facial expression data is often scarce, while unlabeled data is
abundant. Semi-supervised learning (SSL) methods leverage both
labeled and unlabeled data to improve FER performance. Given
an FER dataset D = D𝑙 ∪ D𝑢 , where D𝑙 = {(𝑥𝑙

𝑖
, 𝑦𝑖 )}𝑁𝑙

𝑖=1 and
D𝑢 = {(𝑥𝑢

𝑖
)}𝑁𝑢

𝑖=1 denote the labeled and unlabeled samples, respec-
tively, the goal of semi-supervised FER is to learn the parameters
𝜃 of a model 𝐹 (𝑥 ;𝜃 ) by optimizing a loss function that combines
supervised and unsupervised terms:

L =
1
𝑁𝑙

𝑁𝑙∑︁
𝑖=1

L𝑠 (𝐹 (𝑥𝑙𝑖 ;𝜃 ), 𝑦𝑖 ) +
𝜆

𝑁𝑢

𝑁𝑢∑︁
𝑖=1

L𝑢 (𝐹 (𝑥𝑢𝑖 ;𝜃 ), 𝑦𝑖 ), (1)

where L𝑠 and L𝑢 represent the supervised classification loss and
unsupervised consistency loss, respectively, and 𝜆 is a regularization
coefficient to balance the two terms. Equation 1 encapsulates the
core idea of semi-supervised learning: utilizing both labeled and
unlabeled data to enhance model performance. The supervised
loss L𝑠 ensures that the model learns from the annotated samples,
while the unsupervised consistency loss L𝑢 encourages consistent
predictions for unlabeled samples under different augmentations.

The state-of-the-art SSL approaches for FER [5, 18, 35, 44, 49]
typically formulate the supervised loss as the cross-entropy loss

between the model prediction 𝑝𝑖 and the label 𝑦𝑖 , and the unsuper-
vised loss as the consistency loss between the model prediction 𝑝𝑖
and the pseudo-label 𝑦𝑖 . However, these methods suffer from two
main limitations [9, 18, 35, 49]: (1) Equal treatment of representa-
tions: Existing methods fail to consider the varying discriminative
power of different facial expression representations, treating all
representations equally. This approach overlooks the fact that some
representations may provide more valuable information for accu-
rate recognition than others. (2) Inappropriate pseudo-labeling:
The assignment of hard pseudo-labels to unlabeled samples can
be problematic, especially when labeled data is scarce. The limited
availability of labeled data hinders the model’s ability to make ac-
curate predictions, leading to potentially unreliable pseudo-labels.

4 LEAF FRAMEWORK
Our strategy, illustrated in Fig. 2, involves implementing the EAF
strategy at three distinct levels. First, augmented views of samples
are encoded into deep features. (1) At the semantic level, these
features are distributed among various experts and fused by a gat-
ing network before reaching the classifier (Sec. 4.1). (2) Next, at
the instance level, predictions from the classifier are decoupled
by additional experts and fused through another gating network
(Sec. 4.2). (3) Finally, at the category level, pseudo-labels are as-
signed to predictions, and consistency between the two forward
distributions is enhanced (Sec. 4.3). Notably, the pseudo-labels are
dynamic, decoupled into positive and negative labels, and fused
during consistency regularization. The following sections provide
detailed explanations of each component.

4.1 Semantic-level Decoupling and Fusing
The semantic-level strategy, depicted in Fig. 2 (a), assumes that en-
coded deep features capture rich geometric or texture information.
However, we argue that this information redundancy may hinder
fine-grained expression recognition, as not all details contribute
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Figure 3: The detailed structure of linear expert, bottleneck
expert, and residual expert.

equally to the performance of final predictions. Inspired by the pow-
erful Mixture-of-Experts (MoE) technique [6, 8, 32], we propose
decoupling these features, allowing the network to autonomously
determine the usefulness of each feature for expression recognition.
As a result, the network learns to assign greater weights to more
impactful features.

Specifically, at the semantic level, the deep features 𝑓𝑖 are dis-
patched to several experts and fused by an additional gating net-
work. The output of the semantic-level EAF can be formulated
as:

𝑓 𝑟𝑖 =

𝑛∑︁
𝑗=1

𝐺 (𝑓𝑖 ) · 𝐸 𝑗 (𝑓𝑖 ), (2)

where 𝑛 refers to the number of experts 𝐸 𝑗 involved in processing
the representations of expression information. The gating network
𝐺 (·) is a feed-forward network (FFN) with learnable weights 𝑤𝑟 .
Additionally, we design three types of experts, whose structures
are shown in Fig. 3. The performance of different experts will be
further discussed in Sec. 5.5.1.

The gating network plays a crucial role in this process by learning
to assign appropriate weights to the outputs of each expert. The
use of a trainable FFN as the gating network provides the flexibility
to learn complex mappings between the input features and the
expert weights, allowing our model to dynamically adapt the fusion
strategy based on the characteristics of the input data, enabling
more effective utilization of the available information.

To direct experts’ attention towards expression-relevant features,
we aim to limit the number of experts with non-zero weights, specif-
ically for handling expression-relevant features in distinct scenarios.
The weights of the remaining experts are omitted in the calcula-
tion process. We achieve this by sampling the top 𝐾 outputs of the
experts and aggregating them through gating:

𝐺 (𝑓𝑖 ) = 𝛿 (𝑇𝑜𝑝𝐾 (𝜎 (𝑤𝑟 · 𝑓𝑖 ))), (3)

where 𝛿 and 𝜎 denote softmax activation and softplus activation,
respectively. For experts whose outputs are not within the 𝑇𝑜𝑝𝐾
values, their representation values are set to −∞. These values will
become zero after applying the softmax function.

This top-𝐾 gating mechanism is a key innovation that enables
our model to focus on the most relevant experts for each input
sample. By dynamically selecting the top 𝐾 experts based on their
activation values, we ensure that only the most informative features
are used for the final prediction. This contrasts with traditional
approaches that either use all experts equally or rely on fixed, hand-
crafted rules for expert selection.

4.2 Instance-level Decoupling and Fusing
Building upon the semantic-level strategy, we employ a classifier
𝐶 (·) to project the deep features into a low-dimensional space,

yielding the final predictions 𝑝𝑖 = 𝐶 (𝑓 𝑟𝑖 ). We argue that the high
inter-class similarity characteristic of facial expressions persists
not only in the high-dimensional feature space but also in the
low-dimensional category distribution space (Fig. 2 (b)). Therefore,
extending the EAF strategy to the instance level, as defined in Eqn.
4, is expected to enhance recognition performance.

𝑝𝑖𝑖 =

𝑛∑︁
𝑗=1

𝐺 (𝑝𝑖 ) · 𝐸 𝑗 (𝑝𝑖 ) . (4)

Similarly, the gating network can be described as:

𝐺 (𝑝𝑖 ) = 𝛿 (𝑇𝑜𝑝𝐾 (𝜎 (𝑤𝑖 · 𝑝𝑖 ))) . (5)

It is worth noting that the gating networks 𝐺 (·) of the seman-
tic-level and instance-level share the same architecture but have
different parameters. The weights𝑤𝑟 and𝑤𝑖 are distinct and can
be simultaneously optimized during the learning process.

By applying the EAF strategy at the instance level, our approach
enables the model to leverage the complementary information cap-
tured by different experts to improve the final predictions. The
gating network learns to assign appropriate weights to the outputs
of each expert, effectively combining their predictions based on
their relative importance for each input instance.

The use of top-𝐾 gating at the instance level serves a similar
purpose as in the semantic level, encouraging the model to focus
on the most relevant experts for each input sample. This helps to
mitigate the impact of noisy or ambiguous predictions that may
arise due to the high inter-class similarity of facial expressions.
Another key advantage of the instance-level EAF strategy is that it
allows the model to adaptively refine the predictions based on the
specific characteristics of each input sample. By learning to assign
different weights to the experts for different instances, our approach
can effectively capture the subtle variations in facial expressions
that may be crucial for accurate recognition.

4.3 Category-level Decoupling and Fusing
Several approaches [35, 46, 47, 49] assign hard pseudo-labels to
unlabeled data, aiming to convert unsupervised learning scenarios
into supervised ones. However, most of these methods employ a
threshold to filter out low-confidence pseudo-labels, utilizing only
a portion of unlabeled samples while discarding the rest. Moreover,
considering the subtle inter-class differences in FER, fixed pseudo-
labels may encounter challenges such as incorrect assignments and
discarding useful information from highly similar negative classes.

To address these challenges, we introduce the EAF strategy at
the category level, as shown in Fig. 2 (c). This involves decoupling
the probability distribution of expression categories into positive
and negative classes and subsequently fusing them for consistency
regularization. First, we employ the softmax function to convert the
prediction of a strong augmented sample 𝑝𝑖

𝑖
into a soft label distri-

bution 𝑦𝑖 . Assuming there are 𝑘 classes in total, we decouple these
label distributions and maintain a positive set 𝑌𝑝𝑠𝑎 and a negative
set 𝑌𝑛𝑠𝑎 for each strong augmented sample:

𝑌
𝑝
𝑠𝑎 = {𝑦1

𝑠𝑎, 𝑦
2
𝑠𝑎, ..., 𝑦

𝑚
𝑠𝑎}, (6)

𝑌𝑛𝑠𝑎 = {𝑦𝑚+1
𝑠𝑎 , 𝑦𝑚+2

𝑠𝑎 , ..., 𝑦𝑘𝑠𝑎}, (7)
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where 𝑚 denotes the number of positive labels, and the remain-
ing ones are considered as negative labels. We use the cumulative
probability of the sorted prediction to determine the value of𝑚:

𝑚∑︁
𝑗=1

𝜓 (𝑦 𝑗𝑠𝑎) ≥ 𝑇, (8)

where 𝜓 denotes the sort process, and 𝑇 is a threshold set to 0.9
empirically. Inspired by metric learning works [21, 28, 38, 42, 43],
we force the prediction of weak augmented sample to be consistent
with the above partition of the strong augmented sample with a
learning objective as:

𝑚𝑖𝑛(𝑌𝑝𝑤𝑎) −𝑚𝑎𝑥 (𝑌𝑛𝑤𝑎) > 𝜖 ≥ 0, (9)
where 𝜖 ≥ 0 is a margin to control the distance between the two
sets, and we set 𝜖 = 0 by default. Eqn. 9 ensures all the candidate
labels in the positive set have higher scores than the others in the
negative set. Next, we fuse these label distributions by taking the
negative form of Eqn. 9 as the loss function:

L𝑈 = 𝜂 (𝑚𝑎𝑥 (𝑌𝑛𝑤𝑎) −𝑚𝑖𝑛(𝑌
𝑝
𝑤𝑎)), (10)

where 𝜂 denotes the 𝑅𝑒𝐿𝑈 activation.
However, the𝑚𝑎𝑥 and𝑚𝑖𝑛 functions are non-differentiable, so

we approximate them into differentiable formats:

𝑚𝑖𝑛(𝑌𝑝𝑤𝑎) ≈ −𝑙𝑜𝑔(
𝑚∑︁
𝑖=1

𝑒−𝑦
𝑖

), (11)

𝑚𝑎𝑥 (𝑌𝑛𝑤𝑎) ≈ 𝑙𝑜𝑔(
𝑘∑︁

𝑗=𝑚+1
𝑒𝑦

𝑗

), (12)

𝜂 (𝑌 ) =𝑚𝑎𝑥 (𝑌, 0) ≈ 𝑙𝑜𝑔(1 + 𝑒𝑌 ). (13)
Based on these approximations, the overall consistency regulariza-
tion loss is converted to:

L𝑈 =𝑚𝑎𝑥 (𝑚𝑎𝑥 (𝑌𝑛𝑤𝑎) −𝑚𝑖𝑛(𝑌
𝑝
𝑤𝑎), 0)

= 𝑙𝑜𝑔(1 + 𝑒𝑚𝑎𝑥 (𝑌𝑛
𝑤𝑎 )−𝑚𝑖𝑛 (𝑌𝑝

𝑤𝑎 ) )

= 𝑙𝑜𝑔(1 + 𝑒𝑙𝑜𝑔 (
∑𝑚

𝑖=1 𝑒
−𝑦𝑖 )+𝑙𝑜𝑔 (∑𝑘

𝑗=𝑚+1 𝑒
𝑦𝑗 )

= 𝑙𝑜𝑔(1 +
∑︁

𝑖∈𝑌𝑝
𝑤𝑎

𝑒−𝑦
𝑖

×
∑︁

𝑗∈𝑌𝑛
𝑤𝑎

𝑒𝑦
𝑗

).

(14)

The step-by-step training algorithm of LEAF is listed in Alg. 1.

5 EXPERIMENTS
5.1 Datasets and Evaluation Metrics
We conduct extensive experiments on several widely used bench-
mark datasets that vary in granularity and size. RAFDB [20] con-
sists of facial images from seven distinct expressions. It is divided
into a training set containing 12,271 images and a testing set with
3,068 images. FERPlus [1] comprises eight facial expressions, with
a total of 24,941 training images, 3,589 validation images, and 3,589
test images. AffectNet [26] is a large-scale dataset containing
286,564 training images and 4,000 test images, all manually an-
notated with eight expression labels. We consider two versions of
AffectNet: AffectNet7 and AffectNet8. AffectNet7 excludes the
expression category of contempt, which consists of 3,667 training
images and 500 test images.

Algorithm 1 Training Algorithm of LEAF
Input: Labeled dataset D𝑙 , unlabeled dataset D𝑢 , number of training epochs 𝐸
Output: Learned model parameters 𝜃
1: Initialize the model parameters 𝜃
2: for 𝑒 = 1 to 𝐸 do
3: repeat
4: Sample mini-batch of labeled data { (𝑥𝑙

𝑖
, 𝑦𝑖 ) } from D𝑙

5: Sample mini-batch of unlabeled data {𝑥𝑢
𝑖
} from D𝑢

6: for each labeled sample (𝑥𝑙
𝑖
, 𝑦𝑖 ) do

7: Compute semantic-level features 𝑓 𝑙
𝑖
using the model 𝐹 (𝜃 )

8: Apply semantic-level EAF to obtain fused features 𝑓 𝑙
𝑖

𝑟 (Eqn. 2)
9: Compute instance-level predictions 𝑝𝑙

𝑖
using the classifier𝐶

10: Apply instance-level EAF to obtain fused predictions 𝑝𝑙
𝑖

𝑖 (Eqn. 4)
11: Compute supervised loss L𝑠

𝑖
using 𝑝𝑙

𝑖

𝑖 and 𝑦𝑖
12: end for
13: for each unlabeled sample 𝑥𝑢

𝑖
do

14: Compute semantic-level features 𝑓 𝑢
𝑖

using the model 𝐹 (𝜃 )
15: Apply semantic-level EAF to obtain fused features 𝑓 𝑢

𝑖
𝑟 (Eqn. 2)

16: Compute instance-level predictions 𝑝𝑢
𝑖
using the classifier𝐶

17: Apply instance-level EAF to obtain fused predictions 𝑝𝑢
𝑖
𝑖 (Eqn. 4)

18: Apply category-level EAF to obtain positive and negative sets 𝑌𝑝

𝑖
, 𝑌𝑛

𝑖

19: Compute consistency loss L𝑢
𝑖
using 𝑌𝑝

𝑖
, 𝑌𝑛

𝑖
(Eqn. 14)

20: end for
21: Compute total loss L = 1

𝑁𝑙

∑
𝑖 L𝑠

𝑖
+ 𝜆

𝑁𝑢

∑
𝑖 L𝑢

𝑖

22: Update model parameters 𝜃 by minimizing L
23: until end of epoch
24: end for

Considering the imbalanced nature of the datasets, we argue
that balanced accuracy is a more appropriate evaluation metric for
the FER task than overall accuracy. Balanced accuracy takes into
account the successful recognition of both major and minor classes
[50], providing a more comprehensive assessment of the model’s
performance. Unless otherwise specified, all reported results in this
paper are based on balanced accuracy.

5.2 Implementation Details
We implement our proposed LEAF using the PyTorch framework
and conduct all experiments on NVIDIA Tesla A100 GPUs. The
facial images are aligned and resized to 224×224 pixels. We employ
the Adam optimizer with a learning rate of 5𝑒 − 4, a batch size
of 64, and train the models for 20 epochs. For a fair comparison,
we select ResNet-18 [13] pre-trained on MS-Celeb-1M [11] as the
backbone network for all baselines and our proposed method. The
hyperparameters of each baseline are set according to their respec-
tive papers, and we extend these methods to the FER domain. It is
important to note that we do not compare our LEAF with fully su-
pervised FER methods, as these approaches require large amounts
of labeled data and are unable to utilize unlabeled facial expression
samples to improve recognition performance.

5.3 Quantitative Comparison
Tab. 1 presents a comprehensive quantitative comparison of our pro-
posed LEAFwith state-of-the-art semi-supervised learningmethods
on four widely used FER benchmark datasets. From these results,
we can draw several key observations. Firstly, it is evident that
semi-supervised FER methods, such as AdaCM [18] and our LEAF,
outperform semi-supervised image classification methods in most
cases. This can be attributed to the fact that these FER-specific
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Table 1: Comparison with state-of-the-art methods with varying numbers of labels on four benchmark datasets. The best
results are shown in boldface and the second best results are underlined.

Dataset RAFDB FERPlus AffectNet7 AffectNet8
Label 100 200 400 100 200 400 500 1000 2000 500 1000 2000
Pi Model [15] 43.39 52.92 60.29 42.62 48.18 58.06 44.76 50.34 53.26 39.71 44.26 46.88
Pseudo-Label [16] 44.36 52.04 59.61 39.75 48.03 55.19 44.85 48.28 52.28 40.70 43.03 47.49
VAT [25] 33.28 48.21 57.14 40.07 48.40 51.95 43.46 47.68 51.79 38.02 43.13 47.54
UDA [46] 49.22 59.96 65.80 44.36 52.48 62.80 47.69 51.49 55.48 42.74 46.38 48.73
MeanTeacher [39] 39.50 52.26 62.71 37.86 47.43 58.40 46.98 50.47 54.09 41.76 45.87 49.57
MixMatch [3] 40.40 54.77 62.62 43.72 51.06 56.64 45.20 49.12 53.82 41.12 44.07 49.05
ReMixMatch [2] 39.52 54.22 60.93 40.63 48.30 58.15 43.63 50.80 54.02 42.66 45.34 50.17
FixMatch [35] 48.13 60.23 65.04 48.05 52.77 60.38 47.83 51.39 54.75 42.69 46.04 49.50
DeFixMatch [31] 50.37 59.21 65.81 45.08 53.01 62.14 47.51 51.32 55.00 43.28 46.49 48.49
Dash [47] 49.95 59.27 66.44 43.10 55.56 62.74 48.03 51.65 54.49 42.33 45.69 50.06
CoMatch [19] 49.09 60.81 65.18 41.24 49.32 59.74 47.97 51.88 55.07 43.94 46.47 49.03
SimMatch [52] 50.47 58.56 66.83 45.93 49.07 60.61 48.06 52.04 56.09 43.71 47.40 50.38
AdaMatch [4] 48.35 57.10 63.61 43.87 50.48 59.92 47.03 51.13 54.23 41.69 45.43 49.12
FlexMatch [49] 48.79 53.24 61.16 43.75 47.90 58.23 48.00 52.23 54.76 42.98 46.45 49.02
FreeMatch [44] 48.89 55.26 62.09 41.85 45.57 58.39 46.74 50.77 54.46 41.98 45.96 49.44
SoftMatch [5] 49.95 56.13 63.45 42.97 49.97 57.58 47.65 50.71 54.56 42.06 46.73 49.26
AdaCM [18] 56.15 62.82 67.52 52.11 58.94 60.12 47.78 52.94 56.00 44.29 46.05 51.24
LEAF 56.83 63.43 69.00 52.20 61.00 62.92 50.21 53.87 56.84 45.37 49.53 52.34

Figure 4: Performance comparison about overall accuracy and balanced accuracy with respect to different numbers of labels.

approaches address the unique challenges of subtle inter-class dif-
ferences among facial expressions. By effectively utilizing unla-
beled data through techniques like contrastive learning for low-
confidence samples and hierarchical integration of EAF modules,
these methods can extract more discriminative representations and
improve overall performance. Secondly, we observe that the recog-
nition of seven emotions generally yields better results compared

to the recognition of eight emotions in the semi-supervised set-
ting. This can be explained by the subtle distinction between the
newly added emotion of contempt and the existing basic emotions
of anger and disgust. Distinguishing between these emotions when
limited labeled data is available poses a significant challenge, as
the nuances can be difficult to capture without sufficient training
examples. Finally, and most importantly, our proposed LEAF con-
sistently outperforms all other approaches across various settings
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Table 2: Ablation on the structure of experts across various scenarios. The best results are shown in boldface.

Dataset RAFDB FERPlus AffectNet7 AffectNet8
Label 100 200 400 100 200 400 500 1000 2000 500 1000 2000
Linear Expert 56.01 60.35 67.18 51.79 58.72 62.25 49.19 52.99 56.71 44.62 47.84 52.03
Bottleneck Expert 56.23 62.91 67.44 51.81 57.22 62.85 48.89 53.86 56.80 45.26 48.10 52.27
Residual Expert 56.83 63.43 69.00 52.20 61.00 62.92 50.21 53.87 56.84 45.37 49.53 52.34

Table 3: Ablation on proposed components on AffectNet7 with different settings. The best results are shown in boldface.

Model Variants
LEAF Consistency Loss Overall Accuracy Balanced Accuracy

S-level I-level C-level Ambiguous CE 500 Labels 1000 Labels 500 Labels 1000 Labels
LEAF w/o S-EAF ✓ ✓ ✓ 49.76 53.53 49.71 53.51
LEAF w/o I-EAF ✓ ✓ ✓ 48.82 52.36 48.76 52.33
LEAF w/o C-EAF ✓ ✓ 46.53 50.94 46.47 50.90
LEAF w L𝐶𝐸 ✓ ✓ ✓ ✓ 49.27 52.60 49.21 52.58
LEAF (Full Model) ✓ ✓ ✓ ✓ 50.27 53.90 50.21 53.87

on the four benchmark datasets. This impressive performance can
be attributed to several key components of our method. The se-
mantic-level and instance-level EAF modules play a crucial role in
extracting expression-relevant representations, while the category-
level EAF strategy enables the assignment of propoer pseudo-labels
to ambiguous samples. The synergistic combination of these mod-
ules allows LEAF to effectively leverage both labeled and unlabeled
data, resulting in robust and superior performance. A more detailed
analysis of each module is provided in Sec. 5.5.2.

5.4 Qualitative Analysis
We conduct a qualitative analysis to gain further insights under
varying degrees of label scarcity. Fig. 4 presents a visual compari-
son of LEAF and three state-of-the-art methods, showcasing their
performance as the number of labeled samples increases. On the
RAFDB and FERPlus datasets, we gradually increase the label quan-
tity from 100 to 500. Across this range, LEAF consistently outper-
forms the other methods, demonstrating its ability to effectively
leverage limited labeled data. The performance gap between LEAF
and the competing methods remains significant even as the number
of labeled samples increases, highlighting the robustness of our
approach. Given the larger scale of the AffectNet dataset, we eval-
uate the methods with label quantities ranging from 500 to 1000
on both AffectNet7 and AffectNet8. The results on these datasets
are consistent with our observations on RAFDB and FERPlus, with
LEAF maintaining its superior performance across the entire range
of label quantities. Notably, the balanced accuracy of LEAF exhibits
stable improvements over the other methods, indicating its effec-
tiveness in handling class imbalance. The qualitative analysis in
Fig. 4 provides a clear visual representation of the superiority of
LEAF compared to state-of-the-art methods. As the number of la-
beled samples increases, all methods show improved performance,
which is expected given the increased availability of annotated data.
However, LEAF consistently maintains a clear advantage over the
competing methods across all datasets and label quantities. This

can be attributed to our approach’s ability to effectively utilize
unlabeled samples through the proposed EAF modules, which en-
able the extraction of expression-relevant representations and the
assignment of accurate pseudo-labels to ambiguous samples.

5.5 Ablation Studies and Analysis
5.5.1 Impact of Expert Structure. To investigate the impact of the
expert structure on the performance of LEAF, we design and evalu-
ate three different types of experts: linear expert, bottleneck expert,
and residual expert (Fig. 3). The results are presented in Tab. 2. We
observe that the bottleneck expert, which introduces non-linear
structures, enables the model to capture more complex facial ex-
pression representations compared to the linear expert, resulting in
improved performance. Furthermore, the residual expert, which in-
corporates residual connections on top of the bottleneck structure,
effectively mitigates the potential overfitting of similar facial ex-
pressions, leading to further performance gains. These findings are
consistent across different settings on all four datasets, validating
the effectiveness of the residual expert structure in LEAF.

5.5.2 Contribution of Proposed Components. To assess the individ-
ual contributions of the proposed components in LEAF, we conduct
an ablation study by evaluating several model variants, as shown in
Tab. 3. LEAF w/o S-EAF, LEAF w/o I-EAF, and LEAF w/o C-EAF de-
note the variants where we remove the EAF strategy at the semantic
level, instance level, and category level, respectively. Additionally,
LEAF w L𝐶𝐸 represents the variant where we replace the proposed
consistency loss with the standard cross-entropy loss. The results
demonstrate that removing the EAF strategies at any level leads
to a performance decline, with the category-level EAF having the
most significant impact. This highlights the importance of utiliz-
ing consistency regularization with ambiguous pseudo-labels for
handling ambiguous facial expressions. Moreover, by comparing
the third and fourth rows of Tab. 3, we observe that the ambiguous
consistency loss is more suitable for the semi-supervised FER task



Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Fan Zhang et al.

(a) RAFDB (b) FERPlus

Figure 5: The t-SNE visualization with 1600 labeled samples on RAFDB and FERPlus.

Figure 6: Sensitivity analysis of the number of experts with
100 labeled samples on RAFDB and FERPlus.

Figure 7: Performance before and after integrating our EAF
strategies into other methods on RAFDB.

compared to the standard cross-entropy loss. Finally, the full model,
which integrates all the proposed components, achieves the best
performance across all settings.

5.5.3 Sensitivity to the Number of Experts. We analyze the sensitiv-
ity of LEAF to the number of experts, as shown in Fig. 6. When the
number of experts is set to 1, the performance of EAF degenerates
to that of a single projection network. As the number of experts
increases, we observe performance improvements in most cases
compared to the single expert scenario, with the exception of the
specific case when the number of experts is 6 on RAFDB. The opti-
mal results are achieved with 2 experts on RAFDB and 4 experts
on FERPlus, suggesting that the choice of the number of experts
may depend on the characteristics of the dataset.

5.5.4 Integration with Other Semi-Supervised Methods. To demon-
strate the flexibility and effectiveness of our proposed EAF strate-
gies, we integrate them with two state-of-the-art semi-supervised
methods, FixMatch [35] and FlexMatch [49]. The results, presented
in Fig. 7, show that our EAF strategies consistently bring improve-
ments when the label quantity varies from 100 to 300. Notably,
when the number of labels is extremely small (i.e., 100 labels), the

EAF strategies provide even greater improvements, highlighting
their effectiveness in scenarios with severely limited labeled data.

5.6 Visualization Analysis
To gain further insights into the learned feature representations, we
perform t-SNE [40] visualization of the features extracted from the
encoder. Fig. 5 presents the visualization results, where each facial
expression is represented with a different color. The visualization
results demonstrate that even under label scarcity, both AdaCM [18]
and our LEAF are able to maintain good discriminability between
different expressions. This indicates that these methods are capable
of learning meaningful and separable feature representations for
facial expressions, despite the limited availability of labeled data. It
is important to note that AdaCM [18] achieves this discriminabil-
ity by employing a contrastive learning objective, which aims to
increase the distances between different expressions in the feature
space. In contrast, our LEAF utilizes EAF strategies to focus the
network’s attention on expression-related information. These two
distinct representation learning strategies demonstrate the effec-
tiveness of different approaches in tackling the FER task. Upon
closer inspection of the visualization results, we observe that our
approach slightly outperforms AdaCM [18] in terms of the com-
pactness and separability of the learned feature representations.
This suggests that the hierarchical decoupling and fusing strategy
employed by LEAF, along with the ambiguous pseudo-label gener-
ation strategy, enables the model to capture more discriminative
and expression-relevant representations.

6 CONCLUSION
This paper investigates a rarely explored yet practical problem of
FER under label scarcity and proposes a novel semi-supervised FER
approach dubbed LEAF. By decoupling and fusing the features and
predictions of expressions, LEAF enables the model to focus more
on expression-relevant representations automatically. Moreover,
LEAF introduces an ambiguous pseudo-label generation strategy
to assign expression-relevant pseudo-labels to samples, further en-
hancing the model’s ability to learn from unlabeled data. Extensive
experiments on benchmark datasets demonstrate the effectiveness
and robustness of our approach. The quantitative and qualitative
results consistently show that LEAF outperforms state-of-the-art
methods under various label scarcity scenarios, highlighting its
potential for real-world applications. Looking ahead, we plan to ex-
tend our approach to more challenging scenarios, such as dynamic
video-based FER and multimodal emotion recognition.



LEAF: Semi-supervised Facial Expression Recognition Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

7 SUPPLEMENTARY MATERIALS
This section contains supplementary materials for the study "LEAF:
Unveiling Two Sides of the Same Coin in Semi-supervised Facial
Expression Recognition". These materials provide extended dis-
cussions and additional details supporting the research presented
in the main paper. Below is an overview of the contents of this
supplementary material:

(1) More Explanation of Motivations: This section delves
into the necessity of adopting semi-supervised learning ap-
proaches specifically tailored for Facial Expression Recogni-
tion (FER). It highlights the unique challenges in FER, such
as high inter-class similarity and class imbalance, which dif-
ferentiate it from general image classification tasks. Figures
illustrating these challenges and the motivation behind our
proposed methods are discussed in detail.

(2) More Details of Datasets: Detailed descriptions of the
datasets employed in this study are provided here. The rel-
evance of each dataset and its specific contribution to the
study are outlined, including RAFDB, FERPlus, and Affect-
Net. The section emphasizes the scale, diversity, and anno-
tation specifics of each dataset, which are critical for the
robust evaluation of semi-supervised learning methods in
the context of FER.

(3) More Details of Baselines: This section describes the base-
line methods against which our proposed approach was
benchmarked. A comprehensive overview of each baseline
method is presented, including Pi Model, Pseudo-Label, VAT,
UDA, Mean Teacher, MixMatch, ReMixMatch, FixMatch, De-
FixMatch, Dash, CoMatch, SimMatch, AdaMatch, FlexMatch,
FreeMatch, SoftMatch, and AdaCM. The methodologies and
innovations introduced by each method are discussed to con-
textualize their performance and implications in the field of
semi-supervised learning.

7.1 Explanation of Motivations
This section explains the necessity of developing semi-supervised
learning approaches specifically tailored for Facial Expression Recog-
nition (FER), rather than simply adapting existing semi-supervised
image classification algorithms. The inherent complexities of FER
primarily stem from its nuanced category distinctions and class
imbalance. In contrast to general image classification tasks, where
categories such as ’Horse’ and ’Automobile’ are distinctly sepa-
rate (Figure 8a), facial expressions like ’Happiness’ and ’Neutral’
often exhibit minimal differences, making them challenging to
distinguish, even for the human eye. Moreover, the occurrence fre-
quencies of various facial expressions in natural settings are not
uniform—certain expressions are significantly rarer than others,
reflecting a natural cognitive bias in human emotional expression.
This phenomenon is exemplified by comparing the uniform class
distribution of the CIFAR-10 dataset to the varied distribution in
the RAFDB dataset (Figure 8b).

Given these challenges, the direct application of generic semi-
supervised image classification strategies to FER often proves inad-
equate. The nuances of facial expressions necessitate a more refined
approach, where different regions of a face are evaluated with vary-
ing importance, reflecting their relevance to specific emotions. For

instance, certain facial regions might be more expressive and thus
hold greater significance in determining the overall emotional state
depicted in an image. To address these intricacies, we propose a
hierarchical decoupling and fusing strategy, designed to learn and
automatically assign different weights to representations from vari-
ous facial regions (Figure 9). This approach not only accommodates
the fine-grained nature of facial expressions but also adapts to the
imbalanced distribution of emotional expressions within training
data, thereby enhancing the effectiveness and accuracy of FER in
semi-supervised settings.

AutomobileHorse

TruckBird

Unlabeled
Unlabeled

Surprise

Happiness Neutral

Sadness

(a)

(b)

Figure 8: Comparative challenges in semi-supervised learning for
facial expression recognition (FER) versus general image classifi-
cation. Panel (a) illustrates the higher similarity between different
facial expression categories compared to the distinct categories seen
in general image classification, such as ’Horse’ and ’Automobile’.
Panel (b) highlights the issue of imbalanced class distribution within
FER datasets, exemplified by the differences in sample counts across
emotional categories.

7.2 Details of Datasets
This section provides more details of datasets employed in this
study, highlighting their unique characteristics and the rationale
behind their selection for evaluating our semi-supervised learning
approaches in the context of Facial Expression Recognition (FER).
RAFDB [20] is a dataset consisting of approximately 30,000 facial
images, each annotated by 40 trained human coders, categorizing
them into basic and compound expressions. Our analysis primarily
focuses on the subset of images depicting the seven basic expres-
sions: neutral, happiness, surprise, sadness, anger, disgust, and fear,
which includes 12,271 images for training and 3,068 for testing. The
diverse range of facial expressions in this dataset makes it an ideal
choice for assessing the robustness and accuracy of FER systems.
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Surprise Neutral

Expression-agnostic

Expression-relevant

Figure 9: Conceptual motivation of the LEAF method, illustrating
the decomposition of facial expression representations into two cate-
gories: expression-agnostic and expression-relevant representations.
This figure demonstrates how our approach differentiates and as-
signs varying degrees of importance to facial regions based on their
relevance to the expressed emotion.

FERPlus [1] is an enhanced version of the FER2013 dataset, which
was originally used in the ICML 2013 Challenges. It comprises
28,709 training images, 3,589 validation images, and 3,589 testing
images, all collected via Google search. A notable improvement over
its predecessor is the introduction of an additional emotion category,
contempt, expanding the conventional set of emotional categories
to a total of eight. This extension provides a broader spectrum
of emotional expressions for analysis, enriching the training and
evaluation process.
AffectNet [26] is the largest dataset utilized in our study, boasting
both categorical and Valence-Arousal annotations across more than
one million images. These images were harvested from the Internet
using expression-related keywords through three different search
engines. Among these, 450,000 images have been manually anno-
tated with eight expression labels, mirroring those in FERPlus. The
scale and annotation richness of AffectNet are crucial for training
models to effectively understand and classify a wide range of hu-
man emotions. To accommodate different class settings and reflect
real-world class imbalances in facial expression data, AffectNet is
divided into AffectNet7 and AffectNet8, with AffectNet7 omitting
the category of contempt and including 3,667 training images and
500 test images. This division enables tailored model training and
benchmarking under varied class settings.

7.3 Details of Baselines
This section provides a comprehensive overview of the baseline
methods employed to evaluate the effectiveness of our proposed
semi-supervised learning strategies for Facial Expression Recog-
nition (FER). Each method offers a unique perspective on semi-
supervised learning (SSL), providing a thorough comparison.
Pi Model [15] introduces the concept of self-ensembling, where
consensus predictions for unknown labels are generated by leverag-
ing the outputs of the network across various training epochs under
differing conditions of regularization and input augmentation.
Pseudo-Label [16] proposes a straightforward approach in which
the network is trained in a semi-supervised manner by assigning
the most probable class to unlabeled data during training.
Virtual Adversarial Training (VAT) [25] enhances SSL through
a regularization method that ensures the robustness of label distri-
bution against local perturbations around each input data point.
Unsupervised Data Augmentation (UDA) [46] emphasizes the
critical role of data augmentation quality in SSL, focusing on how
effectively noised examples can enhance learning.

Mean Teacher [39] builds upon temporal ensembling by averag-
ing model weights instead of predictions, thereby improving test
accuracy and reducing dependency on large labeled datasets.
MixMatch [3] takes a novel approach by guessing low-entropy
labels for unlabeled data augmented viaMixUp, blending supervised
and unsupervised data.
ReMixMatch [2] extends MixMatch by incorporating distribu-
tion alignment and augmentation anchoring to further refine the
handling of unlabeled data.
FixMatch [35] simplifies the process by using weakly augmented
images to generate pseudo-labels, which are then used to train the
model on strongly augmented versions of the same images.
DeFixMatch [31] offers a debiased take on FixMatch, providing
bounds on generalization errors and enhancing model reliability.
Dash [47] optimizes the selection of training examples from un-
labeled data, focusing only on those that closely relate to labeled
data, thus enhancing the efficiency of SSL methods.
CoMatch [19] introduces a dual learning approach where class
probabilities and low-dimensional embeddings evolve together,
using graph-based contrastive learning to improve pseudo-label
quality.
SimMatch [52] integrates semantic and instance similarities into
SSL, applying consistency regularization at both the semantic and
instance levels.
AdaMatch [4] addresses domain-specific challenges in SSL by
adapting batch normalization and pseudo-label thresholds dynami-
cally to effectively manage distribution shifts.
FlexMatch [49] proposes a curriculum learning approach, dynami-
cally adjusting the confidence of pseudo-labels based on the model’s
learning status to better leverage unlabeled data.
FreeMatch [44] further refines this by adjusting the confidence
threshold in a self-adaptive manner, enhancing the model’s respon-
siveness to its learning progress.
SoftMatch [5] employs a truncated Gaussian function to dynam-
ically weight the confidence of samples, balancing quantity and
quality in pseudo-label generation.
AdaCM [18] divides unlabeled samples into subsets based on an
adaptively learned confidence margin, optimizing the use of unla-
beled data throughout training epochs.
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