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Abstract—Distributed massive multiple-input multiple-
output (mMIMO) system for low Earth orbit (LEO) satellite
networks is introduced as a promising technique to provide
broadband connectivity. Nevertheless, several challenges persist
in implementing distributed mMIMO systems for LEO satellite
networks. These challenges include providing scalable massive
access implementation as the system complexity increases with
network size. Another challenging issue is the asynchronous
arrival of signals at the user terminals due to the different
propagation delays among distributed antennas in space, which
destroys the coherent transmission, and consequently degrades
the system performance. In this paper, we propose a scalable
distributed mMIMO system for LEO satellite networks based
on dynamic user-centric clustering. Aiming to obtain scalable
implementation, new algorithms for initial cooperative access,
cluster selection, and cluster handover are provided. In addition,
phase shift-aware precoding is implemented to compensate for
the propagation delay phase shifts. The performance of the
proposed user-centric distributed mMIMO is compared with
two baseline configurations: the non-cooperative transmission
systems, where each user connects to only a single satellite,
and the full-cooperative distributed mMIMO systems, where all
satellites contribute serving each user. The numerical results
show the potential of the proposed distributed mMIMO system
to enhance system spectral efficiency when compared to non-
cooperative transmission systems. Additionally, it demonstrates
the ability to minimize the serving cluster size for each user,
thereby reducing the overall system complexity in comparison
to the full-cooperative distributed mMIMO systems.

Index Terms—LEO satellite networks, distributed mMIMO,
user-centric, dynamic clustering, asynchronous transmission.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) is a technology

implemented to enhance the performance in wireless commu-

nication systems [1]. However, co-located MIMO in satellites

communication fails to provide the same performance as that

in terrestrial networks [2]. This is because satellite channels

generally differ from those of the terrestrial network. In

particular, strong line-of-sight (LoS) channel is one of the main

characteristics of satellite channels due to the lack of scatters

in the space. This satellite channel characteristic results in

high spatial correlation when co-located MIMO systems are

used, making it difficult for the receiver to estimate the

channel coefficient for each antenna and hence affecting the

validity of the channel state information which is necessary

for MIMO system operation. As such, satellite networks, have

the drawback in that they are unable to effectively exploit

the performance enhancement provided by MIMO technology

compared to terrestrial networks [3]. To overcome this issue,

instead of using co-located MIMO, a distributed MIMO sys-

tem is proposed which is able to provide uncorrelated channels

among spatially separated antennas [4].

Distributed MIMO in space requires the cooperation of

satellites to enable beamforming or joint transmission and

reception. In [5], a joint transmission scheme is investigated

using two LEO satellites. It is shown that the relative position-

ing of the cooperating satellites and the ground user substan-

tially impacts system performance due to the predominance of

LOS channel. The authors in [6] introduced orthogonal time

frequency space (OTFS) for distributed multi-satellite coop-

erative transmission scheme to effectively enhance downlink

performance. The problem of overlap in satellite coverage

areas is studied in [7] where a user receives multiple signals in

a multi-satellite scenario. In [4] a distributed massive MIMO

(mMIMO) system is proposed for LEO satellite networks

where multiple satellite access points cooperate to serve a

set of ground users. A theoretical framework to investigate

the spectral efficiency performance of distributed mMIMO

in space was developed in [8]. The results in [4] and [8]

show that in addition to improving the average system spectral

efficiency, distributed mMIMO can reduce the handover rate

since the user receives its data from a cluster of serving

satellites instead of a single satellite connection. In [9], a

distributed beamforming technique was proposed to support

direct communications from LEO satellites to smartphones.

To enhance the user quality of service (QoS), a coordinated

multi-satellite joint transmission is investigated in [10]. The

study demonstrates that this system not only achieves higher

coverage probability than traditional single-satellite systems

but also optimizes user’s ergodic rates.

To effectively exploit this technology in satellite networks,

several issues need to be addressed. For example, due to

the increase in the density of LEO satellite constellation

and the high dynamics of satellites, utilizing static-clustering

cooperation significantly increases the system complexity with

increasing the network size. Furthermore, to achieve such

cooperation in space, satellites need to be synchronized in

time, frequency, and phase. Although these issues are well

addressed in terrestrial networks, as well as GEO satellite

networks, the current growth of the LEO satellite networks

and their operational implementation necessitate extensive

research that accurately captures the distinctive attributes and

benchmarks of LEOs.

In this paper, we propose a scalable distributed mMIMO

system designed for LEO satellite networks, utilizing dynamic

user-centric clustering. The proposed system is called a user-

centric distributed mMIMO (UC-DMIMO) system. With a

http://arxiv.org/abs/2404.06024v2


focus on achieving scalable implementation, we provide new

algorithms for initial cooperative access, pilot assignment,

and cluster selection. To further enhance system efficiency

in terms of complexity and handover rate, each user is al-

located a reference satellite access point (RSAP) responsible

for exchanging the user’s information with other satellites

in its designated serving cluster (SC). Furthermore, phase-

aware pre-coding is used to synchronize the phases of signals

received from different spatially distributed antennas. Finally,

the system performance in terms of spectral efficiency and the

SC size of the proposed UC-DMIMO system is compared with

that of the baseline full-cooperative DMIMO (FC-DMIMO)

systems, where all satellites cooperatively serve all users

simultaneously, as well as non-cooperative transmission (NCT)

systems, where each user is connected to only a single satellite.

The rest of this paper is organized as follows. In Section

II, we introduce the architecture of the UC-DMIMO LEO

satellite networks, where several aspects of the architecture are

addressed, i.e., channel model, pilot assignment, and Dynamic

UC satellite clustering. In Section III, we discuss the downlink

transmission of the proposed architecture. In Section IV, the

simulation results are presented to investigate the performance

of the proposed UC-DMIMO. Finally, Section V concludes the

work in this paper.

II. SYSTEM MODEL

A. Network Model

In this paper, we consider a downlink satellite network,

where M spatially distributed and orbiting LEO satellites are

serving N spatially distributed ground users. Each user is

cooperatively served by a subset A ⊆ M LEO Satellites

in order to provide reliable, continuous, and efficient data

transmission. Each LEO satellite is assumed to be equipped

with L antennas, while terrestrial users are single-antenna ter-

minals. This satellite cooperation performs as a UC-DMIMO

system in space, in which each user carefully selects its SC

of satellites. The network architecture is depicted in Fig. 1a.

Backhaul links connect the LEO satellites to a GEO satellite

which works as a central processing unit (CPU) conveying

necessary control signals between them. Although backhauling

system constraints such as propagation delay and link capacity

are important issues, we focus in this paper on the access

lines, i.e., links between LEO satellites and ground users.

Furthermore, we consider the time-division duplex protocol,

where each coherence block consists of τc time instants

(channel uses) with τp < τc is assigned for the uplink training

phase and τc − τp for the downlink data transmission phase.

B. Channel Model

The channels between the satellites and ground users consist

of Los and non-LoS (NLoS) links, where the probability of

the link being LoS increases with the satellite elevation angle,

reaching its maximum at an elevation angle of 90o [11].

Therefore, the channel between the n-th user and the m-th

satellite, denoted by hmm ∈ CL×1 is modelled as Rician

which is given as

hnm = βnmgnm, (1)

(a)

(b)

Fig. 1: UC-DMIMO system in space. a) general system with

a GEO satellite working as a CPU and a set of orbiting LEO

satellites working as access points that jointly serve ground

users; and b) the n-th SC of LEO satellites selected based on

a user-centric clustering approach and cooperatively work as

a distributed antenna system to serve the n-th user.

where βnm represents the large-schale fading and gnm ∈
CL×1 is the small-scale fading. For gnm, we have

gnm =

√

κ

1 + κ
g′
nm +

√

1

1 + κ
g′′
nm, (2)

where κ refers to the Rician K-factor and g′
nm and g′′

nm

corresponds to the LOS and NLOS components. Specifically,

g′′nm characterizes the random component, accounting for the

scattered multipath that follows a Rayleigh distribution its

elements are independent and identically distributed random

variables with a zero-mean and unit variance. Besides, ac-

cording to [12], the l-th element of g′nm is given as

g′
l
nm = e−j(l−1)2πd/λ sinϑnm , (3)

where d is the antenna spacing, λ represents the signal

wavelength, and ϑnm ∼ U
[

0, 2π
]

denotes the angle of arrive.

In (1), the large-scale fading of the channel between the n-th

user and the m-th LEO satellite, βnm is defined as [13]

βnm =
1

Lpropnm LshnmLantnmLothernm

, (4)

where Lpropml is the free-space propagation path-loss which is

a function of the operating frequency f and the distance rnm



and can be obtained in dB as

Lpropnm [dB] = 32.45 + 20log10f + 20log10rnm. (5)

The parameters Lshnm in (4) represents the losses due to the

shadowing effect, modeled as a log-normal random variable,

i.e., Lshnm ∼ N (0, σ2
sh), where σ2

sh is the shadowing variance.

Lantml denotes the gain losses due to beam misalignment . Based

on the 3GPP report in [11], this losses is modeled as

Lantnm =
1

4

∣

∣

∣

∣

2πη sinwnm

J1(2πη sinwnm)

∣

∣

∣

∣

2

, (6)

where J1(·) is the first kind and first order Bessel function,

wnm is boresight angle of the m-th satellite’s antenna beam

with respect to the n-th user, and η represents the aperture

radius of the antenna in wavelengths. Finally, Lothernm in (4)

accounts for the other large-scale losses such as atmospheric

gasses attenuation and ionospheric scintillation [11].

C. Asynchronous Reception

In distributed antenna systems, the main causes of the

asynchronous reception are the variances in the propagation

delays and oscillator hardware imperfection. More specifically,

these factors result in a multiplicative random phase in the

transmitted signal. In this work, we focus on the phase shift

resulting from the variant propagation delays. Since the dis-

tances between spatially distributed LEO satellites in a given

user’s SC are very long and random, the propagation time of

the transmitted signals from all serving LEO satellites to a

user is different which results in asynchronous signal arrival.

Therefore, with respect to the phase of the signal received from

the RSAP, each other received signal at the user experiences

a phase shift related to the relative position of the satellite

and the user [15]–[17]. As such, the phase shift in the channel

between the m-th satellite and the n-th user is expressed as

θnm = exp
(

− 2π
∆tnm
Ts

)

, (7)

where Ts denotes the symbol duration, ∆tnm = ∆rnm

c is the

timing offset of the signal transmitted from the m-th satellite to

the n-th user with ∆rnm and c are the distance difference and

light speed, respectively. To this end, taking into consideration

the phase shift effect, the channel between the n-th user and

m-th satellite is written as

h̃nm = θnmhnm = θnmβnmgnm. (8)

The phase shift θmn is mainly determined by the positions

of satellite m and user n at the initial access and then updated

dynamically based on the predicted satellite mobility.

III. USER-CENTRIC CLUSTERING AND DOWNLINK

TRANSMISSION

A. Cluster Formation and Reference Satellite

In the proposed UC-DMIMO system, each user is connected

to a set of satellites in its vicinity. The user vicinity is

determined by a given minimum elevation angle. To provide

flexible and scalable configuration, each user is assigned a

reference satellite access point (RSAP) based on a given cri-

teria. In addition to serving the user, the RSAP is responsible

Algorithm 1 Initial user access and SC selection

Input: Candidate SCs Sn, average channel gain βnm, and

serving time ζnm between user n and satellite m ∈ Sn for all

n ∈ {1, 2, ..., N}.
Output: Each user’s SC An and RSAPn for all n ∈
{1, 2, ..., N}.

1: for n = 1 to N do

2: An RSAP is selected for user n from Sn such that

1111 RSAPn = {satellite m: m = argmaxm∈Sn
Λnm}

3: User n sends a serving request to the RSAPn

4: if RSAPn deny the user’s serving request then

5: set Sn ← Sn \ {RSAPn}.
6: go to Step 2

7: else

8: An ← {RSAPn}
9: pilot sequence τn is assigned to user n.

10: User n locks its phase to the RSAPn.

11: end if

12: User n sends its Sn and location to RSAPn.

13: The RSAPn informs the user’s serving request to all

111 satellites in Sn.

14: if the pilot τn in satellite i ∈ Sn is available then,

15: Satellite i will join the user’s SC, i.e.,

1111111An← An

⋃{satellite i}
16: end if

17: end for

for assigning resources and changing the user’s information

with other satellites in its SC including the user’s location

and assigned pilot sequence. This configuration will reduce

overhead and hence the overall system complexity. In this

paper, we introduced two criteria to determine the user’s

RSAP: a) best channel-based RSAP and b) maximum service

time-based RSAP. Since the orbital dynamics of satellites can

be predicted, the serving time is assumed available. Let ζnm
and Sn, respectively, denote the serving time of user n from

satellite m and the set of satellites with a predetermined min-

imum elevation angle with respect to the n-th user. Consider

a new parameter, Λnm defined for user n and satellite m such

that Λnm = βnm if the RSAP is selected based on the best

average channel gain and Λnm = ζnm if the RSAP is selected

based on the maximum service time. In the following, we

provide two algorithms, namely Algorithm 1 and Algorithm

2, for initial SC formation as well as SC update and handover.

B. Channel Estimation

Each satellite is required to estimate uplink channels from

all users utilizing the uplink pilot sequences. We consider

τp mutually orthogonal time-multiplexed pilot sequences are

used. Since each satellite is supported with L antennas, we

assume the pilots assigned for these L antennas are orthogonal,

i.e., there is no pilot reuse among the co-located antennas.

However, pilot sequences can be reused for other distributed

antennas in the network. Let Ξn ∈ Cτp denotes the L pilot

sequences assigned to the n-th user where ||Ξn||2 = Lτp
and let Cn represents the subset of users that use the pilot



Algorithm 2 SC update and handover

Input: An and Sn for each user n ∈ {1, 2, ..., N}.
Output: Updated An for all n ∈ {1, 2, ..., N}.

1: for n = 1 to N do

2: if RSAPn ∈ Sn then

3: User n updates its location and Sn to the RSAPn.

4: if New satellite i join Sn then

5: The RSAPn informs the user’s serving request

spacespace to satellites i.
6: if the pilot τn in satellite i ∈ Sn is available

space1-space2 then,

7: An ← An

⋃{satellite i}
8: end if

9: end if

10: if Satellite j ∈ An & j /∈ Sn then

11: An ← An\{satellite j}
12: end if

13: else

14: Cluster handover occurs.

15: end if

16: end for

sequences Ξn as the n-th user. Then, the received pilot signal

YP
m ∈ C

L×τp at the m-th satellite is given by

YP
m =

N
∑

n=1

√
anmpnh̃nmΞT

n +Wm, (9)

where pn is the pilot transmit power of user n, Wm ∈ CL×τp

is the additive thermal noise matrix which has i.i.d elements

wij
m ∼ N

(

0, σ2
)

, and an is an indicator parameter to deter-

mine if the m-th satellite belongs to the n-th user’s SC, An,

which can be defined as

anm =

{

1, m ∈ An

0, otherwise
(10)

Therefore the required information to estimate the channel of

the n-th user is given as

yp
nm =

YP
mΞ∗

n√
τp

=
√
τp

∑

j∈Cn

√
ajmpjh̃jm +wm, (11)

where wm = WmΞ∗
n/
√
τp ∼ N

(

0, σ2IN
)

with IN repre-

sents the identity matrix. Then, the estimate of the uplink

channel from the n-th user to the m-th satellite, denoted

as ĥnm, is obtained using the linear minimum mean square

estimator (LMMSE) [18]. As such, ĥnm is expressed as

ĥnm =
E

[

hnmyH
nm

]

E

[

y
p
nm(yp

nm)H
]yp

nm

=

√
pnanmθ∗Rnm

∑

j∈Cn
pjajmRjm + σ2IL

yp
nm, (12)

where Rnm = βnmg′
nm(g′

nm)H + βnmIL is the spatial

correlation matrix of the channel between the n-th user and

the m-the satellite. It is clear from (12) that the square matrix√
pnR

H
nm∑

j∈Cn
pjajmRjm+σ2IL

∈ CL×L is a function of the channel

statistics which can be predicted. This means that channel

estimation can be performed locally in each satellite.

C. Downlink Transmission

We assume that a coherent joint transmission is applied in

the downlink, which means that all satellites in the user’s SC

send the same data symbols. As such the transmitted signal

vector from the m-th satellite can be expressed as

xm =

N
∑

n=1

√
κnmamnvnmsn, (13)

where sn ∼ N (0, 1) is the transmitted symbol to user n, κnm

is the power allocation coefficient from the m-th satellite to

the n-th user, and vnm is the precoding vector utilized by the

m-th satellite to precode the date transmitted to user n. Then,

the received signal at the n-th user is given as

yn =

M
∑

m=1

hH
nmxnmsn =

M
∑

m=1

√
κnmanmhH

nmvnmsn

+

M
∑

m=1

N
∑

i=1
i6=n

√
κimaimhH

imvimsi + wn, (14)

where wn represents the receiver thermal noise at user n.

Utilizing maximum ratio processing allows for leveraging the

distributed channel estimation at the satellites. This stands out

as a key advantage of the distributed antenna system, with

the potential to lower both computational complexity and the

necessary backhaul signaling between the LEO satellites and

the CPU [14]. As such, the the precoding vector of the m-th

satellite to the n-th user is

vnm = θnmĥnm. (15)

Therefore, the signal-to-interference-plus-noise ratio (SINR)

at the n-th user can be expressed as

SINRn =

∣

∣

∣
E

{

∑M
m=1

√
κnmanmhH

nmvnm

}∣

∣

∣

2

∑M
m=1

∑N
i=1
i6=n

κimaimE

{∣

∣

∣
hH
imvim

∣

∣

∣

2}

+ wn

. (16)

Thus, the achievable spectral efficiency for the n-th user is

SEn =
(

1− τp
τc

)

log2
(

1 + SINRn

)

=
(

1− τp
τc

)

× log2
(

1 +

∣

∣

∣
E

{

∑M
m=1

√
κnmanmθnmhH

nmĥnm

}∣

∣

∣

2

En + Fn + wn

)

, (17)

where En, and Rn, respectively, are the beamforming uncer-

tainty gain, and multi-user interference and are given by

En = var
{

M
∑

m=1

√
κnmanmθnmhH

nmĥnm

}

, (18)

Fn =

M
∑

m=1

N
∑

i=1
i6=n

κimaimθnmE

{∣

∣

∣
hH
imĥim

∣

∣

∣

2}

. (19)

In a specific scenario when users are dispersed within a

confined geographical region, it becomes feasible to regard

all users as being served by the same SC, provided there are

a sufficient number of orthogonal pilot sequences.



IV. SIMULATION RESULTS

In this section, simulation results are provided in order to

demonstrate the performance of the proposed UC-DMIMO

system for LEO satellite networks. Unless otherwise specified,

the system parameters considered in the simulation results

are set as follows. The operating frequency is 2GHz, antenna

factor η = 10 wavelengths, shadowing variance σ2
sh = 5 dB,

noise power spectral density σ = −174 dBm/Hz, Rician K-

factor, κ = 10, satellite antenna gain and maximum transmit

power are 30 dBi and 15 dBW, respectively, user antenna gain

0 dB, pilot power, pn = p = 0 dBW, length of coherent time

and pilot sequences are τc = 200, and τp = 30, respectively,

minimum elevation angle is 0, number of users N = 10, and

number of orbiting LEO satellites M = 100 and 400.

In Figs. 2a and 2b, we plot the cumulative distribution

function (CDF) of the per-user downlink spectral efficiency of

the proposed UC-DMIM system for M = 100 and M = 400,

respectively. These figures illustrate the system performance

when the RSAP is selected based on the best channel criteria.

As depicted in the figure, since the propagation delay phase

can be perfectly estimated and incorporated into the precoding

process, the system performance is significantly enhanced

when this phase shift is compensated. For example, as shown

in Fig. 2b, the performance of the synchronous transmission

with L = 2 is almost the same as that of asynchronous

transmission with L = 4. This indicates that phase compen-

sation can either enhance the system performance or reduce

the number of distributed or co-located antenna requirements.

Furthermore, it is clear from Figs. 2a and 2b that the system

performance in terms of spectral efficiency is enhanced with

increasing the number of orbiting satellites since this increases

the probability of more satellites joining the user’s SC.

In Fig. 3, we compare the spectral efficiency performance

of the proposed UC-DMIMO system with that of the FC-

DMIMO [13] and the NCT system [19]. This comparison

is conducted under both RSAP selection methods, and for

M = 100 and L = 4. It is clear that the proposed UC-

DMIMO system provides a performance comparable to the

FC-DMIMO system while outperforming that of the NCT

systems. Furthermore, for the UC-DMIMO and FC-DMIMO

systems, both selection methods provide approximately the

same performance in terms of per-user spectral efficiency. This

is due to the system’s design of distributed MIMO, where

the user is connected to a cluster of satellites. One of these

satellites is designated as the user’s RSAP and it cooperatively

serves the user alongside the other satellites in its SC. This

cooperative approach helps mitigate the effects of interference

under both selection methods. On the other side, in the NCT

systems, each user is connected to a single satellite which

is considered the RSAP as well. If this satellite is selected

based on the maximum serve time, there may be other satellites

closer to the user which results in a high level of interference.

As such, selecting the serving satellite in the NCT architecture

based on the maximum serve time results in more degraded

performance as illustrated in Fig. 3.

The results depicted in Fig. 4 show the distribution of the

user’s SC size for the proposed UC-DMIMO and compare it
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Fig. 2: Downlink per-user spectral efficiency for a) M = 100
and b) M = 400, when the RSAP is selected based on the

maximum channel gain. Note that in this paper, we mainly

focus on investigating phase synchronization.
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Fig. 3: Comparison of the downlink per-user spectral efficiency

for the proposed UC-DMIMO system with the FC-DMIMO

and the NCT when the RSAP is selected based on the best

channel and based on the maximum service time.

with that of the FC-DMIMO. While Fig. 3 demonstrates com-

parable spectral efficiency performance between UC-DMIMO

and FC-DMIMO, Fig. 4 reveals a noteworthy distinction in

the user’s SC size, i.e., the number of serving satellites.

Specifically, the user’s SC size in UC-DMIMO is significantly

smaller than that in FC-DMIMO. This observation indicates

that UC-DMIMO offers a reduction in backhaul overhead,
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Fig. 4: User’s SC size for the proposed US-DMIMO compared

with that of FC-DMIMO when the RSAP is selected based on

the best channel.
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Fig. 5: Per-user coverage time without RSAP handover when

the RSAP is selected based on the best channel and based on

the maximum service time.

leading to a decrease in system complexity and facilitating

scalable implementation in cooperative satellite networks.

Fig. 5, plots the CDF of the coverage time, i.e., the service

time, which is the time in which the user receives services

without RSAP handover. As can be observed in the figure, the

maximum service time approach outperforms the best channel

in terms of coverage time. This result aligns with expectations,

given that the satellite with the best channel doesn’t guarantee

longer service time. From Figs. 3 and 5, we can conclude

that the proposed UC-DMIMO system can enhance the system

performance in terms of both downlink spectral efficiency and

handover rate.

V. CONCLUSION

In this paper, we proposed a scalable distributed massive

MIMO system for LEO satellite networks using dynamic

user-centric clustering. The proposed UC-DMIMO system

underscores its effectiveness in improving the downlink spec-

tral efficiency and handover rate. Notably, compensating for

propagation delay phase shifts significantly enhances system

efficiency, either by boosting the downlink data rate or re-

ducing antenna requirements. Each user is assigned an RSAP

which shares the user information with the other satellites

in its SC. Two distinct methods are introduced for RSAP

selection; either opting for the LEO satellite with the best

channel or choosing the one with the maximum service time.

The comparison between RSAP selection methods further

reinforces the system’s superiority over a baseline NCT sys-

tems. Moreover, with almost the same spectral efficiency

performance as the FC-DMIMO system, the UC-DMIMO

provides significantly smaller cluster size which reduces the

backhaul overhead requirements. Overall, these findings affirm

the potential of the proposed UC-DMIMO architecture to

elevate system performance in terms of spectral efficiency,

handover rate, and scalable implementation.
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