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Description of quantum many-body dynamics is extremely challenging on classical computers, as
it can involve many degrees of freedom. On the other hand, the time evolution of quantum states
is a natural application for quantum computers, which are designed to efficiently perform unitary
transformations. In this paper we study quantum algorithms for response functions, relevant for
describing different reactions governed by linear response. We consider a qubit-efficient mapping
on a lattice, which can be efficiently performed using momentum-space basis states. We analyze
the advantages and disadvantages of this approach, focusing on the nuclear two-body system and a
typical response function relevant for electron scattering as an example. We investigate ground-state
preparation, controlled time evolution and the required measurements. We examine circuit depth
and the hardware noise level required to interpret the signal.

I. INTRODUCTION

Quantum computing has the potential to become one
of the most powerful methods for calculating the dy-
namics of many-body quantum systems. As hardware
continues to improve, it is vital to develop appropriate
quantum algorithms. In various studies, relevant aspects
of quantum computation have been examined. Various
methods for mapping Hamiltonians to qubits have been
investigated [1–9], considering the trade-offs with respect
to the number of required qubits and number of Pauli
strings in the Hamiltonian, or circuit depth for differ-
ent algorithms. Preparing specific states on a quantum
computer is a necessary step for the description of many-
body systems. Indeed, different ground-state preparation
methods, including variational algorithms [10, 11], adia-
batic evolution [12, 13], and projection-based methods
[14–22], have been developed, as well as algorithms for
initialization to a known state [23–29].

In scientific computing for nuclear physics, quantum
computers should be especially useful for calculating re-
action cross sections. For example, exact calculations of
exclusive electron- and neutrino-scattering are not acces-
sible with classical computers, even for relatively light nu-
clei. Several algorithms for response functions have been
suggested [30–38]. This might be an early application of
quantum computers, but significant algorithmic progress
is still needed [39]. In many cases, the steps requiring
the most resources in such algorithms involve time evo-
lution of a given state. Trotter-based time evolution and
the associated uncertainty estimation have been studied
in different works [40–48], as well as other approaches
[49–52].

In this work, we study the description of quantum
many-body systems on a lattice using quantum comput-
ing, with focus on dynamical processes and reactions. In
Sec. II, we discuss different possible mappings, analyz-
ing the number of required qubits and Pauli strings in
the Hamiltonian. Our analysis suggests an advantage
for a qubit-efficient momentum-space mapping over the

Jordan-Wigner mapping, at least for small number of
particles. Considering this mapping, we focus in the re-
minder of the paper on a simplified two-body problem
with a contact interaction. The mapping of the two-body
Hamiltonian is presented in Sec. III, and time evolution
with optimized quantum circuits, using both first-order
and second-order Trotter approximation, is discussed in
Sec. IV. We consider different approaches for ground-
state preparation in Sec. V. We analyze an energy-filter
method, and also present a new approach for state ini-
tialization, assuming the ground state is known. For the
latter, the gate depth scales polynomially with the num-
ber of qubits and 1/ϵ, where ϵ is the error associated
with the resulting state compared to the desired state.
Finally, combining these different ingredients, we study
a response function algorithm and analyze the required
circuit depth in Sec. VI, investigate the impact of noise
in Sec. VII, and summarize in Sec. VIII.

II. HAMILTONIAN AND MAPPING

We consider a fermionic non-relativistic many-body
system with a two-body interaction. We will describe
it using a cubic three-dimensional lattice with periodic
boundary conditions. The side lengths of the lattice are
denoted by Lx, Ly, and Lz, with Nx, Ny, and Nz sites
along each direction, all assumed to be even. The total
number of sites is N = NxNyNz and the lattice volume
is Ω = LxLyLz. We will use momentum basis states
|p⟩ = |px, py, pz⟩. On the lattice, px can take the values

{0,± 2π
Lx
,±2 2π

Lx
, ...,±(Nx

2 − 1) 2πLx
,−Nx

2
2π
Lx

}, and similarly
for y and z.
We assume a local radial two-body interaction V , such

that the Hamiltonian is given by the sum of kinetic and
potential energy

H =

A∑
i=1

p2i
2m

+
∑
i<j

V (|ri − rj |). (1)

Here, A is the number of particles, pi is the momen-
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tum operator of particle i and m is the mass of the par-
ticles. To be specific, we consider the case of nuclear
systems, where each particle can be either a proton or a
neutron, corresponding to isospin-half particles (t = 1/2)
with isospin projection tz = ±1/2. They also contain a
spin-half (s = 1/2, sz = ±1/2) degree of freedom. For
simplicity, we use a spin-isospin independent interaction.
Extensions to other interactions will be considered in fu-
ture works.

The first step in describing such a system on a quan-
tum computer is mapping the Hamiltonian to qubits. We
consider first the Jordan-Wigner (JW) mapping [1]. This
mapping is relevant for ferminoic Hamiltonian in second
quantization. The above Hamiltonian can be written in
second quantization as

H =
∑
a

p2a
2m

a†a+
∑

a<b,c<d

Vabcda
†b†dc, (2)

where Vabcd = ⟨ab|V |cd⟩, and the creation and anni-
hilation operators correspond to the momentum basis
states together with the spin-isospin degrees of freedom
|a⟩ = |pasazt

a
z⟩. There are 4N different creation opera-

tors, and, therefore, JW mapping for this problem in-
volves 4N qubits, hence scaling as the lattice volume.
Each operator is mapped to Pauli strings, i.e. tensor
products of Pauli matrices, according to

aα =

α−1∏
β=0

Zβ

 Xα + iYα
2

, (3)

where the operators are organized at some order from 0
to 4N−1, and Xα, Yα, and Zα correspond to the Pauli x,
y, and z matrices acting on qubit α (the identity operator
is suppressed).

Under this mapping, H is written as a sum of Pauli
strings

∑
i hiSi, where Si are the Pauli strings and hi are

numerical coefficients. We can now estimate how many
different Pauli strings are obtained under the above JW
transformation. The main contribution comes from the
two-body interaction. Due to center-of-mass (CM) mo-
mentum conservation, Vabcd = 0 if pa + pb ̸= pc + pd. In
addition, as V is spin and isospin independent, we must
have saz = scz and sbz = sdz , or else Vabcd = 0. We as-
sume here at the moment that all other matrix elements
are non-zero. The term a†b†dc leads to 16 different Pauli
strings (based on Eq. (3)). Therefore, we obtain O(N3)
Pauli strings in the JW mapping of H. If coordinate-
space orbitals corresponding to the lattice sites are used,
O(N2) Pauli strings are obtained for a local potential,
and O(N3) for a non-local potential. For short-range po-
tentials, if only a limited neighborhood of each lattice site
is affected, the scaling with N is further improved. The
contribution of the kinetic term is O(N) Pauli strings,
with both the momentum space and coordinate space or-
bitals [39].

We can also consider a qubit-efficient mapping of the
Hamiltonian, similar to the encodings discussed in Refs.

[7, 9]. In this mapping, we start by choosing a relevant set
of basis functions. Working with momentum states, and
for the case of A particles, the basis states are constructed
by choosing the momentum of the first A − 1 particles,
while the momentum of the last particle is fixed by requir-
ing zero total CM momentum. This allows us to consider
only the space of zero-CM A-particle states, unlike the
JW mapping, where the number of particles and the CM
momentum are not restricted. For small systems of up
to 2 protons and 2 neutrons, we do not need to consider
explicitly the spin-isospin degrees of freedom. We can
consider symmetric states in momentum space, and anti-
symmetrization is obtained from the spin-isospin part.
In this case we have NA−1 basis states, and the number
of required qubits is

nq = ⌈log2(NA−1)⌉ = ⌈(A− 1) log2(N)⌉. (4)

The number of qubits scales logarithmically with the
number of sites, unlike the linear scaling for the JW map-
ping. But notice that here the number of qubits depends
also on the number of particles. For simplicity we will
assume that N is a power of 2, and, therefore, the ceiling
function is not needed in Eq. (4).
The mapping is defined by associating each of the

many-body basis states with a different bit-string vec-
tor of nq digits (0 or 1). The latter are basis states of the
nq-qubit system. The Hamiltonian can be written using
the physical basis states {|vi⟩}

H =
∑
i,j

⟨vj |H|vi⟩|vj⟩⟨vi|. (5)

In its mapping, the operators |vj⟩⟨vi| should be consis-
tently mapped. This is done using the following relations
for the qubit states [9]:

|0⟩⟨0| = 1

2
(I + Z) ; |1⟩⟨1| = 1

2
(I − Z)

|1⟩⟨0| = 1

2
(X − iY ) ; |0⟩⟨1| = 1

2
(X + iY ), (6)

where I is the two-by-two identity matrix. These rela-

tions are obtained under the convention that |0⟩ =
(
1
0

)
and |1⟩ =

(
0
1

)
.

We can estimate the number of Pauli strings obtained
in this mapping by looking first on the kinetic part. Since
we work with momentum basis states, the kinetic energy
matrix is diagonal. Therefore, only I and Z matrices can
be obtained in its mapping, i.e. at most 2nq = NA−1

Pauli strings. All these strings are commuting with each
other. We will see later in an explicit example that even-
tually much fewer strings are obtained for the kinetic en-
ergy due to symmetries of the matrix, and we expect this
contribution to be small compared to the contribution of
the two-body interaction.
To deal with the potential energy, it is illustrating to

start with the two-body case. For two particles, the zero-
CM-momentum basis states are of the form |k,−k⟩, N
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states in total. Therefore, mapping the potential energy
matrix results in at most 4log2(N) = N2, due to the 4
possible matrices (X,Y, Z, I) for each qubit. Considering
now A particles, we can look on the interaction operator
V12 that acts on particles 1 and 2. Notice that this oper-
ator can only connect states with the same two-body CM
momentum k1+k2, and does not change the momentum
of the remaining particles. We can order the basis states
in the following way. For the first N states, we choose
fixed values for k3, ...,kA, and go over all possible N val-
ues of k1, while k2 is fixed by the requirement that the
total CM momentum is zero, i.e. k1 + k2 = −

∑
i≥3 ki.

Then, a different set of k3, ...,kA is chosen, and so on.
Under this choice, V12 has a block-diagonal structure of
NA−2 N×N identical blocks. They are identical because
the matrix elements of the interaction ⟨k′

1k
′
2|V12|k1k2⟩

depend only on the momentum transfer |k′
1 − k1|. As

mentioned before, a single N ×N block requires at most
N2 Pauli strings. Now, the full matrix is obtained by
a tensor product of the NA−2 × NA−2 identity matrix
and this N × N block. Therefore, for the A-body case,
the Pauli strings obtained in the mapping of V12 all be-
gin with II...I ((A − 2) log2(N) times) followed by the
same Pauli strings obtained in the two-body case for
V12 (of length log2(N) each, giving Pauli strings of to-
tal length (A − 1) log2(N)). These are still at most N2

strings. For the remaining Vij operators, each should
have a block-diagonal structure if the order of the basis
states is changed accordingly. Therefore, we expect each
of them to result in at most N2 Pauli strings as well. In
total, the two-body interaction contributes no more than(
A
2

)
N2 Pauli strings.

As mentioned above, this is expected to be the dom-
inant contribution. Notice the N2 scaling, compared to
the N3 or N2 scaling for the JW case (using momentum-
or coordinate-space orbitals). For small number of parti-

cles, for which the factor
(
A
2

)
is not significant, and for a

large lattice (i.e. large values of N), the number of Pauli
strings involved in this qubit-efficient mapping should be
smaller or comparable to the JW case, although for a
larger number of particles the situation can change [53].
This is on top of the reduction in the number of qubits.
We will continue investigating this mapping in the next
sections, focusing on a two-body system with a contact
two-body interaction as a test case. One possible disad-
vantage of this mapping is the possibly large entangle-
ment between qubits, due to Pauli strings that include
many non-I Pauli matrices. This, in principle, can lead
to deep circuits in the execution of time evolution. We
will discuss how such circuit length can be significantly
shortened.

III. THE TWO-BODY SYSTEM

In the rest of this paper we will focus on the two-body
system. To be specific we will consider the deuteron,
i.e. the bound state of a proton and a neutron, but

the general ideas are relevant for other non-relativistic
quantum systems. For this purpose we will consider an
8 × 8 × 8 lattice, i.e. Nx = Ny = Nz = 8, N = 512,
with distance of a = 1 fm between two adjacent sites, i.e.
Lx = Ly = Lz = 8 fm. The number of qubits required to
simulate this system using the above qubit-efficient map-
ping is nq = 9. Using JW mapping would require 2048
qubits.
We model the interaction between the two particles

using a contact interaction. Such an interaction acts
only between two particles that are on the same site, i.e.
V = V0δ(r). This is the interaction obtained in pionless
effective field theory at leading order [54–57]. Finite-
range interactions could be considered in the future. V0
can be tuned to obtain the binding energy of the system,
for example. In our case we choose V0 = −235 MeV. For
fixed a = 1 fm, and in the limit of infinite lattice, this
leads to binding energy of approximately 2.2 MeV, in
agreement with the experimental value for the deuteron.
For the finite value of Lx = Ly = Lz = 8 fm, the binding
energy is 4.375 MeV. The exact value used for V0 is not
important for the general results and conclusion of this
work.

The Hamiltonian matrix can now be constructed us-
ing two-body momentum basis states of the form |k,−k⟩,
and mapped to Pauli strings. Following the relations in
Eq. (6), and using a specific order of the basis states (see
more details in Appendix A), the kinetic part translates
to 19 Pauli strings involving no more than two Z ma-
trices per string, and they all commute with each other.
Notice that this is indeed much smaller than the number
of all strings with I and Z, 29 = 512, as discussed in the
previous section. The contact two-body interaction is a
constant in momentum space, i.e. proportional to the
all-ones N ×N matrix. Since,

X + I =

[
11
11

]
, (7)

the all-ones N × N matrix is obtained as (X + I)⊗nq .
Therefore, the two-body contact interaction translates to
all N Pauli strings with X and I matrices. They all come
with the same coefficient of V0/N , and they all commute
with each other. Notice that in this case, the number
of Pauli strings is linear with N , as opposed to the N2

scaling of a general interaction in this mapping. We have
here 512 strings due to the interaction, and a total of 530
Pauli string for the whole Hamiltonian (the all-I string
appears in both the kinetic and potential contributions).
A JW mapping of a Hamiltonian with a contact interac-
tion also results in a number of Pauli strings that scales
linearly with the lattice size, but the number of groups
of commuting strings is larger than two [39].

IV. TIME EVOLUTION

Time evolution is an important part of different algo-
rithms relevant for describing quantum systems, includ-
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ing ground-state preparation and cross section calcula-
tions. We will consider here time evolution based on the
Trotter approximation [40–42]. In this approach, time
evolution over time t, i.e., the operator exp(−iHt), is di-
vided to short time steps dt = t/r involving r Trotter
steps. Since, in our case, the kinetic energy T translates
to a set of commuting Pauli strings, and the same for the
potential energy V , we only need to consider the opera-
tors exp(−iTdt) and exp(−iV dt).
Starting with T , we can write

e−iTdt =
∏

Sj∈T

e−iαjSjdt, (8)

where Sj are the strings in the mapping of T , and αj are
the corresponding numerical coefficients. Each operator
exp(−iαSdt), with k non-I elements in the string S, can
be performed using a simple quantum circuit, involving
a ladder of 2(k−1) controlled-NOT (CNOT) gates and a
single Z-rotation [58]. For the lattice parameters chosen
in this work, it results in a circuit with 18 CNOTs and
18 Z-Rotations for the exact application of the operator
exp(−iTdt).

As mentioned before, the operator V translates to all
2nq = 512 9-qubit strings built from theX and I matrices
with the same numerical coefficient. We can, therefore,
write

e−iV dt = H⊗nqe−iDdtH⊗nq , (9)

where H⊗nq is the tensor product of Hadamard gates,
and D is a diagonal matrix in momentum space. Thanks
to the identity HZH = X, the mapping of D to Pauli
strings is identical to V , only with Z matrices instead of
X. exp(−iDdt) can be written similarly to Eq. (8). Fol-
lowing naively the same idea of CNOT ladders results in
2−2nq+1+nq2

nq = 3, 586 CNOT gates and 2nq −1 = 511
rotations [59]. But, CNOTs coming from neighboring
Pauli strings can cancel as CNOT2 = 1. This depends
on the order of Pauli strings used in the implementa-
tion of time evolution. Following Ref. [59], the Pauli
strings can be ordered based on the Grey Code. Then,
using commutation properties of CNOT gates, we ob-
tain a circuit that includes only a single CNOT between
two adjacent Z-rotations, with a total of 2nq − 2 = 510
CNOTs and 2nq −1 = 511 Z-rotations in the exact appli-
cation of exp(−iV dt) (together with 9 Hadamard gates
at the beginning and at the end of the circuit, Eq. (9)).
We can see that despite the fact that V includes Pauli
strings with many non-I elements (e.g., the all-X string),
the final number of CNOTs per Pauli string is relatively
small due to CNOT cancellations.

These elements are combined to obtain the total time
evolution. Using first-order trotter approximation with r
trotter steps we obtain

e−iHt ≈
(
e−iV dte−iTdt

)r ≡ U1(dt)
r (10)

The order of T and V can be reversed. In this approach
we get 528 CNOTs and 529 Z-rotations per trotter step.

We can also consider second-order trotter approximation,
which results in the expression

e−iHt ≈
(
e−iT dt

2 e−iV dte−iT dt
2

)r

≡ U2(dt)
r. (11)

Notice that the first-order and seconder-order expressions
differ only at the very beginning and end of the cir-
cuit because exp(−iTdt/2) exp(−iTdt/2) = exp(−iTdt)
[48]. Therefore, the full circuit corresponding to total
time evolution t with second-order approximation in-
cludes only 18 additional CNOTs and 18 additional Z-
rotations, compared to the first-order approximation cir-
cuit, independent of the number of trotter steps.
Despite the similarity between the two circuits, one can

obtain a non-negligible improvement using the second-
order approximation [48]. We can compare the two by
considering the effective Hamiltonian corresponding to
each case. The effective Hamiltonian is defined such that
the Trotter-approximated time evolution with the origi-
nal Hamiltonian corresponds to exact time evolution un-
der the effective Hamiltonian, namely [58]

Heff
j =

ln (Uj(dt))

−idt
, (12)

for j = 1, 2. We compare in Fig. 1 the energy spec-
trum of these effective Hamiltonians for dt = 0.002 with
respect to the exact energy spectrum. We can see that
the error in the energies when using second-order Trotter
approximation, compared to first-order approximation, is
smaller by about a factor of about 4 throughout the whole
energy domain. Notice also that the error seems to be
larger for the smallest energies. There are several ener-
gies for which the error is zero. This is a special property
of the two-body system with a contact interaction, for
which the negative-parity eigenstates are non-interacting
free states. For these states the Trotter approximation
is exact. In any case, we see that second-order approx-
imation indeed provides better description of the exact
time evolution. Since the added complexity to the cor-
responding circuit is negligible (compared to first-order
Trotter approximation) it is beneficial to implement this
method.

V. GROUND-STATE PREPARATION

As mentioned before, the first step of many quantum
algorithms is the preparation of a desired initial state on
the quantum computer. Here we will focus on the ground
state of the Hamiltonian. We will discuss and analyze
two methods. First, we analyze the complexity of the
projection-based energy-filtering approach of Ref. [22],
where only limited information regarding the ground-
state and energy spectrum is assumed to be known. Next,
assuming the ground-state wave function is known, we
present a new method for preparing this state on the
computer. We analyze the success probability and gate
complexity.
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FIG. 1. The difference between the eigenvalues (i.e., ener-
gies) of the Trotter effective Hamiltonians and exact Hamilto-
nian. For each Hamiltonian, the eigenvalues are ordered from
smallest to largest. The difference is presented as a function
of the corresponding exact energy. Results for both first-order
and second-order Trotter approximation with dt = 0.002 are
shown.

A. Measurement-based energy filter

We will first consider here the projection-based ap-
proach of Ref. [22]. The first step is to initialize
the system to a state |ψi⟩, preferably with significant
overlap with the exact ground state |Ψ0⟩. We assume
⟨Ψ0|Ψ0⟩ = ⟨ψi|ψi⟩ = 1. In our case, we consider the
state in which the two particles have zero momentum.
It simply corresponds to the all-zero 9-qubit state with
the mapping used here, and obeys |⟨ψi|Ψ0⟩|2 ≈ 0.75.
Using ancillary qubit a in state |0⟩, the initial state
is |ψi⟩ ⊗ |0⟩. Then, time evolution operator of the
form exp[−i(H − E0IN )t ⊗ Ya] is applied, where E0 is
the ground-state energy, IN is the N × N identity ma-
trix, and Ya is the Y Pauli matrix acting on the ancil-
lary qubit. In principle, a phase can also be included
[22], but we will not utilize this freedom here. If we
then read qubit a to be in state |0⟩, the system is pro-
jected to the state N cos[(H − E0IN )t]|ψi⟩, where N is
a normalization factor. This happens with probability
⟨ψi| cos2[(H − E0IN )t]|ψi⟩. We can try to choose the
time t to get close to the ground state |Ψ0⟩. We assume
to know the energy gap ∆ between the ground state and
the first excited state of the Hamiltonian, and choose
the time t∆ ≡ π

2∆ . As a result, the first excited state
is exactly projected out from the initial state. In our
case ∆ = 13.5 MeV. The average energy of the initial
state is ⟨ψi|H|ψi⟩ ≈ −0.46. After projection with time
t∆, the average energy of the state, denoted by ψ∆, is
−4.19 MeV, less than 5% difference compared to the ex-
act ground-state energy. The success probability for pro-
ducing ψ∆, i.e. measuring the ancillary qubit in state

|0⟩, is approximately 75%, and |⟨ψ∆|Ψ0⟩|2 ≈ 0.9988. We
can see that, by projecting-out the first excited state, we
obtain a good approximation for the ground state. This
can be improved by performing additional projections
with different values for the time t [22].
To apply this algorithm on a quantum computer, a

Trotter approximation can be used, similar to the dis-
cussion in Section IV (see Appendix B for more technical
details). We study the convergence of such a calculation
with respect to the number of Trotter steps Fig. 2. We
can see that, as the number of Trotter steps becomes
larger, the energy of the resulting state converges to the
value obtained using the exact projection (−4.19 MeV).
We compare the use of first-order and second-order Trot-
ter approximations, as well as the order of the operators,
i.e. as in Eqs. (10) and (11), or if V and T are replaced.
We can generally see that the use of second-order ap-
proximation leads to faster convergence compared to the
first order. Moreover, we see that one order of operators
in the first-order approximation (orange triangles in the
plot) leads to especially slow convergence. It would be
interesting to try and understand the origin of this dif-
ference and its relevance to other studies, systems and
algorithms. Except for this case, about 40 Trotter steps
are needed to obtain a good approximation of the time
evolution. Following the same ideas of the Grey-Code
order discussed in Section IV, for first-order Trotter ap-
proximation, each step involves 536 CNOTs and 531 Z-
rotations. For 40 step, this is 21440 CNOTs and 21240 Z-
rotations. Second-order approximations, results in only
24 more CNOTs and 19 more Z-rotations for the whole
time evolution.

B. Measurement-based state initialization

We can also consider a case in which we know classi-
cally the exact ground state and would like to initialize a
quantum computer to this state. Then, for example, re-
action that cannot be calculated on a classical computer
could be studied using the quantum computer. We will
provide here an algorithm, with similarities to the above
measurement-based approach.
We assume that we know the expansion of the desired

state using the basis states {|vj⟩} defined in Section II

|Ψ0⟩ =
∑
j

gj |vj⟩, (13)

where gj are complex numbers. We start by initializing
the qubits to a state that includes all basis states with
real non-zero coefficients {bj}

|ψi⟩ =
∑
j

bj |vj⟩. (14)

This can be obtained, for example, by initializing all
qubits to the |0⟩ state and applying Hadamard gate on
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FIG. 2. The energy of the state obtained after the projection-
based approach described in the text, as a function of the
number of Trotter steps used in the time evolution. The ini-
tial state is the zero-momentum state, and the time used in
the algorithm is t∆. Results using different Trotter approx-
imations are shown. The label ’V+T’ corresponds to Eq.
(10), with the operators V ⊗ Ya and (T −E0IN )⊗ Ya instead
of V and T , respectively. The label ’T+V’ corresponds to
the opposite order. ’T+V+T’ and ’V+T+V’ similarly corre-
spond to the second-order Trotter approximation (Eq. (11)).
The energy obtained using exact time evolution and the exact
ground-state energy are also shown (dashed and dotted lines,
respectively).

each qubit. Now, with a single ancillary qubit a, the ini-
tial state is assumed to be |ψi⟩ ⊗ |0⟩. Then, an operator
exp[−iQ⊗ Ya] can be applied, where

Q =
∑
j

dj |vj⟩⟨vj |, (15)

for real numbers {dj}. If we measure the ancillary qubit
in state |0⟩, the system collapses to the state |ψQ⟩ =
N

∑
j cos(dj)bj |vj⟩, where N is an appropriate normal-

ization factor. The values of dj can be chosen such that
we obtain the state |ψQ⟩ =

∑
j |gj ||vj⟩. To get the right

phase of gj , we can apply the operator exp(iΘ), where
Θ =

∑
j θj |vj⟩⟨vj | and gj = |gj | exp(iθj). This finally

results in the desired state |Ψ0⟩. We provide more tech-
nical details regarding this algorithm in Appendix C, in-
cluding a discussion about the success probability of this
approach.

Since Q and Θ are diagonal, the corresponding quan-
tum circuit for this algorithm is relatively simple to con-
struct in the mapping discussed in this work. No Trotter
approximation is required. Applying exp[−iQ ⊗ Ya] in-
volves at most 2nq CNOTs and 2nq Z-rotations. If the co-
efficients {gj} are not all real, additional 2nq − 2 CNOTs
and 2nq − 1 Z-rotations are needed to apply the opera-
tor exp(iΘ). Since we use a qubit-efficient mapping, the

number of gates scales linearly with the lattice size for
the two-body system, see Eq. (4).
We also note that it was shown in Ref. [59], that op-

erators like exp[−iQ ⊗ Ya] and exp(iΘ) can be approxi-
mated using a polynomial number of one-body and two-
body gates. Therefore, if we are only interested in a
good approximation of the desired state, the number of
gates in our algorithm will scale polynomialy with the
number of qubits. It thus might provide an advantage
over other algorithms in some cases, especially if a low
success probability can be avoided. This includes algo-
rithms that require exponential circuit depth, without
any ancilla qubits or measurements [29], or algorithms
with polynomial depth, but with possibly exponential
number of ancilla qubits [25–29].
In our specific 9-qubit two-body problem, 512 Z-

rotations and CNOTs are needed for exact initialization
to the ground state (all gj are real). If a 10% accuracy on
the energy is required, only 300 Z-rotations and a similar
number of CNOTs [59] are needed. In any case, this is a
much shallower circuit compared to the method discussed
in Section VA. Therefore, such a method could be useful
for the description of reactions in relatively small sys-
tems, where the ground state can be solved on a classical
computer. In the calculation of the response function in
the next section we will indeed assume that the ground
state has been prepared with such a short circuit, such
that this step has a negligible contribution to the total
complexity of the calculation.

VI. RESPONSE FUNCTION

After discussing time evolution and ground-state
preparation, we are set to discuss the calculation of re-
sponse functions. We generally follow here the algorithm
presented in Ref. [35], with some modifications. The re-
quired resources for the calculation of neutrino-nucleus
scattering using this algorithms were estimated in Ref.
[39] with the JW mapping. We focus here on the qubit-
efficient mapping in momentum space. We will repeat
the main steps of the algorithm below.
The response function is defined as

S(ω) =
∑
ν

|⟨Ψν |Ô|Ψ0⟩|2δ(Eν − E0 − ω), (16)

where Ô is a relevant transition operator, ω is the energy
transfer, and |Ψν⟩ is an eigenstate of the Hamiltonian
with energy Eν . We will continue to analyze here the two-
body deuteron system, and consider a transition operator
of the form

Ô = eiq·rp , (17)

transferring momentum q to the proton. rp is the proton
coordinate. Such an operator is relevant, for example,
for the longitudinal response function in electron-nucleus
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scattering. We can separate the action of this operator
to the relative and CM motion

Ô = ei
q
2 ·reiq·R, (18)

where r and R are the relative and CM coordinates of
the pair. The response function can then be written as

S(ω) =
∑
ν

|⟨Ψint
ν |ei

q
2 ·r|Ψ0⟩|2δ(Eint

ν + ECM − E0 − ω),

(19)
where ECM = q2/4m is the energy of the CM motion,
and |Ψint

ν ⟩ and Eint
ν are the internal wave function and

energy, corresponding to the relative coordinate. This
allows us to remain in the space of zero-CM states. We
note that, on a lattice, the relevant values of q/2 are
quantized. The lowest non-zero momentum transfer in
the z direction obeys q/2 = 2π/Lz.
Similar to Ref. [35], we define a shifted and scaled

Hamiltonian

H̄ =
H− E0

∆H
(20)

and energy transfer ω̄ = (ω − ECM )/∆H, where ∆H is
the difference between the largest zero-CM eigenstate of
H and the ground state energy. The response function
corresponding to H̄ obeys [35]

S̄(ω̄) = ∆HS(ω). (21)

Notice that ω ∈ [ECM , ECM + ∆H] and ω̄ ∈ [0, 1]. We
can, therefore, focus on calculating S̄(ω̄).
After preparing the ground state on a quantum com-

puter, one should apply the transition operator [35]. In
our case, exp (iq2 · r) is a unitary operator. It can be ap-
plied by mapping the Hermitian operator q

2 · r to Pauli
strings, combined with Trotter approximation. Using the
mapping discussed in this work, this operator, for the
lowest possible non-zero momentum transfer in the ẑ di-
rection, translates to a small number of only 16 strings.
About 30 Trotter steps produce an accurate result, and,
therefore, the state exp (iq2 · r)|Ψ0⟩ can be prepared with
a relatively short circuit, negligible compared to the next
step.

At this point, quantum phase estimation (QPE) algo-
rithm [60, 61] can be applied to obtain the response func-
tion. In this approach, W ancilla qubits are initialized
to |0⟩ and a Hadamard gate is applied to each of them.
Then, a series of controlled time evolution operators

U2k = ei2π2
kH̄ (22)

are applied, where k = 0, 1, ...,W − 1, each controlled on
the corresponding k-th ancilla qubit. Inverse quantum
Fourier transform is then applied on the ancilla qubits,
and their state is measured. Repeating this process, the
probability P (a) of measuring a binary string correspond-
ing to an integer number a ∈ [0, 2W −1] provides an esti-
mation for S̄(ω̄), where ω̄ = a/2W . In total, this results

in 2W evenly-spaced energy values in the range ω̄ ∈ [0, 1]
in which S̄(ω̄) is evaluated, i.e. with energy resolution of
2−W .
The response function corresponding to the momen-

tum transfer operator of Eq. (17) is expected to have a
clear quasi-elastic (QE) peak around ω = q2/2m − E0.
The strength of the response function should be negli-
gible far enough from this peak. Therefore, we suggest
here some modifications to this algorithm. Instead of the
operators in Eq. (22), one can apply the operators

U2k

α,β = ei2π2
kα(H̄−β), (23)

involving two real parameters α and β. With this defi-
nition, the probability P (a) corresponds to S̄(ω̄), with a
modified relation

ω̄ =
a

2Wα
+ β. (24)

Since a ∈ [0, 2W − 1], we get values of ω̄ in the range
β ≤ ω̄ < 1/α + β. Therefore, we can use α > 1 to
limit the calculation to a smaller range of energies. It is
important that the response function is negligible outside
this energy range to get a correct result. Comparing to
the original algorithm (i.e. α = 1 and β = 0), this can
reduce the number of ancilla qubits for a given required
energy resolution, and also shorten somewhat the total
time evolution (see details in Appendix D). β also allows
us to shift the energy bins and control the energy values
for which the response function is evaluated.
We compare these different possibilities in Fig. 3,

where the response function S̄(ω̄) for the lowest non-zero
momentum transfer q = 4π/Lz ẑ is shown. We see that
the original algorithm withW = 6 (blue circles) provides
reasonable results compared to the exact calculation, but
with a slightly larger width. TheW = 6 calculation with
β > 0 (orange triangles) results in translated energy grid
which allows us to identify the maximum of the QE peak.
The green squares show the result of aW = 3 calculation
with α > 1, such that the energy grid is limited to the QE
peak. These results include 8 points, all in the relevant
energy range and with slightly better resolution than the
W = 6 calculations, showing a good agreement with the
exact calculations. We note that the total time evolution
of the W = 3 calculation is similar to the W = 6 cal-
culations, and, therefore, they should all require similar
circuit depth.

To estimate the circuit depth we can focus on the step
of controlled time evolutions, which is the most resource-
demanding part of the response function calculation. It
can be implemented using the Trotter approximation. As
discussed in Sec. IV, exp(−iαSdt), for a Pauli string S,
can be performed using a ladder of CNOT gates and a
single Z-rotation in the middle. For controlled time evo-
lution, each exp(−iαSdt) operator should be controlled
as well. This can be implemented by replacing the Z-
rotation with a controlled rotation. Each controlled Z-
rotation can be implemented using two Z-rotations and
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FIG. 3. The response function S̄(ω̄) for the lowest non-zero
momentum transfer q = 4π/Lz ẑ = π/2 fm−1ẑ = 310 MeV/c
ẑ. The exact calculation (red stars) is compared to the re-
sults of the quantum algorithm described in the text, assum-
ing exact implementation (negligible Trotter errors) and exact
ground-state initialization. The blue circles correspond to a
6-ancilla-qubit calculation with the original algorithm (α = 1,
β = 0). The orange triangles correspond to a 6-ancilla-qubit
calculation with translated energy grid using β > 0. The
green squares correspond to a 3-ancilla-qubit calculation lim-
ited to the QE peak using α > 1. The expected center of the
QE peak is shown by the dashed line. Both W = 6 calcula-
tions extend to ω̄ = 1.

two CNOTs (see, e.g., Eq. (A4) in Ref. [39]). As dis-
cussed before, for our Hamiltonian and mapping, the
main contribution to circuit depth comes from the time
evolution of the potential energy, with about 2nq CNOTs
and 2nq Z-rotations per Trotter step of an uncontrolled
time evolution. Therefore, for a controlled time evolu-
tion, we have about 3 ·2nq CNOTs and 2nq+1 Z-rotations
per Trotter step (using either first or second Trotter for-
mulas). In principle, another approximation can be made
to reduce the circuit depth, by omitting Pauli strings
with small numerical coefficients [59]. But, for the con-
tact interaction used here, all Pauli strings coming from
the interaction have the same coefficient. This approxi-
mation can be useful when considering other interaction
models, which will be the focus of future studies.

The results of a calculation with Trotter approxima-
tion are shown in Fig. 4. We focus on the W = 3 case.
Calculations with about 100 Trotter steps lead to rea-
sonable agreement with the exact W = 3 results. In
that case, the total circuit required for performing the
relevant controlled time evolution with nq = 9 includes
about 150, 000 CNOTs and 100, 000 Z-rotations. We
note that the energy resolution of these calculations is 15
MeV (∆H = 1232 MeV). For heavier nuclei and larger
momentum transfer, a coarser energy grid should be suf-
ficient to describe the QE peak, which can reduce the
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W= 3, No Trotter
W= 3, 129 Trotter steps
W= 3, 97 Trotter steps
Exact

FIG. 4. Similar to Fig. 3, but including also calculations
with Trotter approximation. The red stars correspond to the
exact response function. The blue squares represent W = 3
calculations with α > 1 assuming exact implementation, while
orange circles and green triangles include Trotter approxima-
tion for the controlled time evolution, with different number
of steps using the second order Trotter formula (’T+V+T’).
Exact ground state and exact application of the transition
operator Ô are used here.

total circuit depth. The calculations presented in this
section were done assuming exact ground state prepara-
tion, but we note that similar results are obtained with
approximated states.
Different improvements could possibly allow us to ob-

tain a shorter circuit. Using symmetries like parity could
further decrease the size of the relevant Hilbert space
and thus reduce the number of qubits and circuit depth.
Specific finite-range potentials, perhaps combined with
coordinate-space mapping instead of momentum-space
mapping, might reduce the number of Pauli strings in
the Hamiltonian or the number of required Trotter steps.
Other available algorithms for the calculation of response
function or time propagation could also lead to improve-
ments.

VII. NOISE

In this section, we present an analysis performed on
the quantum circuit through both statevector and noisy
simulations. The circuit implements quantum phase es-
timation using second-order Trotter method to execute
controlled time evolutions. It comprises a total of 15
qubits, nine are allocated for the target state and six are
used as ancillary qubits. The total gate count of such
circuit is 2 × 105 CNOTs and 1.37 × 105 Z-rotations,
corresponding to a total of 126 Trotter steps. We initial-
ize the target register to the classically computed exact
ground state using the IBM Qiskit [62] initialize function.
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FIG. 5. Results for the response function including depo-
larizing error channel for each of the two qubit gates in the
circuit, and using W = 6, α = 1, β = 0 and second-order
Trotter formula (’T+V+T’). Depolarizing error values are re-
ported in the legend. The inset shows the same results with
a focus around the QE peak.

The function implements the state preparation algorithm
developed in Ref. [63], resulting in a circuit having 510
CNOTs and 2, 035 Z-rotations. The initialization circuit
has negligible overall gate count compared to full’s cir-
cuit total gate count. To assess the impact of errors of
two qubit gates we introduce a depolarizing error chan-
nel for each of the two-qubit gates (CNOT) within the
circuit. The intensity of the error is systematically var-
ied to evaluate its effects on the quality of the response
function, utilizing the IBM Qiskit error modeling frame-
work. For each value of the depolarizing error channel, we
performed one thousand simulations to compute the aver-
age and variance estimators for the corresponding results.
These simulations were conducted using the U.S. OLCF
Andes HPC cluster, allocating one node per depolariz-
ing error value. Each node’s thousand simulations were
distributed across its 32 cores. The results are shown in
Fig. 5. We observe a marked degradation of the quality of
the response function when the depolarizing error chan-
nel reaches 5× 10−4. While a depolarizing error value of
10−5 still allows to recognize the peak position, the error
in the peak strength is considerable.

VIII. SUMMARY

To summarize, we have studied here the description
of reactions, and specifically response functions, in quan-
tum systems using quantum algorithms on a lattice. We
focused on a qubit-efficient mapping in momentum space
and discussed its advantages for small systems compared
to the JW mapping with respect to the number of qubits

and number of Pauli strings in the Hamiltonian.
Focusing on the two-body nuclear case with a contact

interaction, we studied this approach in detail. We have
shown that efficient circuits, with significant cancellation
of CNOT gates, can be constructed for time propaga-
tion using the Trotter approximation. This shows that
the large entanglement between the qubits in the qubit-
efficient mapping does not necessarily translates to deep
circuits. We have also demonstrated the advantage of
second-order Trotter approximation over the first-order
approach in this problem.
For ground state preparation we have investigated two

possible methods, involving either energy filter approach
or a direct state initialization assuming the ground-state
wave function is known. The latter approach seems fa-
vorable for small systems, where indeed ground-state cal-
culations can be performed classically, but dynamics are
still beyond reach.
Finally, we have focused on the calculation of inclusive

response functions using a QPE-based algorithm with
modifications relevant for quasi-elastic reactions. Study-
ing the number of required Trotter steps, we have con-
cluded that a circuit with an order of 105 gates is required
to obtain a reliable calculation for the two-body case. We
also discussed possible approaches to reduce the circuit
depth.
Future studies should extend this work to heavier sys-

tems and more realistic interactions. Finite range in-
teractions and spin-isospin dependence (for nuclear sys-
tems) should be considered, as well as three-body forces.
Additional mappings can also be considered. In this con-
text, a recent work [64] should be mentioned, in which
specific second-quantization mappings were used to de-
scribe similar systems with a contact interaction, leading
to parallelization and reduction in circuit depth (but not
necessarily in the total number of one-body and two-body
gates, and requiring more qubits). Detailed comparison
with this approach and a study of the different trade-offs
is required. Other available algorithms for inclusive re-
sponse functions should also be considered, together with
developing algorithms for exclusive reactions, where, e.g.,
a particle is knocked out of the system and its momentum
is measured. Making such a progress, alongside advance-
ments in quantum hardware, can open the path for first
application of quantum computers for calculations of ex-
clusive response functions in few-body systems, e.g. for
lepton-nucleus reactions, not accessible by classical com-
puters and relevant for various experimental efforts.
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Appendix A: Order of basis states

In the qubit-efficient mapping discussed in this work,
each basis state is mapped to a bit-string of nq digits.
We order the basis states in a specific order and map
each state to the corresponding string, organized in the
binary order. The order of the basis states can impact
the resulting number of Pauli strings in the Hamiltonian.

In this work, we organize the momentum-space
two-body basis states |k,−k⟩ in the following way.
First, the allowed kx values are organized in this
order: {0, 2π

Lx
, 2 2π

Lx
, ..., (Nx

2 − 1) 2πLx
,−Nx

2
2π
Lx
,−(Nx

2 −
1) 2πLx

, ...,− 2π
Lx

}, and similarly for ky and kz. Then, the

three-dimensional vectors |k⟩ are organized in the follow-
ing order. We choose the first value of kx, ky and kz, i.e.,
the zero-momentum state. Then, the values of kx and ky
are fixed, and the value of kz is changed according to the
above order. Once we go aver all values of kz, the value
of ky is changed to the next one, and we go again over
all kz values. Once we go over all ky values in this way,
we change the value of kx to the next one, and go again
over all values of ky and kz in this way, etc. This defines
the order of the basis states |k,−k⟩ used in this work.

Appendix B: Energy filter - technical details

To apply the algorithm discussed in Section VA on a
quantum computer, a Trotter approximation can be used
for the time evolution operator exp[−i(H−E0IN )t∆⊗Ya].
Similar to the discussion in Section IV, we can separate
the operator (H − E0IN ) ⊗ Ya to two operators: (T −
E0IN ) ⊗ Ya and V ⊗ Ya. Each of these two operators
translates to a sum of commuting Pauli strings in the
mapping we employ in this work. We can thus use the
Trotter approximation, similar to Eqs. (10) and (11).

To implement this approach, we can follow the same
idea of the Grey-Code order discussed in Section IV with
slight modifications. The operator V ⊗ Ya can be diago-

nalized,

V ⊗ Ya =
[
H⊗nq ⊗ SaHa

]
[D ⊗ Za]

[
H⊗nq ⊗HaS

†
a

]
,

(B1)
where D was defined after Eq. (9), the subscript
a denotes the ancillary qubit, and S is the S phase
gate. Therefore, in a single Trotter step, the operator
exp[−iV ⊗ Yaδt], can be implemented with the appro-
priate diagonalizing gates at the beginning and at the
end of the circuit, while the time propagation involves
the operator D, mapped to all Pauli strings with I and
Z matrices, and a fixed Z for the ancillary qubit. Using
the Grey-Code order for the Pauli strings and considering
the cancellations of CNOTs we obtain a circuit with 512
CNOTs and 512 Z-rotations (including the all-I string).
For the (T −E0IN )⊗ Ya operator, only Ya should be di-
agonalized and an optimized circuit involves 24 CNOTs
and 19 Z-rotations. Therefore, if we use first-order ap-
proximation, Eq. (10), each Trotter step involves 536
CNOTs and 531 Z-rotations. For 40 step, this is 21440
CNOTs and 21240 Z-rotations. Second-order approxi-
mations, Eq. (11), results in only 24 more CNOTs and
19 more Z-rotations for the whole time evolution.

Appendix C: State initialization algorithm -
technical details

We provide here more technical detailed regarding the
algorithm presented in Section VB. As discussed, we as-
sume to know the expansion of the desired state |Ψ0⟩
using the basis states {|vj⟩} and coefficients {gj} (Eq.
(13)). The computer is initialized to the state |ψi⟩, given
in Eq. (14), with real non-zero coefficients {bj}. In our
mapping this corresponds to a state that includes all 2nq

bit-string combinations. If the computer is initialized to
the state where all qubits are in the |0⟩ state, |ψi⟩ can
be created, for example, by applying the Hadamard gate
on each qubit, resulting in bj = 1/

√
2nq for all j. Other

states can also be created by applying a Y -rotation on
each qubit, for example.
Next, the operator exp[−iQ ⊗ Ya] is applied on the

state |ψi⟩ ⊗ |0⟩, using ancillary qubit a. Q is defined
in Eq. (15) as the diagonal Hermitian opertaor Q =∑

j dj |vj⟩⟨vj |. It includes only Pauli strings with I and

Z matrices when mapped to qubits, see Eq. (6). If we
measure the ancillary qubit in state |0⟩, we obtain the
state |ψQ⟩ ≡ N cos(Q)|ψi⟩, where N is an appropriate
normalization factor. Since Q is diagonal, this state can
be written as

|ψQ⟩ = N
∑
j

cos(dj)bj |vj⟩. (C1)

We can now choose the values of dj such that

cos(dj) = γ
|gj |
bj
, (C2)
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for all j. γ is a j-independent real and positive number.
Notice that we must use the absolute value of gj , because
cos(dj) is a real number. With this choice, we get N =
1/γ, because

∑
j |gj |2 = 1, and

|ψQ⟩ =
∑
j

|gj ||vj⟩. (C3)

This is very close to the desired state |Ψ0⟩. We are only
missing the phases of the coefficients. Before accounting
for the phases, notice that, in order to satisfy Eq. (C2),
we must have

γ

∣∣∣∣gjbj
∣∣∣∣ ≤ 1 (C4)

for all j. The success probability, i.e., the probability to
measure the ancillary qubit in state |0⟩ and obtain the
state |ψQ⟩, is given by

P = ⟨ψi| cos2(Q)|ψi⟩ =
∑
j

cos2(dj)b
2
j = γ2. (C5)

Therefore, to maximize the success probability we need
to maximize the value of γ. The largest possible value of
γ is

γmax ≡ min

{∣∣∣∣ bjgj
∣∣∣∣} . (C6)

Therefore, when creating the state |ψi⟩ with coefficients
{bj}, one should try to maximize the value of γmax.
Notice that γmax ≤ 1 because there must be at least
one j for which |bj | ≤ |gj | (because both |Ψ0⟩ and |ψi⟩
are normalized to 1). If we choose to create |ψi⟩ using
the Hadamard gates, then we get P ≥ 1/2nq (because
|gj | ≤ 1).
Now, in order to obtain |Ψ0⟩ from |ψQ⟩, we define the

Hermitian diagonal operator

Θ =
∑
j

θj |vj⟩⟨vj |, (C7)

where gj = |gj | exp(iθj). Applying the operator exp(iΘ)
on |ψQ⟩, we obtain

exp(iΘ)|ψQ⟩ =
∑
j

eiθj |gj ||vj⟩ = |Ψ0⟩. (C8)

Indeed, we obtained the state |Ψ0⟩. If all {gj} are real
numbers, this step is not necessary (and gj should be
used instead of |gj | in Eq. (C2)). As discussed in Section
VB, exact implementation of this algorithm requires at
most 2nq CNOTs and 2nq Z-rotations if the coefficients
{gj} are all real (similar to Eq. (B1) and the discussion
around it). Generally, it requires at most at most 2nq+1−
2 CNOTs and 2nq+1 − 1 Z-rotations in total. As also
discussed in Section VB, a reduced number of gates is
obtained if an approximate implementation is sufficient.

We can examine the gate count and success probability
of this algorithm for our 9-qubit two-body case. If the
initial state |ψi⟩ is created with Hadamard gates as de-

scribed above, i.e. bj = 1/
√
2nq , the success probability is

guaranteed to be at least 1/29 ≈ 0.002. For the two-body
ground state, the success probability is actually≈ 0.0026,
i.e. successful result once in about every 385 tries in av-
erage. But, this can be significantly improved. Starting
with the all-zero 9-bit state, we apply single qubit Y -
rotation gates on all qubits, with the same rotation angle
θ. As a result, all bit strings are created. The amplitude
of each string is equal to cos9−p(θ/2) sinp(θ/2), where p
is the number of 1’s in the string. θ can be chosen to
maximize success probability. With the same mapping
used in the sections above, we obtain P ≈ 0.03, i.e. suc-
cess about every 33 tries in average. This is indeed much
larger than 1/2nq . We can increase the success probabil-
ity even more by using a slightly different mapping. We
start by organizing the basis momentum states accord-
ing to their total momentum magnitude, from smallest
to largest. Then, they can be mapped to bit strings,
such that the first state, i.e. the zero momentum state,
is mapped to the all-zero 9-bit string. The next 9 states
are mapped to strings with a single 1 digit and 8 zeros.
The following states are mapped to strings with two 1’s,
etc. Applying single qubit Y -rotations on the all-zero
9-bit state, and optimizing the angle, gives in this case
P ≈ 0.14, i.e. success every 7 tries in average. We do
note that using this latter mapping results in more Pauli
strings in the mapping of the kinetic energy.
As mentioned above, following Ref. [59], an approxi-

mated state can be created with a shorter quantum cir-
cuit. This is obtained by omitting Pauli strings with
small coefficients in the operator Q. For example, if we
use the last mapping described above, and omit all Pauli
strings with coefficients smaller than 0.002, we are left
with 300 strings out of the initial 512 strings. Under this
approximation, applying exp[−iQ⊗ Ya] will involve only
300 Z-rotations and a similar number of CNOTs [59],
compared to the 512 Z-rotations and CNOTs for the ex-
act case. Under this approximation, the energy of the
state differs by only 10% from the exact ground state.

Appendix D: Modified response-function algorithm

In the modified response function algorithm discussed
in Section VI, the relevant operators are given in Eq.
(23). We consider here the case of β = 0 for simplic-
ity. The total ”time” evolution, assuming Wα ancillary
qubits, is given by

ttot = 2πα

Wα−1∑
k=0

2k = 2πα(2Wα − 1). (D1)

We can consider α = 2n for integer n ≥ 0. The relevant
energy domain in which the response function is eval-
uated is then [0, 1/2n], compared to the range [0, 1] in
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the original algorithm, i.e., α = 1. Therefore, to obtain
the same energy resolution as the case of W1 ancillary
qubits with α = 1, we can use W2n = W1 − n anciallry
qubits with α = 2n (because the number of energy grid
points is 2W ). This is the reduction in the number of
ancillary qubits that we get in the modified approach
(keeping the same resolution), if we know the response
function is negligible outside some energy range. Substi-
tuting it to the total time evolution, we get (for α = 2n

and W2n =W1 − n)

ttot = 2π(2W1 − 2n) = 2π(2W1 − α). (D2)

This can be compared to the total time evolution for the
original case, i.e. for α = 1 and W1 ancillary qubits

ttot = 2π(2W1 − 1). (D3)

We can see that we get a reduction in the total time
(because α > 1), on top of the reduction in the number
of ancillary qubits. Notice, however, that the reduction
in time is by a factor smaller than 2 (because n ≤W1−1,
to keep W2n ≥ 1).
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