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ABSTRACT: Recent years have seen the emergence of a new understanding of scattering
amplitudes in the simplest theory of colored scalar particles-the Tr(¢3) theory-based on
combinatorial and geometric ideas in the kinematic space of scattering data. In this paper
we report a surprise: far from the toy model it appears to be, the “stringy” Tr(¢?) amplitudes
secretly contains the scattering amplitudes for pions, as well as non-supersymmetric gluons,
in any number of dimensions. The amplitudes for the different theories are given by one
and the same function, related by a simple shift of the kinematics. This discovery was
spurred by another fundamental observation: the tree-level Tr(¢?) field theory amplitudes
have a hidden pattern of zeros when a special set of non-planar Mandelstam invariants
is set to zero. These zeros are not manifest in Feynman diagrams but are made obvious
by the connection of these amplitudes to the new understanding of associahedra arising
from “causal diamonds” in kinematic space. Furthermore, near these zeros, the amplitudes
simplify, by factoring into a non-trivial product of smaller amplitudes. Remarkably the
amplitudes for pions and gluons are observed to also vanish in the same kinematical locus.
These properties for Tr(¢3) amplitudes hold and further generalize to the “stringy” Tr(¢?)
amplitudes. The “kinematic causal diamond” picture suggests a unique shift of the kinematic
data that preserves the zeros, and this shift is precisely the one that unifies colored scalars,
pions, and gluons into a single object. We will focus in this paper on explaining the hidden
zeros and factorization properties and the connection between all the colored theories,
working for simplicity at tree level. Subsequent works will describe this new formulation
for the Non-linear Sigma Model and non-supersymmetric Yang-Mills theory, at all loop
orders.
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1 From Toy Models to The Real World Via Numerators and Zeros

Over the last few decades, a rich combinatorial and geometric structure underlying scat-

tering amplitudes has been revealed. These descriptions have been most successful in the
context of theories, such as planar N' = 4 super-Yang-Mills (SYM) [1] and the Tr(¢?)
theory for colored scalars [2—4|, for which the amplitudes are relatively simple. Speaking

most invariantly, these are theories for which the amplitudes can be entirely determined



by their long-distance singularities, for instance, their factorization properties on massless
poles at tree level. Loosely speaking, the combinatorics and geometry provide an alternate
understanding of the rich and intricate pattern of denominators of the amplitude, which
turn out to non-trivially determine the entire amplitude as well.

But as we turn towards describing much more interesting and physically relevant the-
ories, such as the non-supersymmetric gauge interactions of the Standard Model, we must
incorporate a qualitatively new feature present in the amplitudes. At the most basic and
concrete level, there are numerator factors associated with the more interesting interac-
tions vertices of the realistic Lagrangians. Of course even N’ =4 SYM has such vertices, so
the more precise and invariant statement is that more interesting and realistic theories have
new “poles at infinity”, not associated simply with massless factorizations, which must be
incorporated in any new combinatorial /geometric formulation of this physics. Such poles
are absent in planar /' = 4 SYM (as one consequence of the famous hidden “dual conformal
invariance” of the theory [5]), as well as in Tr(¢?) theory (a consequence of a cousin hidden
“projective invariance” of the amplitudes [2]). Poles at infinity are naturally associated with
non-trivial numerator factors, whose presence and purpose in life must be exposed in the
next phase of the adventure of connecting combinatorial geometry to the real world.

The most obvious place to search for new structure associated with numerators is to
understand whether these give rise to interesting patterns of zeros of the amplitude — so
this is where we start. We will begin by studying the simplest theory of colored scalars,
Tr(¢?) theory, which has been much studied recently from the new perspectives of tropical
geometry, u-variables and surfacehedra [3, 4, 6, 7|. This may appear to be an odd starting
point since the Tr(¢?) theory is precisely the most “overly simple” theory with no numerator
factors in its amplitude! And yet as we will see, even this seemingly boring theory does have
a surprising and rich pattern of amplitude zeroes, and what is more, this pattern extends to
much more interesting and realistic theories of pions and gluons, revealing a striking hidden
unity between these three theories, which as we will show are in a precise sense “contained”
in each other.

The presence of these hidden zeroes, at least for the Tr(43) theory, is not at all manifest
in the diagrammatic expansion for the amplitude, but s made obvious by the understanding
of the Tr(¢?) amplitudes as the so-called “canonical form” of the so-called ABHY associa-
hedron polytope, which we review in section 2. The zeros are connected with the fact that
ABHY associahedron is built out of simpler lower-dimensional objects — it is a Minkowski
sum of simplices. As we will see in section 3, by turning off a sufficient number of such
building blocks the polytope collapses and the amplitude vanishes. This geometric picture
also tells us that in the last step before the polytope collapses, it takes the form of a “sand-
wich”, with an interval separating opposite facets of the associahedron. This implies that
the amplitude factorizes into lower point amplitudes, in a completely predictable fashion. It
is fascinating to discover a new sort of factorization of amplitudes, which has nothing to do
with the usual factorization on poles, but instead characterizes the behavior of amplitudes
as we approach the hidden zeros.

Of course the behavior of amplitudes near poles is perhaps the best studied aspect of
the physics of particle scattering. By stark contrast, the kinematic locus where amplitudes



vanish has hardly been explored, and a clear interpretation of our zeros in familiar physical
terms is still lacking. Indeed both the zeros and factorization near zeros are properties of the
whole amplitude, not features manifest from the Feynman diagram perspective; they are
instead made manifest by the alternative geometric description of the amplitudes provided
by the associahedron.

Amazingly, we will find that exactly the same patterns of zeros and an avatar of the
factorization near zeros generalizes to all interesting theories of colored particles: the Non-
linear Sigma Model (NLSM) for pions, as well as gluons in Yang-Mills theory (YM). In
sections 4 and 5, we explain how this generalization works. The universality of these zeros
seen in other colored theories is especially surprising given that no obvious associahedron-ic
formulation for these theories is known.

However, as we will see, there is a beautiful reason for the universality of these zeros,
which turn out to be deeply related to a surprising relation between these colored theories
revealed upon understanding a unified “stringy” descriptions of all these amplitudes. These
stringy generalizations inherit all the zeros and factorization patterns of the field theory
amplitudes and in fact generalize them to infinite new families of zero/factorization patterns.
They also allow us to see that amplitudes for colored scalars, pions, and gluons are all
given by a single function, expanded about different points in the kinematic space. This
remarkable connection between Tr(¢?) scalars, pions, and gluons will be explored at length
in sections 6 and 7.

Our goal in this paper is to explain the hidden zero/factorization patterns in the sim-
plest possible setting and use this to motivate the new descriptions for amplitudes of pions
and gluons arising from a simple kinematic shift of the Tr(¢%) theory. To keep the discussion
as simple as possible, for the story of zeros and factorization we will focus on tree-level am-
plitudes; this will already be enough to suggest the kinematic shift relating all the colored
theories, that naturally generalizes to all loop orders. With this impetus as a starting point,
we will take up a detailed description of both the Non-linear Sigma Model and Yang-Mills
amplitudes from this point of view in upcoming works |8, 9].

Note added: After the first version appeared on arXiv, we were notified that some zeros of
the dual resonant amplitudes have also been studied in the early days of string theory [10].

2 Tr(¢*) Theory and the Associahedron

In this section we will review the associahedron construction presented in [2], and explain
in detail the pattern of zeros and factorizations for Tr(¢?) theory that is made obvious by
this construction. Henceforth we will focus on tree-level amplitudes. However, since there
is an analogous Minkowski sum picture for polytopes describing loop integrands [3, 11], we
expect these observations to generalize at loop level.

The theory we are interested in is a theory of colored massless scalars interacting via a
cubic interaction, described by the following Lagrangian:

Loy(gsy = Tr(9)* + g Tr(¢”), (2.1)
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Figure 1: 6-point momentum polygon.

where ¢ is an N X N matrix.

Since this is a scalar theory, the amplitude is exclusively a function of the Lorentz

n(n—1)
’ 2

momentum conservation gives us n relations between them via Zj pi -p; = —p; = 0, so

—1 . . . 1 . . . .
we have % — n independent invariants !. But there is no canonical way of imposing

invariant dot products of momenta: p; - p;. There are of these invariants, however

the momentum conservation constraints, and no cyclically invariant choice of the p; - p;
that form a basis. This is perhaps not a surprise, since there is nothing invariantly special
about dot products between pairs of momenta; many different linear combinations of these
objects can also be considered, so it is no surprise that a canonical basis for the invariants
does not exist ab initio; a better basis should reflect the exigencies of the physics we are
trying to describe.

Indeed, there is a much nicer basis for the kinematic invariants that is directly tailored
to our physical problem. Let us consider a fixed color ordering, which we can take to be
without loss of generality (1,2,---,n). We can keep track of the momenta of the particles
in a familiar way by drawing each p!' as an edge of the “momentum polygon” (see figure 1
for the 6-point momentum polygon). We use the color ordering to order the momenta in the
polygon one after the other in the same way, (p},ph, -+ ,ph). The fact that the polygon
closes reflects momentum conservation ), pl" = 0. The vertices of this polygon can be
associated with points 24" so that pf' = (2!’ 41— z!'), which makes momentum conservation
manifest.

Now consider any chord in this polygon connecting the vertices (i, j), and consider the
squared X;; = (z; — xj)Q. The X;; are naturally associated with the propagators that
appear in Feynman diagrams for this color ordering:

Xij= @i+ +Pj—1)2- (2:2)

Note that our discussion holds for general arbitrarily large spacetime dimension D; in any fixed space-
time dimension there are further “gram determinant” constraints on the dot products p; - p; for n > D
particles.



The tree amplitude is exclusively a function of these variables Agr(&) = A,?((bg) {Xi ;1)
Note that X; ;11 = p% = 0 is not a dynamical variable, but all the rest of the X;; are

an_l) — n of them. Hence the X ;’s give a complete

independent, and there are exactly
basis for all the kinematic invariants. This basis is much nicer than the one provided by
dot products: the X;; are what appears directly in the amplitudes, the basis respects
the cyclic symmetry of the amplitudes, and all the momentum conservation conditions
are automatically taken into account: specifying an unconstrained set of X;; fixes the
kinematical data for our scattering process.

Since the X; ; are a basis, we can express all the other kinematic invariants in terms of

them, including the dot product we began with. If we define
Cij = —2Pi - Dj, (2.3)
the relation is simply
¢ij = Xij+ Xiyrjt1 = Xiger — Xigrj- (2.4)

2.1 The kinematic mesh

One particularly nice way of encoding the kinematic data of the scattering process is using
the kinematic mesh [12]. As we will see, the mesh is not only useful for organizing
the momentum invariants but will also be crucial for understanding the features of the
amplitude we will be studying throughout this paper.

The guiding principle used to build the mesh is equation (2.4). We associate each Xj ;
in (2.4) to the vertex of a square rotated by a 45° angle (see figure 2 on the left), and the
corresponding ¢; ; to the square. By placing these squares together we form a square grid
tilted 45°, that in the boundaries contains X; ;11 = p? = 0, since we are assuming massless
particles. In figure 2, we present the mesh for the case of a 6-point process. We can see that
all the planar variables, X ;, are associated with grid points. Meanwhile the non-planar
dot product of momenta-which are the ¢; ; with ¢, j non-adjacent indices— correspond to
the square tiles. The mesh extends for infinitely long but reflects the cyclic symmetry of the
problem by an interesting “Mobius” symmetry, where we identify X; ; = X;; and ¢; ; = ¢;;.

Due to the structure of (2.4), if we consider any causal diamond inside the mesh, the
relation satisfied by the four X’s in the vertices of the causal diamond is exactly that of
(2.4), where on the Lh.s. instead of ¢; j, we have the sum of all the ¢; ;’s inside the causal
diamond under consideration (see figure 2 on the right).

We have already seen that the X; ;’s form a basis for all kinematic invariants. However,
one can also build a basis in which we trade some of the planar variables for non-planar ones.
In particular, we are interested in the case where we get a basis including the planar variables
X;» j+ of a particular triangulation, 7 together with a set of non-planar Mandelstams,
ci j+. One way to find such a basis is by considering a minimal subregion of the mesh that
includes all the planar variables, once and only once. All such subregions are in one-to-one
correspondence with a triangulation of the n-gon, such that the basis we are interested in
is formed by the X; ;’s of this triangulation and the ¢; ;’s inside this region. To obtain this
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Figure 2: Kinematic mesh for 6-point.

subregion we do the following: start by picking a triangulation, 7, of the n-gon which is
determining the set of n—3 chords, X ; entering in the basis, with (¢, j) € 7. Now consider
the “rotated triangulation”, formed by chords X;_q j—1 with (4,5) € 7. Then consider the
region of the mesh that does not contain the meshes ¢;_1 j_1 with (ij) € 7. Since the mesh
is infinite this will still be an infinite set of connected or disconnected regions, from which
we further extract a finite subset that contains all the planar Mandelstams, once and only
once — this is the desired subregion. The respective kinematic basis we are interested in is
constructed from the non-planar ¢; ;’s inside the subregion together with n—3 Xj; ;’s in the
starting triangulation, 7T .

In figure 3 we present the regions of the mesh corresponding to the three different types
of triangulation of the 6-point problem. All remaining triangulations correspond to cyclic
shifts of the ones presented, and these cyclic shifts only translate the region in the mesh
vertically, without altering its shape.

We denote the triangulations like the one on the left of figure 3 by ray-like triangula-
tions. The kinematic basis associated with this region is {Xl,g, X1,4,X15,€13,C1,4,C1,5,C2.4,
c25,¢35}. Such triangulations always lead to simple connected triangular regions in the
mesh. As we will see, this choice of basis makes most of the interesting features manifest
and therefore will be the preferred choice of kinematic basis henceforth.

Now that we have properly defined and organized the kinematical data that the am-
plitude depends on, let us proceed to study the associahedron and understand how it is
defined in kinematic space.



Figure 3: Triangulations and corresponding mesh subregions for 6-point kinematics.

2.2 The ABHY associahedron

As defined in [2], the ABHY associahedron associated with an n-point amplitude is an
(n — 3)—dimensional polytope. Its embedding in kinematic space goes as follows:

1. Define the region in kinematic space for which all the planar variables are positive —
Ap ={X,;; >0} foralli<je{l,... ,n}

2. Pick a subregion of the mesh determining a basis of n — 3 planar variables, )N(m-, and



(n —2)(n — 3)/2 non-planar, ¢; ;, and solve for all the X ;’s in terms of this basis.

3. Impose that all ¢ ; > 0, so that, in this new basis, A, defines a set of n(n — 3)/2
inequalities in an (n — 3)—dimensional space spanned by the X@'J' The convex-hull of
these inequalities is the ABHY associahedron.

From the previous procedure, we see that there are different ways of embedding this
polytope in kinematic space, each of them corresponding to a different choice of basis. These
different choices give rise to different realizations of the polytope, however, any statement
about the amplitude should be realization-independent.

Let us now see what the polytope looks like for a few simple examples.

2.2.1 4-point

At 4-point we only have two different planar variables, X; 3 and X3 4, corresponding, respec-
tively, to the Madelstams s and ¢. These are related to the non-planar variable, ¢1 3 = —u,
in the following way:

X13+ Xoyg =c13. (2.5)

So picking the basis {X} 3, c1 3}, the ABHY associahedron is:

{Xl,g >0 A X2’4 >0& X1’3 < 01,3} <0< X1’3 < c1,3, (2.6)

which is simply a line segment — a one-dimensional simplex. This is still a very small
example, so to understand how it works in a less trivial case it is worth going to 5 points.

2.2.2 5-point

At 5-point, there are five different planar variables. However, there is only one possible
type of triangulation — the ray-like triangulation. Let us pick the basis corresponding
to the analogous of the 6-point ray-like triangulation discussed in the previous section,
i.e. {X13,X14,¢1,3,¢14,c24}. Then the associahedron is defined in (X3, X1,4) space as

follows:
.

X13>0

X14>0

Xoy >0 13— X13+X14>0 (2.7)
Xos>0&c13+c1a—X13>0

X375 >0& C14+C24 — X1,4 >0

which is exactly given by the pentagon presented in figure 4 (left). In section 1 we mentioned
that the ABHY associahedron is given by the Minkowski sum of simplices, which is fulcral
for the understanding of the zeros of the amplitude. At 4-point, the polytope is the one-
dimensional simplex, however, at 5-point this decomposition is not so obvious. Let us now
understand the decomposition of the polytope into its Minkowski summands.
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Figure 4: 5-point ABHY associahedron and respective Minkowski summands.

2.3 The Minkowski summands and the mesh

It turns out that each Minkowski summand is naturally associated with a mesh, ¢; ;. Let
us start by analyzing the 5-point example. The set of inequalities in (2.7) carves out a
pentagon in (X7 3, X1,4) space, in which each edge corresponds to an inequality X;; > 0,
and thus is uniquely associated to that planar Mandelstam (see figure 4, left). In addition,
we see that the location of the edges of the pentagon is set by the values of the non-planar
variables {01,3, 1.4, c2,4}. Therefore we can study what happens when we set some of these
non-planar variables to zero (see figure 4):

e c13=rc14 =0: The pentagon collapses to a horizontal line segment, 7.e. a one-
dimensional simplex. This is then the Minkowski summand corresponding to mesh

C2.4.

® c1 3 =c24 = 0: The pentagon collapses to triangle, i.e. a two-dimensional simplex.
This is then the Minkowski summand corresponding to mesh ¢y 4.

® c14 = co4 = 0: The pentagon collapses to a horizontal line segment, again a one-
dimensional simplex. This is then the Minkowski summand corresponding to mesh

C1,3.

So Minkowski summing these three simplices associated with the three different non-
planar variables, builds back the full pentagon. The fact that each Minkowski summand is
associated with a non-planar variable, we can keep track of Minkowski summands using the
mesh, just like it is shown in figure 4 (right), where we present only the subregion of the mesh
corresponding to the basis choice being used. We see that the lower-dimensional dimensional
simplices are on the meshes on the left while the top-dimensional one is associated with
the right-most corner. This pattern will persist at n-point as long as we are dealing with
a basis associated with a ray-light triangulation: the meshes on the left-boundary will



correspond to one-dimensional simplices and, as we move towards the right, the dimension
of the simplices increases until it becomes top-dimensional in the right-most corner.

This is a good point to highlight that, had we chosen a different basis, the pentagon
would look different: it would be embedded in a different space, (X;, j,, Xi, ), and the
non-planar variables involved would be different. In particular, at higher points, different

types of basis triangulation lead to different Minkowski summands.

3 Zeros and Factorizations of Tr(¢*) Tree Amplitudes

3.1 Zeros and factorizations — two simple examples

Now that we have understood how the ABHY associahedron is defined in terms of its
Minkowski summands, let us proceed to the study of the zeros of the amplitude. To do this
we will start by studying in detail two simple examples: the 5-point and 6-point amplitudes.

3.1.1 5-point amplitude

At 5-point, the amplitude is given by the sum of five different Feynman diagrams, corre-
sponding to the five possible triangulations of the pentagon:

1 1 1 1 1

As = + + + + .
X13X14  XouXos Xi13X35 X14Xos Xo5X35

(3.1)

So to determine the kinematic locus where the amplitude vanishes, we can reduce (3.1)
to a common denominator and ask for the numerator to vanish. By doing this we get a
cubic equation that obscures any possible simple zeros of the amplitude.

However, we can recast the question about the zeros locus of the amplitude in polytopal
language. As it is explained in [2|, the amplitude is the canonical form of the ABHY
associahedron, and therefore if we are able to make the polytope collapse one in dimension,
the amplitude will vanish.

Looking back at the 5-point associahedron presented in figure 4, we see that by setting
c13 =c14 = 0or c1g = caq = 0, the pentagon collapses into a line segment, which then
means that the amplitude vanishes in this limit! Note that the same is no longer true for
the case c13 = co4 = 0, since in this limit we still get a top-dimensional object, and thus
the amplitude does not vanish.

Now by the cyclic invariance of the 5-point amplitude, any cyclic images of these condi-
tions also make the amplitude vanish. Therefore, we get the simple family of zeros: pick an
i € {1,...,5}, the amplitude vanishes in the locus ¢; j = 0, for all j (non-adjacent to 7). Even
though the realization of the associahedron associated to the basis { X 3, X14,¢1.3,¢14,C24}
does not make manifest all these zeros, for each zero we can always find a realization in
which it is manifest, as we will show in section 3.2.

Even though this example is still relatively simple it illustrates how the Minkowski sum
picture of the associahedron justifies the presence of this simple class of zeros: Knowing
that the non-planar variables are associated with individual summands that build up the
full polytope then, by turning off enough of them, we can make the polytope collapse in
dimension, and thus make the amplitude vanish.

10
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Figure 5: 5-point factorization near zeros.

Let us now focus on the zero ¢ 3 = c14 = 0, and understand what happens in the
penultimate step before the polytope collapses, i.e. when we only set ¢13 =0, or ¢14 = 0.
In the latter case, c1 4 = 0, the two remaining Minkowski summands are two intervals, and
so the polytope reduces to a square/rectangle (see figure 5, bottom). In particular, starting
with the full pentagon, we can see that by setting c; 4 = 0, we lose the edge associated with
X2.4. One way to explain this fact is that since:

-0
Xia+ Xos— Xog =14 —2— Xo4 = X114+ Xos. (3.2)

So the condition X34 > 0, becomes redundant, since it is automatically satisfied for
X1,4 > 0and Xo5 > 0, and thus the corresponding facet disappears. Therefore, in this
limit, the amplitude only depends on {X; 3, X; 4, Xo5, X35}. In addition, from section
2.2.1, we know that the 4-point ABHY associahedron is simply a line segment, so the fact
that the geometry reduces to a product of two line segments hints that in this limit the
amplitude turns into a product of two 4-point amplitudes. Indeed, by starting with the
5-point amplitude and imposing ¢ 4 = 0, we obtain:

c1,4=0 1 1 1 1

As(X13, X1,4, X24, Xo5, X35) » <X1’3 + X275> X <XL4 + X35> ; (3.3)
which is indeed the product of two 4-point amplitudes with some interesting kinematics,
As(X13, Xo5) and A4(X14, X35). Let us now try to understand how we can read off this
behavior from the kinematic mesh. We are currently exploiting the behavior near the zero
associated with setting c¢13 = ¢14 = 0, which corresponds to a 45° titled rectangle in the
bottom of the triangular mesh. The remaining part of the mesh, is exactly that of a 4-point
problem. By setting only c; 4 to zero, one of the 4-point factors we get exactly corresponds

11



to this 4-point amplitude, with the kinematics entering the bottom diagonal depending on
which ¢; ; we don’t set to zero. Before understanding the kinematic dependence, let us look
at the other 4-point factor. This term is associated with the X’s at the bottom and the
top of the causal diamond associated with the zero. Using the c-equation for the full causal
diamond between X3 and X35, we have that c¢;3 = X1 3 + X5, and so we can rewrite
(3.3) as:

c1,4=0 0173 1 1
As(X1,3, X1,4, Xo4, Xo5, X35) X5 Xas X <X1,4 + X3,5> ; (3.4)
so this factor is there to make manifest that the amplitude vanishes if we further set c¢; 3 = 0.
As we will see, for a generic n-point amplitude factorization, we always have such a factor
that exactly ties to the zero we are exploiting.

Let us now understand the kinematic dependence of the lower 4-point amplitude. Say
that, instead, we had set ¢; 3 = 0. In this limit, the pentagon reduces to a trapezoid (see
figure 5, top), as we lose the edge corresponding to X 4. Similarly to the previous case, in
this limit, the amplitude factorizes into a product of two 4-point amplitudes as follows:

=0 1 1 1 1
As(X13, X1.4, Xoa, Xo 5, Xg5) —2 ( + >><(—|—>
5(X1,3, X1,4, Xo4, X0 5, X35) Yo | Xos Yo " Xas

C1,4 ( 1 1 )
= X + y
X13X05 Xoa X35

so the first factor remains the same, since we are still probing the same zero, while the

(3.5)

second factor is now A4(X24,X35). So the lower point amplitude no longer depends on
X1,4, as this edge of the polytope is now lost, and instead depends on X5 4 which survives
in this limit.

In summary, we understand that by turning on different c; ; inside the zero causal dia-
mond the factorization pattern does not change, however, the kinematic variables entering
the lower point amplitudes do change. This is because by turning on different ¢;; the
facets of the polytope that survive in the limit are different, or, in other words, the set
of inequalities X;; > 0 that become redundant depends on the ¢; ; that we turn on. We
will explain the general pattern in which the kinematics are inherited in the lower point
amplitudes in section 3.2.

The discussion in this section is summarized pictorially in figure 5.

3.1.2 6-point amplitude

The six-particle amplitude is a sum of 14 terms, corresponding to the Feynman diagrams
in three cyclic classes:

1 1 1 1
Ag = + +c clic> + + . (3.6
0 <X1,3X1,4X1,5 X13X36X46 Y X13X35X15 XouXy46Xop (3:6)

Let us now see how the zeros and factorizations work, where we see the most generic
behavior seen for all n, with cyclically inequivalent classes for patterns of zeros.
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Figure 6: 6-point factorization near zeros.

We begin with the full ABHY associahedron, shown in the left panel of figure 6. For
some orientation, note that the facets lying on the co-ordinate planes X3, X14, X715 — 0
are the pentagons (X713 — 0 and X;5 — 0) and the square (X1 4 — 0) as expected from
the associated As x Az and A4 x Ay factorizations. Note that we also have facets parallel
to these, on the opposite side of the polytope. For instance, the facet parallel to the X; 3
plane corresponds to Xs6 — 0. This is obvious from the mesh picture since we have
X9 =C — X3 where C = c13 4 c14 + c15; this is the top corner of the maximal causal
with X1 3 on the bottom. In the same way the facet parallel to X4 is X34 and the one
parallel to X 5 is X46. This is a general feature of the ABHY associahedron: there are
pairs of facets parallel to the coordinate planes that “look the same”, corresponding to the
poles associated with the bottom and top boundaries of the mesh picture. Let us begin
with the analog of what we saw already at 5 points, the “skinny rectangle” zero. If we set
€1,3,C14,c1,5 — 0, then the three-dimensional associahedron collapses in the X 3 direction
down to a two-dimensional pentagon. We can see this visually in figure 6 (a more detailed
figure 17 appears at the end of the paper), where we have represented the penultimate
step in shutting off ¢’s, where ¢13,c15 — 0 but ¢4 is still turned on. At this point, we
have a “sandwich”, with the X 3 facet and its parallel cousin X3¢ facet, separated by an
interval. When we further shut off ¢; 4 the interval shrinks to zero and we are left with the
pentagon, showing that the amplitude vanishes in this limit. We can also look at shutting
off ¢14,c15,c24,c25 Where the associahedron collapses to a square. This is also shown
in figure 6, where we have again shown the penultimate step where we have turned co 4
back on. We again have a “sandwich” with X7 4 and opposite X3¢ facets, separated by
an interval. The interval shrinks to zero when cz 4 — 0; the associahedron collapses to a
square and the amplitude vanishes. Just as at five points, in the penultimate step before

13
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Xog
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Figure 7: Some of the zeros for 5-point (left) and 6-point (right) amplitudes.

the associahedron collapses, the amplitude factorizes, as we can see explicitly:

1

A c1,3=0,¢1,5=0 < 1 n 1 >><< 1 " 1 n 1 n 1 " )
0 X13  Xog XouX15 X15X35 X35X36 X36Xus XyeXoa)'

=0,c1.5=0,c2.5=0 1 1 1 1 1 1
ap e (e ) e (v ) < (3 7w
0 X14 X3 X13  Xog X155 Xugp

In the top line, we see the factor (1/X; 3+ 1/X5¢), which vanishes when we further set
c14 — 0, since X134+ Xo6 = c13+c14+c15 — 0 when we set ¢; 4 — 0. It multiplies a five-
particle amplitude, but with some interestingly redefined kinematic variables. If we look
at the picture of the associahedron in this limit, the two bounding facets of the “sandwich”
are precisely X1 3 and X5 g, while the facets keeping X1 3, X2 ¢ can be read off going around
the pentagons as Xs 4, X1 5, X35, X36, X4,6, which precisely defines the kinematics for an
effective five-particle amplitude given in the second factor. The same story holds for the
“big square” zero/factorization. The first factor (1/X; 4 + 1/X3¢) vanishes when ¢4 — 0
since X1 3+ Xo6 =cia+c15+c2a+ca5 — 0. At finite ¢4 the facets in between the X 4
and X3¢ facets are X 3, X1 5, X2, X46. This is exactly the direct product of two effective
4-point problems with variables (X 3, X26) and (X4, X7 5), which appear in the 4-point
amplitude factors.

In figure 7, we summarize the patterns of zeros found for the 5-point and 6-point
amplitudes using the kinematic mesh. We can see that all the zeros patterns are causal
diamonds that extend to the boundaries of the mesh picture.

14
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Xr

Xp

Figure 8: Zeros (left) and Factorizations with associated kinematic shifts (right).

3.2 Zeros and factorizations — general statement

We now present the general statement about the zeros and factorization of n-point tree-level
Tr(¢?) amplitudes. As we will see the motivation and proof of these statements follow easily
from simple properties of the associahedron. In later sections, we will give a different proof,
beginning from the stringy integral representation of these amplitudes, that will generalize
the statements beyond the field theory limit to full string amplitudes.

Zeros Consider an n-point tree-level amplitude in Tr(¢3) theory. Draw the corresponding
n-point kinematic mesh. Pick a point in the mesh, ¢.e. a planar variable Xp, and consider
the causal diamond anchored in this variable: follow the two light rays starting at Xp, let
them bounce in the boundaries of the mesh, and meet again in some other point, X7. This
encloses a region — a causal diamond. Setting all the ¢; ; inside this causal diamond to zero
will make the amplitude vanish (see figure 8).

Factorizations Let us consider turning back on one of the ¢’s inside the zero causal
diamond, ¢, # 0. Then the amplitude factorizes into the product of lower point amplitudes
in the following way (see figure 8):

_ 1 1 down up
Ap(cx #0) = (XB +XT) x A x AP, (3.8)
Now the kinematic dependence of A" and A" can be read off from the kinematic

mesh, and is summarized in figure 8. The question is what are the kinematic variables that
enter in the upper/lower part of the down/up amplitudes. These are precisely those of the
facets of the associahedron that are not lost in this kinematic limit.
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Let us start by looking at A9°"" We see that for any X lying beneath the ¢,, we
can build a rectangle with X on the left vertex, X;;41 = 0 in the boundary on the right
vertex, Xp on the bottom vertex, and X on the top vertex, where X lives on the upper
boundary of the mesh. In this limit all the ¢; ; inside this rectangle are zero, and so using
the c-equation we can write:

X =Xp+X. (3.9)

Just like we saw in the 5-point example, this then means that the inequality X >
0 becomes redundant, and so the facet of the polytope associated with X disappears.
Consequently, the variable that survives and enters the lower point amplitude is X. Exactly
in the same way all the X’s above ¢, for A", disappear and instead the X from the bottom
boundary of the mesh are the ones that enter A"P.

Adovn if we try to build the same rectangle,

Finally, for all the X’s lying above ¢, in
now it will include ¢, # 0, and the argument does not hold anymore. However, we can now
build a rectangle connecting X to X , X1 and a Xj ;41 in the left boundary of the mesh.

Inside this rectangle all the ¢; ; = 0, and so we get:

X =Xr+X, (3.10)

which tells us that for this region the facets associated with X disappear and the ones with
X survive. Exactly the same argument tells us that the X’s beneath ¢, for A"P survive in
this limit and thus appear in A"P.

By now it should be clear that both the zeros and the factorization are properties of
the amplitudes of Tr(¢3) theory that are fundamentally hidden in the Feynman diagram
formulation of these objects. It is instead the underlying geometry that gives us access to
them and even suggests looking for them in the first place.

As we will see shortly, these properties extend immediately to full string amplitudes.
Before getting to that, we will first go through an even more magical fact — that these
generalize to the Non-linear Sigma Model and Yang-Mills theory. This generalization is
surprising because there is no known geometrical formulation for these theories. Ultimately,
the reason for the emergence of these properties will be manifest when we see that these
theories are secretly simple deformations of each other. These deformations are defined at
the level of stringy formulations of the amplitudes that we go over in section 7.

4 The Non-linear Sigma Model

We were motivated to look for and predict zeros of the Tr(¢?) amplitude from the Minkowski
sum picture of the associahedron. But in the end, the zeros are associated with a simple
locus in the space of non-planar Mandelstam invariants. As such it is natural to won-
der whether other colored theories, which have the same notion of color-ordering and
planarity /non-planarity, may also have such zeros. Clearly random theories will not have
these zeros, for instance, the amplitude for Tr(¢*) is simply a constant at four points and
does not have our zero. But this is not an especially “nice” theory. Perhaps the most nat-
ural theory to examine is the Non-linear Sigma Model for pions, which already does have
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famous Adler zeros associated with soft limits. Of course on the surface the Tr(¢?) theory
and the NLSM could not appear more different: Tr(¢%) theory has no derivatives in its
interactions, and has non-vanishing amplitudes for all multiplicity; by contrast, pions are
derivatively coupled and only have non-vanishing amplitudes for an even number of par-
ticles! Nonetheless, in this section we will see experimentally that the NLSM amplitudes
have zeros in precisely the same locus of kinematics we uncovered for the Tr(¢3) theory.

The scattering of massless pions can be described by the U(N) Non-Linear Sigma
Model, and we record the Lagrangian in Cayley parametrization (c.f. [13]):

1
Lrisn = g5 Ir (O“UTO“U) , with U= (I+A®)(I— &)L, (4.1)

where ® = ¢;T', with T' the generators of U(N) flavor group and X is the coupling con-
stant. It is straightforward to derive color-ordered Feynman rules, e.g. for Tr(1,2,--- ,n),
and the vertex with two derivatives for any even multiplicity 2m is given by

)\2m72 m—1 2m
9 Z Pa * Pa+2r+1 - (4.2)

r=0 a=1

‘/Qm:*

NLSM tree amplitudes have been studied in e.g. [14, 15]. It is well known that odd-point
NLSM amplitudes vanish and even-point amplitudes have the Adler zero [16], i.e. A%’SM ~
O(7) when any external momentum becomes soft, pi’ = 7p!' with 7 — 0. Hereafter, we
will absorb the coupling constant A by defining: AQ%SM = AQ*"AQN#SM, therefore, e.g. the

4-point amplitude reads AELSM = X3+ X24. And the 6-point result is

ANLSM (X13+ Xo4)(X15+ Xup)

— Xl,g — X274 + (CycliC,i — 1+ 2) (43)
Xi14

4.1 Zeros and the soft limit

Surprisingly, all the zeros that we described for Tr(¢?) theory are also zeros of NLSM
tree-level amplitudes. So starting with a mesh describing 2n-kinematics, by picking any
causal diamond like the one in figure 8 and setting all the ¢; ;’s inside it to zero, the NLSM
amplitude vanishes.

As explained previously, depending on the Xy we pick to build the zero causal diamond,
the shape of the diamond, and in particular, the codimension of the zero changes. The
smallest codimension zeros are the skinny rectangle ones, where we pick an index ¢, and
set all ¢; ; = 0, for all the j not adjacent to 7. It is well known that pion amplitudes have
the Adler zero, i.e. vanish when one particle is soft. Note however that the zero we are
presenting is not a soft limit, instead it is stronger, in the sense that the fact that the
amplitude vanishes in this zero implies that it has the Adler zero.

Let us look concretely at the 4-point amplitude. In this case, the zero would be ¢1 3 = 0,
and so p; - ps = 0, which, however does not require any particle to be soft. Indeed we have
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that the 4-point pion amplitude is:
=0
A?LSM = X1,3 + X274 =c1,3 61—73‘—) .A4NLSM =0, (44)

and so vanishes as expected. Of course, for this zero to imply the Adler zero, it is crucial
that the amplitude does not have poles when p!" — 0, which is true for the NLSM since
we always have even-point interactions. The same is not true for Tr(¢3) theory, and this is
why the zero in this context does not imply the vanishing in the soft limit.

At last, it is worth highlighting that, despite the fact that the skinny rectangle zero is
somehow related to the Adler zero, the same is not true for the other codimension zeros that
we predict from the mesh picture. Just like in the Tr(¢?) case, there is no clear physical
explanation for the presence of these general families of zeros that are there for colored
scalars and pions.

4.2 Factorizations

Let us now understand how the statement about factorization near zeros generalizes to
pions. For pion scattering, we always start with a 2n kinematical mesh and, for a particular
codimension zero, i.e. a particular zero causal diamond, we can ask what happens if we turn
on one of the ¢’s inside the zero causal diamond, ¢, # 0. It turns out, that if the lower
point amplitudes, A" and A"P, are both even-point amplitudes then the factorization
holds exactly in the same way we described for Tr(¢3):

1 1
Alz\g‘SM(C* 7é 0) = (X + X> X Adown’NLSM X AUP’NLSMa (4-5)
B T
where the kinematic dependence of AW®NLSM anq AuPNESM gr6 determined exactly in
the way we explained for Tr(¢?) (according to figure 8).
However, when the factorization pattern produces odd-point amplitudes we have some-
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thing new. As we know there are no odd-point amplitudes for pions, so instead the ampli-
tudes that enter in (4.5) are amplitudes in the mixed theory of pions and scalars [17]:

ANLSM (¢ £ 0) = (Xp + Xp) x AWDNLSM+6® o qupNLSM:+¢° (4.6)

In addition, we see that the prefactor involving Xg and Xt also changed: instead of
the 4-point scalar amplitude, we have the 4-point NLSM amplitude. This change is due to
the fact that mixed amplitudes have different units than NLSM amplitudes. But note that
the prefactor is still such that makes manifest that the amplitude vanishes if we further set
cy = 0.

Now the kinematic dependence of Adown NLSM167 5y AupNLSMH6" 410 once more de-
termined by the kinematic shifts described for Tr(¢?), however, we still need to specify
the configuration of 7’s and ¢’s entering these amplitudes. It turns out that this depends
on the choice of ¢, that is set to non-zero, but it will always be the case that for a 2n—1
amplitude, we will always have 3 ¢’s and 2n—4 n’s.

To describe the rule let us start by considering a 6-point pion amplitude and consider
the factorization that leads to a 5-point amplitude, corresponding to turning on a ¢; ;
inside a skinny rectangle (see figure 9, left). The skinny rectangle can either be on the
top of the mesh or at the bottom. Let us start by looking at the case in which it is on
the top, like the one highlighted in blue in figure 9. Then by turning on the top ¢, we get
the amplitude in which the three ¢’s are the last three particles, at five points this then
means we have two 7’s and three ¢’s. For a general 2n — 1 mixed amplitude, we would
have 2n — 4 7’s followed by 3 ¢’s. Now as we go down the skinny rectangle turning on
different ¢; 5, the pattern is that the first ¢ next to the m’s starts moving past them, once
at a time. Since there are 2n — 3 meshes in the skinny rectangle, once we reach the point
to turn on the ¢; ; corresponding to the right-most mesh, the ¢ has now passed the full
string of 7’s so that we have ANLSM+¢° (¢, 7, m, ¢, $), at 5-point case (figure 9, left), and
ANLSM+¢° (¢, 7, ..., m, @, ), for the general 2n — 1 mixed amplitude.

Let us now continue by looking at the bottom skinny rectangle. Starting from the
right-most mesh we have ANLSM+6° (p,m,...,m, ¢, ¢), and going down is going to make the
¢ to the right of the string of n’s move through them, just like in the previous case. So
that when we reach the left-most bottom mesh, we get ANLSM+¢? (P, 0,7y T, ).

The way this generalizes for the factorization involving a general codimension zero is
summarized in figure 9 (right). By picking some ¢, # 0 inside a given causal diamond, the ¢,
7 configuration in ASZVZ?’NLSMJF& and A;%IE%SM+¢3 is exactly the same as the ones we would
have obtained considering a factorization from a skinny rectangle in a 2n, 2m problem,
respectively, where the ¢, occupies the same relative position in these lower problems, as it
does in the bigger one (see figure 9, right).

4.2.1 Examples

Let us now see this factorization in action for the case of the 6-point pion amplitude.
We start by looking at the factorization associated with the square causal diamond,
for which the lower point amplitudes are 4-point amplitudes, and thus should be NLSM
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amplitudes. Consider the zero associated with setting {c174, C2,4,C15, 0275} to zero, and let
us look at the factorization we get by turning on cp 4. From the kinematic shifts, we expect
X35 and Xg 4 to be fixed, and so the bottom 4-point amplitude will be a function of (X 3,
Xo6, c1,3), while the top 4-point will depend on (X1 5, X4, c35). In this kinematic limit,
the amplitude becomes:

C1,3C2,4C35 1 1
As(cia=c15=c5=0) = = < + €13 C35
X1 4(X14 —c24) X14 X3

1 1 (4.7)
=+ v | (X13+Xop) (X15 + Xug),

Ajown,NLSl\/I AZ[},NLSNI

which follows exactly the form predicted in (4.5).
Let us now consider the factorization into the 5-point mixed amplitude. The skinny
rectangle we will consider will be the usual one containing {c; 3, ¢1.4,¢1 5}

e Turn on ¢y 5:

According to the kinematic shifts, we should get a 5-point amplitude depending on
(Xo4, Xos, X35, X36, Xa6, C24, C25, €35). In this limit, the amplitude becomes:

3
AFESMEO (g 7 ,,)

e Turn on ¢y 4:

According to the kinematic shifts, we should get a 5-point amplitude depending on
(X274, X1’5, X3’5, X3,67 X4’6, C2.4, C25, 0375). In this limit, the amplitude becomes:

C
Ag(ciz=ci5=0)=cia- %
X X
— (X1s + Xag) - <35+46 ~ 1) , (4.9)

X36

3
AYEIMEL (6 7,0,m,0)

e Turn on ¢y 3:

According to the kinematic shifts, we should get a 5-point amplitude depending on
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(X14, X15, X35, X36, Xa6, C24, €25, €35). In this limit, the amplitude becomes:

C3,5 c35+ Cas
A C 4:C :O = C < 2 + d d >
slera =15 =0) = c1g X356 X4
X35+ Xug Xy6+Xi15 (410)
— (X153 + X ’ , 51 :
(X153 + Xz0) < X3 X4

ANESME63 (4 e ,)

5 Yang-Mills Theory

Finally, let us look at the last and most important colored theory: pure Yang-Mills theory.
In this case, we are describing massless spin 1 particles and therefore the amplitudes have
a crucial new ingredient: the polarizations of the gluons, ¢;. So we have that AYM =
AM(p; - pj e pjei-€5).

Due to this new feature, the statement about the zeros requires a generalization to
involve a statement about polarization vectors as well. The most natural extension is as
follows:

Gluon Zeros Consider an n-point tree-level amplitude in YM theory. Draw the corre-
sponding n-point kinematic mesh. Draw a causal diamond just like the one described for
Tr(¢?). Setting all the ci;j inside this causal diamond to zero as well as all €; - pj, €; - p;
and ¢; - ¢; will make the amplitude vanish. Note that setting ¢; - ¢; = 0 is not a gauge-
invariant statement, unless we also have ¢; - p; = € - p; = 0. Therefore the zero condition
is well-defined and physically meaningful.

For example, if we set not only ¢1 3 = —2p1-p3 = 0 but also €1 -€3 = €1-p3 = €3-p1 =0,
the 4-gluon amplitude vanishes. Similarly, we can have 4(n—3) zero conditions associated
with “skinny rectangle” and other causal diamonds such as the 16 conditions with (7, j) =
(1,4),(1,5),(2,4),(2,5) which makes the 6-gluon amplitude vanishes.

Now the question about factorization is more subtle. In particular there is only one
inner product that we can turn back on that does not mess the gauge invariance of the
other conditions: setting c;; # 0 makes € - p = 0 meaningless, ¢; - p; # 0 makes ¢; - €; = 0
meaningless. So the only well-defined thing to do is set €;-€; # 0. Still doing so it is unclear
the meaning of the factor multiplying ¢; - €; obtained in this limit.

For this reason, at this stage, we do not have any generalization of the factorizations
found for the previous theories. Such a generalization will only appear once we find a
formulation of Yang-Mills theory that connects it to the other colored theories. Of course,
while the connection between Tr(¢?) and the NLSM is surprising, at least these are both
theories of scalars, so it is even more surprising to connect Tr(¢3) with Yang-Mills—for
instance where do the polarization vectors come from? As we will see in section 7, this new
description of the n gluon amplitudes will actually begin with a theory of 2n colored scalars,
which will arise from a shift of the stringy Tr(¢?) amplitudes for 2n scalars. Factorizing on
poles where n pairs of these scalars fuse to produce gluons then gives us general n-gluon
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amplitudes. This formulation will make the zeros and factorizations present in this theory
manifest.

6 Stringy Tr(¢%)

In this section, we generalize the zeros and factorizations of Tr(¢?) tree amplitude to the
corresponding string amplitude: the so-called stringy integrals for ABHY associahedron [6],
which also represents a tree-level example of the so-called “binary geometry” [7]. These
string amplitudes are in fact n-point generalizations [18] of the Veneziano amplitude [19],
known as dual resonance model in the early days of string theory (see [20] for a review), and
more recently they arise as a natural basis for n-gluon tree amplitudes in type-I superstring
theory (see [21, 22]). The n-point amplitude is given by an integral over the moduli-space

of real points z1,..., z, on the boundary of the disk:
dzi...dz 1 20 D1
@ (1,2, .. n :/ n x PP 6.1
" ( ) D(1...n) vol SL(Z, R) 21,2223 .--2n,1 E b ( )
N———
PT(1,2,,n)

Koba-Nielsen factor

where the SL(2, R) redundancy allows one to fix three punctures and the integration domain
is the positive part of the real moduli space, M[{n, or z1 < zg < -+- < z, (with 3 of
them fixed); here z; ; := z; — z; > 0 for ¢ < j, and the integrand is given by the Parke-
Taylor factor, PT(1,2,---,n) times the universal Koba-Nielsen factor (we have omitted the
overall prefactor o/"~3). The low energy limit, where o/ X; ; < 1, yields the Tr(¢%) tree
amplitudes, and low-energy, o’-expansion of these integrals have been extensively studied
in the literature (the so-called Z-theory [23, 24]).

To translate this to stringy integrals for binary geometries, we introduce u variables
(one for each chord (i, 7)), which are SL(2,R) invariant cross-ratios defined as follows:

_ Zimlj%ij-1

(6.2)

Uij =
Zi,j%i—1,5—1

In terms of u’s, the Koba-Nielsen factor becomes Hl j u?;X” with planar variables X; ; =
(pi + pit1+ ... +pj—1)? (with X; ;41 = 0). Note that there are n(n—3)/2 u variables, which
satisfy u equations [2, 12| (see earlier works e.g. [18, 25]):

Ui 5 + H ug; =1, (6.3)
(k,l) cross (,5)

such that any u; ; — 0 all incompatible uy ; — 1 (the chord (k, [) intersects with (¢, j)), hence
the name “binary geometry". The ordering of z; is equivalent to requiring all u variables to
be positive (which implies that 0 < u;; < 1), thus we have the (n—3)-dimensional positive
binary geometry, U5 ~ Mafn, which has the shape of a (curvy) associahedron [7|. As

shown in [2], the Parke-Taylor factor PT(1,2,--- ,n) with the measure is nothing but the
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canonical form of this space, which we denote as Q(U,1), thus we have
TN (1,2,.,n) = / Q (U;) TTus ™. (6.4)
Uil i<j

To be more explicit, one can choose any positive parametrization of U,", and a conve-
nient one inspired by first fix the SL(2,R) by choosing a gauge fixing e.g. 21 = 0,2,-1 =
1, z, = 00) and change the remaining z variables to the positive y variables as

Y1,3 " Yin—2 Y4 Yin-2

Zg = , Z3—22 =
I+yin—2+ - +y1n-2¥1n-3"Y13 It+yin—2+ - +y1n-—2¥1n-3Y13

1
L+ Yino2+ - +Yin-2Yin-s Y3

'7]-_Zn—2:

(6.5)
After the variable transformation, the integral becomes

TH(6%) (1 - dy X -elei
T /Rn . H I1 F.w i, (6.6)

=3 Yi 1<,5<n

where the F-polynomials for our ray-like triangulation, F;;(y), are defined below
n (6.9), the exponents ¢; j are the non-planar variables (without ¢;,) satisfying (2.4).
More generally for any initial triangulation, the n-point tree-level amplitude can be

written as
Tr ¢3 dy[ a Xa b dy[ a XI —alc s
Iy - H — H [[Fsm) . (©7)
RS0 1=1 (a,b RS0 1=1 irj
where {y; > 0} for I = 1,--- ,n—3 specify a triangulation of the n-gon, which provides a

positive parametrization of U, (thus the Parke-Taylor form becomes Q(U,") =[], dlogyr;
for each curve/chord, (a,b), the u-variable uqy is a nice rational function of y;, which are
discussed in detail in [3], and the Koba-Nielsen factor becomes []; 47 XTI times the product of

("_2)2& F; j(y), which are F polynomials of y;’s for this triangulation [3|, with exponents
—O/Ci7 e

Of course (6.7) is just the tree-level/disk instance of stringy integrals associated with
general surfaces S, which correspond to “stringy” Tr(¢?) amplitudes in the genus expansion
(details can again be found in [3]):

v d
5 H A ur ). (68)
R

>0 [=1

where given the triangulation of the surface S, we have positive coordinates y; for
I=1,2,--- dand for every curve on S denoted by I" we have a u-variable ur(y), which
is a rational function of y;, and the kinematic variable Xt as its exponent.

In section 2 we concluded that by setting a collection of ¢; ; = 0, the field theory Tr(¢?)

23



(1 +y14) (T 15+ y15414

)

TYshahs

C1,3

(1+9y13)

6-points

Figure 10: F-polynomials for ray-like triangulations, at 5 and 6 points.

amplitude vanishes, and that by turning one c, back on, the amplitude factorizes into three
pieces, corresponding to lower point amplitudes. Both these properties heavily relied on
the Minkowski sum picture for the ABHY associahedron encoding these amplitudes. This
picture emerges from (6.7) (for any triangulation) in the o/ — 0 limit [6]. In this section,
we study how the field-theory statements generalize to the stringy Tr(¢3) integral (6.7).
Already in the field theory case, we concluded that we could access all zeros and
factorizations by choosing the realization of the ABHY associahedron determined by ray-
like triangulations (which produced a triangular region in the kinematic mesh). The same
is true for string amplitudes and so we will be mostly considering positive parametrizations
{yr} of (6.7) corresponding to ray-like triangulations [6]. In this case, the F-polynomials
have a simple recursive structure, say at n-point with triangulation {y13,y14, - ,y1.n-1}:

Foj=14y;+vyiyij-1+ - +yij - Yite (6.9)

Since each Fj ; is automatically associated with the non-planar Mandelstam, ¢; j, it is
useful to organize them in the mesh picture. In figure 10 we present the 5-point and 6-point
kinematic mesh obtained when considering, respectively, triangulations {(1,3), (1,4)} and
{(1,3),(1,4),(1,5)}, as well as the corresponding F-polynomials.

Choosing a ray-like triangulation, the kinematic variables appearing in (6.7) once writ-
ten in terms of F;; are: Xy and ¢;; with (¢ + 1,5 + 1) # I. This forms a kinematic
basis naturally associated with the corresponding triangular region of the kinematic mesh.
For example, at 6-point, for triangulation {y13,y14,%15} we have {X; 3, X714, X1 5} and
{c13,¢14,¢15,¢04,¢25,¢35}

It is well known that string amplitudes have poles when X, ; equals some non-positive
integer (with X, = 0 corresponding to the pole of field-theory amplitudes) [6]. However,

24



like in the field-theory case, the kinematical locus where they vanish has not been studied
as extensively. Let us now understand how the field theory zeroes identified in section 2
generalize to the string amplitudes.

6.1 Zeros of Tr(¢?) string amplitudes

We begin with the simplest case, the 4-point amplitude. Considering the triangulation of
the square containing chord (1,3), we get the following string amplitude:

(3 dy X o o’ X150 (c15 — X I/ X150/ X
7TH) :/ Lo () 4y e [« X3 5] /( 13— X13)] T 1,3]/ [0 X24)
Reo Y13 Ie’ey 3] Tla’e; 3]
(6.10)
which is exactly the Beta function B(a/X1 3,0/ X24). In the field-theory limit (o/ — 0),
we get I;Pr(w) — c¢1,3/(e/X13X2,4), which vanishes for ¢; 3 = 0, as discussed previously.

However, from the Beta function (6.10), we see that, in addition to this zero, the full string
amplitude vanishes whenever o/c; 3 is a non-positive integer.

From the integral representation, by setting o/cy 3 = —n, with n € Ny we get:
3 " /n d /
PO ] i o
k=0 R>o Y13 ,
=0

The integrals appearing in the sum are divergent, however, they all vanish by analytic

dy

continuation. The integral of the form fR>o m ya/X bears resemblance to the concept of a

scaleless integral within the context of Feynman integrals. The parameter o' serves as a
regulator factor, causing the integral to vanish. Specifically, we have:

dy wx _ [Py wx | [Cdy ax Yy
y* o = yr o+ yr o ==
Reg Y 0o Y 1Y o' X

In the first part of the integral, o’ is analytically continued to o/ X > 0, while in the

yo/X

o' X

(6.12)

y=0 y=00

second part of the integral, o’ is analytically continued to o/X < 0. As a result, both
sides of the integral evaluate to zero. As we will see shortly the vanishing of this class of
one-dimensional integrals will be behind the general patterns of zeros we will describe in
string amplitudes.

Without loss of generality, let us choose the initial ray-triangulation to be y;; for
i =3,---,n—1, then, from (6.9), all the F-polynomials depending on y;; are those Fyy
with 1 < a <i—2,7 <b < n—1. Looking at the mesh, this is saying that all the
F-polynomials that depend on y; ; are contained inside the causal diamond anchored
at X ; (see figure 10). So by setting all the ¢ = —ngp, with ngp, € No, inside this causal
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diamond, the stringy integral vanishes because the integration in y; ; reduces to (6.11):

nal,bl ’“'»naN,bN

Igr(qb‘“’) — Z (remaining integrals) X/R o
> 1

dyl,i a/Xl,i+ka1,b1+"'+kaN,bN _
Y1 =0,

kal,bl 7"'7kaN,bN:O

=0
(6.13)
where N corresponds to the number of ¢’s inside the causal diamond considered. Note that
the integral in y;; can also be considered as the 4-pt integral but setting ¢ to zero, which
therefore vanishes.

Zeros In field theory, we concluded that the zero locus corresponded to setting the ¢’s
inside some causal diamond anchored in Xg to zero. For string amplitudes the zero locus
is now given by setting the same collection of ¢’s but to any non-positive integer, ¢.e. for
the mesh corresponding to triangulation (1,3),...,(1,n — 1), if we want the zero to come
from the integration in yy ;:

dcgy = —ngp, for 1<a<i—2, i<b<n-—1, and ngy € No. (6.14)

Since each zero causal diamond is uniquely determined by the Xg it is anchored on,
the total number of zeros for the Tr(¢?) field theory amplitude is @, which is equal to
the number of X ;’s, and so the number of poles.

Next, we will study factorization near such zeros. Exactly like in the field theory case,
we do this by relaxing one condition: so we set all but one ¢, inside the causal diamond

to non-positive integers.

6.2 Factorization around the zeros

For simplicity, let us begin by understanding what happens when we set all the ¢, inside
the causal diamond to zero, but for one of them ¢, # 0. In this case, the amplitude
factorizes into three pieces, just like in the field theory case. If instead, we allow the ¢’s
to be negative integers, then we get a sum of factorized terms, with interesting kinematic
shifts, as we will see shortly. We have already understood the reason for factorization in the
field theory limit from the perspective of the Minkowski-sum picture for the associahedron.
We will now see a related but different derivation for factorization whose fundamental origin
lies in certain separation properties of the F-polynomials appearing in the stringy integral.
This will generalize our observations about factorization to the full stringy amplitude .

6.2.1 Examples: n=5,6

We begin by studying our two simple examples of n = 5,6 string amplitudes. This will
expose the basic mechanism for factorization arising from special properties of the F-
polynomials, which motivate simple variable changes on the y variables, giving rise both to

2While we will not dwell on this point, our previous derivation centered on Minkowski sums and the one
we present now are closely connected, since the Minkowski summands are nothing other than the Newton
polytopes of the F-polynomials.
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factorization of the amplitude as well as precisely the same interesting kinematic shifts we
encountered in our field-theoretical analysis.
At n =5, the stringy integral reads:

Tr (%) / H dy1 i . X1 p H Fi(y a’ci,j

1<J

dyl 3 dyl 4 o'X 'X ) ) )
N / yli; ylz; Yra Cyia (U ya) T (U ya) T (L yayie) T
0 : ,

(6.15)
Let us consider the zero associated with the skinny rectangle, {ci3,c14}. Setting

c1,3 = c14 = 0 the integral becomes:

w ® dyry *dyra o o
;") (/ yl’syi:fﬁ’g) / A0 (1 yra) ™2 =0, (6.16)
0o Y3 0 Y14

Now letting c1 4 # 0, the answer factorizes as follows:

Tr(¢ Fdys oxis [T dyia o'x —a -
T @9 /0 Lyi;; 1’3/0 Y yra (U4 yra) "2 (L4 yra+yi3y1a) @

Y1,3 Y14
Oo dy1,3 o’ X13 /OO dy1 4 a'X14 —a’(c2,a+c1.4) Y1,3Y1,4 —oeLe
— ) y 5 ) y s 1 + y1,4 2,4 1,4 1 + ) ) .
/0 Y13 P o yia bt ( ) (I +y14) 6.17)
6.17

Now changing variables to 913 = y13y1.4/(1 + y1,4), we get:

(g3 Oo dy o' ~ —a > d ! — A _
IE;F (¢%) N / ~yl,3 yi;ﬁ,s 1+ y1,3) acia / yl,4yi4(X1,4 X1,3) (1+ y174) o/ (ca,atc1,4—X1,3)
0o Y13 0 Yia4

3
@)/ X, 3,0/ (14 — X13)) x PO (0 (X1 4 — X13), /(o0 + c1a — X1.4))
= ITr(¢3)( /Xl 35 (6 X2 5) X Iup Tr( )( /X2 4,0( X3 5)

Tr(¢
= I4

(6.18)
We see clearly a direct stringy generalization of the factorization we saw in the field
theory limit. We have the 4-point amplitude pre-factor, now as a full stringy amplitude
I:lrr( )( 'X13,0/ X5 5), that vanishes when we further set ¢; 4 — 0. Then we have a product
of smaller stringy amplitudes, a (trivial) 3-point “down” amplitude and the “up” amplitude
> Tr(é )( 'X2.4,0' X3 5), whose (interestingly redefined) kinematic variables Xs 4, X3 5 pre-
cisely agree the same way as our previous analysis as summarized in figure 5. The mech-
anism for factorization is easy to see as a consequence of a “separation property” of F-
polynomials. After setting ¢;3 — 0, all the non-trivial dependence on y; 3 is in the F-
polynomial (1 +y1.4 4+ y14v1,3) = (A+y1,3B) with A = (1 +y14) and B = y; 4 and quite
nicely, both A, B are polynomials that appear in smaller amplitudes. We can manifest
the factorization by the change of variables y; 3B/A = 73, and this is what induces the
interesting kinematic redefinitions in the smaller amplitude factors.
At 6-point, choosing once more the triangulation {(1,3),(1,4),(1,5)} for n = 6, the
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stringy integral is given by:

Tr(¢3) / H dy1 i a X1 K H F,J a/Ci,j

1<j

d i o o o
/ H yyll Yo (L ) (L )R (L g )
X2

x (1+ y1,4(1 Fy13) Y (L + yr5 (14 y1.4) Y251+ g5+ yra(l+y13)) @0,
(6.19)
At 6-point we have our two kinds of zeros, the “skinny rectangle” and “big square”

patterns. The near-zero factorizations for the skinny rectangles exactly mirror what we
have already seen at 5 points so we will look at the square pattern, where setting c14 =
Co4 = €15 = c95 = 0 makes the amplitude vanish.

d / /
/ H Yi,i aX1z 1+y13) ac173(1+y1’5)7a03,5

ylz
d /P s o0 d /
/ H Y aX“ 1+y1’3)—o¢ 01’3(1+y1,5) a’'cs s (/ y1,4yif1,4> (6_20)
i#4 ylz 0 Y14
=0
=0.

By turning on ¢ 5, we expect the stringy integral to factorize into two 4-point ampli-
tudes (up and down) and the 4-point prefactor:

T 3) dyl X1 o o s
H(#) / : fél M4 ys) Y (1 4 yis) T (L yis + yLays + Yayas) ¢ O

So changing variables to 914 = (1 + y1.3)y1.4y15/(1 + y15), we get:

Tr(4°) > dyis a'X13 —/(c1,3+X1.4) ° dyr 4 ~a’'X1,1 -\ —dlers
Zs — Y13 (1+y13) ’ X ——014 (1+714) ’
o Yi,3 7 o Yia 7

o dy1,5 o/ (X1,5—X1,4) —a/(e3,5+c1,5—X1,4)
X Yis Y15 (I+y15) S ’
0

7

d / / 1 70/01’5
Yi,i a X1 Ji 1 + y173)fo¢ 01,3(1 + y175)7a (c3,5+c1,5) (1 + ( ‘f‘(lfyii%;?jl;z;ylﬁ) .
(6.21)

own :
= 78TO (0 X g 0 (015 4+ Xia — X1g)) x T (0 Xy, o (15 — X))
><IupTlf( )( (X15—X14) (035+C15_X15))

= I4 (¢ )(a X174, [0 X376) X IZOWH7TY(¢3)( /Xl 3, X2 4) X I up, Tr(¢ )( /X3 55 (6] X4 6)
(6.22)
As in the 5-point example the mechanism for factorization is a separation property of
the F' polynomials. Having set c1 4,24, co5 — 0, the only non-trivial dependence on y1 4 is
in the F-polynomial 1+y15+y1,4y1,5 +¥1,3Y1,4%15 = A+ y14B, where A = (1+y15), B =
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y1,5(1 + y1,3). Again nicely A, B are (up to monomial factors) F-polynomials for smaller
amplitudes. We then make the change of variable to By; 4/A = 71 4, and this induces the
interesting kinematic shifts for the “up” and “down” four-point amplitudes.

6.2.2 General Proof

The general proof of factorization works in exactly the same way as we just saw in our
examples; apart from decoration with indices, the steps are exactly the same as we saw
above. We consider the zero associated with maximal causal diamond anchored to X7 ;,
and consider turning back on ¢, = ¢gm # 0. Then stringy integral factorizes as follows:

el
(%) /deu aXlz/dely X ] Fasly) e
ab Y) ’

Jj=t

Y1, 1<a<b—1<i—1 (6.23)

X Fk,m(y)ia om X H Fe,f(y)io/ce’f'
i—1<e<f—l<n—1

As in our examples, the key point is that the only F—polynomial depending on yi ;
is Fm(y) = 14+ y1m+ -+ ym - Yrhye = A+ y1;B, with A = F;_1,, and B =
Fri1 H;”:H_l Y1,p, which suggests the variable change By; ;/A = ;. Following our noses
this will give the factorization for the amplitude into smaller string amplitudes, with the
same kinematical redefinition encountered in the field theory limit. Working everything out
explicitly, we easily perform the integral over y ;:

dyl‘ ' X1 o dyl‘ ' X1 o
/ Ly s U P (y) " o = / Lyrs V(A4 yaB) Tk
Yi,i Yi,i

o Xy o X1 [ AUl o’ Xy, Y
—A a’'cgmta XlﬂB o' Xy ) Al 1 N\~ Ck,m
G (L+51) (6.24)

_ A=A mtd Xy p—a’ X1 Tr(¢%), 4 ’
= ATHRmTER BTEALE T (o Xy o (km — X1,4)),s

3
779" (o/ X0/ X1)

where in the second line we used our change variables g1 ; = By ;/A, which reduces the
integral to the 4-point stringy integral. This 4-point factor is exactly analogous to the one
we saw in the factorization of the field theory amplitudes, (1/Xp+1/Xt), except that now
we get indeed the full 4-point string amplitude. Exactly in the same way as in the field
theory, this factor makes manifest that if we further set ¢, to a non-positive integer the
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whole amplitude vanishes. Plugging this result back into (6.23),

1
dyi; o'x " dyl X o
SIS T w2000 T g
Y 1<a<b—1<i—1 j=it1 i—1<e<f-l<n—1
_ ’ Y . T
X A0kt Xs pra Xy TN (1 o (e — X1,))
dy X nl dy X!
1,1 P 1,j « J P
/H it I Fa) ac“’b/ 11 " Ly, 11 Fop(y) @ %
7]

1<a<b—1<i—1 j=it1
T
X I4r( )( X1, (cloym — X14))

= 7D s 2B s IO (X, o (e — X10)),

i—1<e<f—l<n—1

(6.25)
where in the third line we replace A(%) and B(%), and define the shifted exponents ¢’ and
X'. We have that: cihb = Cqp except for cﬁm-fl = ¢g,i—1 + X1, while cg’f = Ce, except for
Cé—l,m = Ci—1,m + Ckm — X1,;. Finally we also have X{’j =X, — X forj=i+1,...,m
As we will see shortly, these shifts are exactly such that the up and down amplitudes depend
on exactly the same kinematics as the respective up and down amplitudes in the field theory
case, i.e. the lower point string amplitudes appearing in the factorization also follow the
kinematic shifts summarized in figure 8.

3
down,T(¢%) Jenotes the string amplitude corresponding

Looking at the kinematic mesh, 7,
to the down triangular mesh, which is ITr(¢ )(1, coyi—1,1) with py = — Z;;ll pj, but now

with shifted kinematic invariants:

w d
Ido n,Tr(43) /H Y1,1 (134le1 H Fa,b(Y) O‘Cab

=g YLl 1<a<b—1<i—1 (6.26)

Tr(¢°) ‘
=T (1,...,i—1,1) ,
Xp,i—Xq,i+X1,;=X) p, for 1=2,... k.

where the shifted rules for the kinematic invariant are shifting the X;; to X;; + X7 ;, which
is equal to X, since the zero conditions, for [ = 2,..., k. These shifted rules are equivalent
to the definition of ¢, ,

In turn, I;p lTJ:(f ) denotes as the string amplitude corresponding to the upper trian-

gular mesh, which is Igr(fjr%( -, J) with py = =370, pj, but with shifted kinematic
invariant:
(%) - dy
, T 1 o v
w0 < [T T R
j=i+1 i—1<e<f—1<n—1
n—1
dyi—1 axl (6.27)
= [ 1Pt I Bt
jmit1 Yilg i—1<e<f—1<n—1
Tr(¢3
Inr(z+%( ’ 7‘])‘XFL]'—)XFLJ'—X¢,1,n2X1,j, for j=m+1,...,n—1.,
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where in the second line, we change the integration variables y; ; to ;1. The kinematic
shifts send X;_1; to X;_1; — X;_1,, which is equal to X ; since the zero conditions, for
j=m+1,...,n— 1. This shifted rules are equivalent to the definition of ¢, , and X7 ;.

In summary, by picking a zero causal diamond, ¢,y = 0,forl1 <a <i—2,i <b<n-1,
and letting ¢y, # 0, the stringy integral for Tr(¢?) factorizes into lower point amplitudes
according to:

6%y glownTr0%) o un 6% o 7O (X 5 o (chm — X14). (6.28)

The shifted rules for up and down amplitudes are exactly those presented in figure 8,
and can be summarized as follows:

Xlﬂ‘ — XM + Xl,i = le , for 1=2,... k. (6.29)
Xi—l,j _>Xi—1,j _Xi—Ln :XL]‘, for j=m+1,....,n—1. (630)

6.2.3 Factorization for general negative integers

We have seen that when all the mesh constants but one in a maximal causal diamond are set
to zero, the amplitude simplifies by factoring to a product of smaller amplitudes with non-
trivially modified kinematics. Just as the statement about zeros extends to the full string
amplitude when the mesh constants are set more generally either to zero or negative integers,
the near-zero factorizations also generalize to this case. We will see that instead of simply
factoring into a product of smaller amplitudes, we get an interesting sum over products of
smaller amplitudes with redefined kinematics. To see how this works let us consider as an
example a skinny rectangle factorization where we set ¢;3 = —n13,c15 = —n15 but we
turn on c1 4. The stringy integral becomes

Cdyizdyiadyis X135 X4 X ,
Is = / ey 3y s T X (L) ™ (L s (1 a1+ y18))™ X
0 Y1,3Y1,4Y15

T+ 141 +y1,3) (T +y14) > A+ y1,5(1 +y1,4)) "2 (1 +y1,5) ",

Relative to our usual expressions when mesh constants are set to zero, we have the
extra factor on the first line, (1 + y1,3)""*(1 + y1,5(1 + y1,4(1 + 91,3)))""5. The important
fact is that for ny 3,n1 5 positive integers, this factor is a finite polynomial in y1 3,y1.4, Y15,

we have
ki3 kia k
(I4+y1,3)"* (L +y1,5(L+y14(1+y1,3)))"° = Z Cha sk (M3, 715)Y15 Y14 Y18
k1,3,k1,4,k1,5
(6.31)

where Ch, 5k 4k 5(71,3,715) are constants arising simply from performing the multino-
mial expansions of each term; while these can be trivially computed the detailed ex-
pressions are not important for us. But at this point, the expression is precisely the
one we encountered previously when the mesh constants were set to zero, except as a
weighted sum with weights Ck, 5k, 4.k, 5 Of the previous amplitudes with kinematics shifted
as X13 = X133+ ki3, X1a— Xia+ kg, X5 = X5+ ks
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For instance if we set ny 3 = 1,m1 5 = 1, we have (14+y13) (1+y15(1+y1.4(1+y13))) =
1+y13+y1,5+Y1,3Y1,5+Y1,4Y1,5 +2Y1,3Y1,4Y1,5 —i—y%’3y174y1,5. Now recall that for factorization
when mesh constants are set to zero, we have the factorization Zg — Fy(X)F5(X) where
Fy(X) =T[X13)1'[X26]/T[ X1 3+ Xo6) and F5(X) = I5(X24, Xo5 = X155, X35, X356, X4,6)-
Then at n13 = n15 = 1 we instead have the factorization

To — (FuF5) + (FyF5) (X13 — X33 +1)
(FuF5) (Xi5 = X5+ 1)+ (FuF5) (Xi3 > X3+ 1, X5 > X5+ 1)
) (X4 — X14a+1,X15 = X15+1)
2(F4F5) (X3 = X3+ 1, X142 X14+1, X5 > Xi5+1)
(

(F4F5) X173 — X1’3 + 2,X174 — X174 + 1,X1’5 — X175 -+ 1) (632)

The story for near-zero factorizations when mesh constants are set to general negative
integers is the same. We always get a factor which is a polynomial P in all the y’s associated
with the F' polynomials raised to integer powers, which we can simply expand to get a big
polynomial in the gy’s. This then gives us a factorization of exactly the same form as
with vanishing mesh constants, but as a sum over shifted kinematics determined by the
polynomial P.

7 Stringy deformation

In this section, we propose a class of “universal” stringy models as a one-parameter defor-
mation of the tree-level stringy Tr(¢*) amplitude for an even number 2n of particles, which
will be the basis of our unification of Tr(¢?), pion and gluon amplitudes.

This deformation amounts to inserting a factor ([] te.e/ [] tio,0)®? in the string integral
(6.7), where we take the product of all u,; with a,b both being even, over the product of
uq,, both being odd, and ¢ is the deformation parameter:

2n—3 o
dy[ ’Xa b H(e,e) Ue,e
e [ T T 7 i

I—1 (a.b) H(o,o) Uo,0

expanding this ratio, we see that this factor is simply shifting the kinematics, X, 3, of the
un-deformed, stringy Tr(¢3) amplitude:

I8 =TI/ X, = o/ (Xee +0), 0/ Xo o — o (Xoo — 0)]. (7.2)

In addition, we claim that for different values of o/§ we get different colored theories:

1. o/§ = 0: In this case, we get back the usual stringy Tr(¢?) integral, so at low energies,
we get the field theory amplitudes of the Tr(¢?) Lagrangian:

L) = Tt (96)2 + g Tr(6?). (7.3)
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2. /6 € (0,1): In this case we claim that, at low energies, we get field theory amplitudes
of the U(N) Non-linear Sigma Model (c.f. [13]) :

1 . _
Lrisn = 553 T (8HUT am) . with U= I+ (I )L (7.4)
3. /6 = 1: In this case, we claim that, at low energies, we get Yang-Mills theory (YM).
In fact, it is not simply YM, but instead gluons and adjoint scalars (YMS) (these
YMS amplitudes have been studied in e.g. [15]), with the following Lagrangian:

1

v 1 92 2
TF Fu + 5D Dyt = S [of, 077 ) (T5)

I£J

;CYMS = — Tr

In the rest of this section, we will study in detail how this deformation works. However,
for a more complete explanation of each shift see [8, 9.

There are multiple ways to motivate why this new factor is the correct deformation [8,
9]. Notwithstanding, in the context of this note, what interests us the most is to understand
how it explains the fact that the zeros and factorizations are present for these three colored
theories. Indeed it turns out that this is the only kinematic shift that one can do on the
X ;s that preserves the ¢ ;s! We will prove this shortly but let us start by understanding
why this is the case and how it implies the generalization of the zeros/factorizations for any
value of the deformation.

From equation (2.4), establishing the relation between the non-planar variables to the
planar ones, we can easily see that by shifting X, = Xc. 4+ 6 and X,, = X,, — 9,
while keeping X, . unchanged, the shift exactly cancels in (2.4) thus preserving all ¢; ;’s.
This means that independent of the underlying triangulation we choose, 7, to parametrize
u;i j[y7], the ¢’s appearing in the exponents of the F-polynomials in the string integral
remain unchanged. Therefore the result of this shift can only change the exponents of ;.
Note that our derivation in sections 6.1 and 6.2 of the zeros/factorizations of the stringy
integral is independent of these exponents of y;. Therefore, the fact that the cgvjs remain
unchanged under this shift implies that the zeros and factorizations are also true for Z°!

We stress that the existence of zeros and factorizations for both field theory and string
theory amplitudes is made obvious from the associahedron and the stringy deformation we
describe in this section. We expect that with these statements in hand, it should be possible
to prove them from different starting points as well. For instance we have understood how
the zeros and factorization of Tr ¢, NLSM, and YMS field-theory amplitudes can be proven
starting from their CHY formulas [15, 26, 27|, though the formalism doesn’t make these
facts obvious. We find it more natural and satisfying that these hidden properties of both
string and field-theory amplitudes, together with the startling unity of all these colored
theories, are manifested via stringy deformation.
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Figure 11: The c-preserving shift for 6-point stringy integral.

7.1 Uniqueness of kinematical shift

The striking fact is not only that this shift exactly preserves the non-planar variables, but
it actually is the unique shift that does so.

To prove this, we start by noticing that in order to preserve all ¢; ; of a ray-like trian-
gulation, it suffices to specify shifts of the planar variables X, ; in the triangulation. This
is because we can solve for all the remaining X variables in terms of the ¢; ;’s and Xg4.
While any shifts of n—3 initial X, ; preserve ¢; ; appearing for this triangulation, asking
for the shift to preserve all the ¢;;, so that we have all the zeros and factorizations is
much more constraining. Let us choose a specific triangulation, say the ray-like one with
(1,3),(1,4),---,(1,n—1), and specify the initial shifts as

X1 — Xy + 014, fori=3,4,--- n-1 (7.6)

In order to preserve ¢; j of this triangulation (with 1 < ¢ < j < n) we must shift X,
according to the solution of (2.4); in particular, we find the following shifts for X, (the
variables in the opposite edge of the triangular region):

Xi,n — Xi,n — 51,i+17 for ¢ = 2, 3, s ,n—2. (77)

In other words, X5, must be shifted by the same amount but in the opposite direction
as X1 3, same for X3, and X 4, and so on. Now how can we preserve the remaining c; ,, for
i=2,3,---,n—27 Note ca,, = X2, +X13— X3, and the shifts of X5, and X; 3 cancel on
the RHS, thus to preserve cp , we must have the shift of X3, vanishes, d; 4 = 0. To preserve
c3n = X3pn + X14 — X13 — X4, we must have 415 = 01,3. Similarly we find 416 = 0,
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01,7 = 01,5 and so on. Thus the only c-preserving shifts correspond to d1. = 0 and all 41,
equal. However, for odd n we further conclude that d; , = 0 as well, and only for even n we
can have non-vanishing and equal d; ,, which we call —¢. This leads to §X. . = —6X,, = 0,
and 6X, . = 0, which are the only possible c-preserving shifts!

7.2 Realization of the shift on momenta

We have expressed our shift directly in terms of its action on our basis of invariants Xj ;,
but we can of course also describe it explicitly in terms of a shift on the momenta directly.
It is actually slightly more convenient to describe the shift in terms of the vertices z! of
the momentum polygon, from which the shift on the momenta p}' = (2, — 2}) can be
inferred. To realize the shift for an 2n particle process, we imagine adding 2n dimensions
of spacetime, orthogonal to the ones the original momentum polygon lives in, which are

grouped into n pairs of different timelike and spacelike directions t4,sh fora = 1,--- ,n.
So we have s, -2; = tq-x; = 0 for all a, j, and also t, - tp, tq - Sp, Sq -1y, Sa -5 = 0 for a # b.
Finally we normalize 2 = g, s2 = —g. Then we can define the shift
I p T p Iz
Ty, = Thy, + 1, Thyy — Ty + 8), (7.8)

sending

Xogor = (wor — 221)? — (w2 — wor +tg — 1)) = Xopo1 + 0,
Xokt12141 = (Tops1 — 2241)* = (Torr1 — Tarr1 + sk — 51)° = Xokr1.2041 — 6,
Xogor41 = (T, — o111)? = (D2 — Tor1 + te — 51)? = Xog241, (7.9)

which is just our kinematic shift.

7.3 4-point amplitudes

In order to gain more intuition for the physics of our shifts, it is useful to study the shifted
four-particle amplitude in some detail. Recall that with our shifts we have

5 _ Dlo'(X13 — 9)l[a/(Xz4 +9)]

T = T 0 (X + Xow) (7.10)

Of course for § = 0, the low-energy amplitude is o/%m + #M of the massless Tr(¢3)
theory. We can get an idea of the massive spectrum of states in the UV completion by
looking at the residue on the first massive pole at e.g. o/X;3 = —1. This residue is
(1—a’Xsy,4), and using the familiar translation from s, ¢ variables to center-of-mass energies
and angles, ¢t = (cosf — 1)s/2, the residue at o/ X; 3 = o/s = —1 becomes %. The
angular dependence on cosf allows to read off that at this mass level we have the exchange
of a particle of spin 0 and one of spin 1. Let us now turn on § and see what happens as
we vary /4 from very small values near 0, to intermediate fractional values, and then near
a’d — 1 (see figure 12). At very low-energies for o/ X1 3,0’ Xo 4 < 1, we have

I§ — o (T[—a/8T[+a/8]) x (X153 + Xo.4), (7.11)
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Figure 12: UV completion for different values of o/4.

giving us the amplitude for NLSM with A2 = o/T[~a/6]T[+a/8]. We can again get an idea
of the spectrum of massive states, by looking at the first massive level; this is actually a
shifted version of the massless pole we had at § = 0; the residue at X;3 = § is simply
1! Thus we learn that at the first massive level where X3 = 4§, we are exchanging a
massive spin-0 particle. If o/d < 1, there is a separation of scales between this state and
the rest of the string states. At very low energies where X < d, we have the amplitude for
pions. At X;3 = J we encounter an extra massive spin-0 particle. The amplitudes in the
intermediate region § < X3, Xo4 < i is simply that of the Tr(¢3) theory, which softens
the UV power-law growth of the low-energy NLSM amplitudes into falling 1/X behavior.
And ultimately for energies above the string scale o X13, o X2.4 > 1 we see the tower of
stringy excitations and the softest UV behavior characteristic of string theory.

When /4 is no longer small, but say near ~ 1/2, there is no separation between the
first massive scalar and the rest of the string states, and so we get a purely stringy UV
completion with no intermediate Tr(¢3) regime.

The situation becomes more interesting as we approach o’d — 1. Let us put o/d = 1—e.
Then we have a light state X; 3 = —e. The residue on this pole is I'[a/ X 4 + 1 —¢€] /T'[X24 —
€] = (X2.4 —€). Again translating to energies and angles, we see that at this small mass we
are exchanging both a spin-0 and a spin-1 particle. Thus, for o/d very close to 1, we see
pion amplitude at low energies, but encounter, instead of a massive spin-0 particle as we
did for o/¢ close to 0, a massive spin-1 particle (and a scalar), once again softening the UV
behavior of the low-energy theory. This is familiar physics from real-world QCD, where the
p meson plays the dominant role in the unitarization of pion scattering.

This makes it clear what we must expect at o’d — 1. The light massive spin-1 particle
becomes massless in this limit, and the only consistent theory we could be describing is
Yang-Mills theory! Of course we have an amplitude for external scalars, and so we are
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describing colored scalars coupled to gluons. Exactly at o/d = 1, the amplitude is

Mo/ X1 3 — 100/ X4 + 1]

79=1 _
! Lo/ (X153 + X2.4)]

(7.12)

Note that these shifts keep a massless gluon pole at X7 3 = 0, but remove it at X5 4 = 0.
Thus we must interpret this amplitude as that of two different colored scalars A, B, in the
configuration 14243848 so that the X1,3 channel gluon exchange is allowed by the X5 4
channel exchange is forbidden. This interpretation is easily confirmed by looking at the
low-energy limit, where the amplitude becomes X5 4/X1 3 + 1, precisely corresponding to
X1,3 channel gluon exchange for 14243848 scattering plus the four-vertex contact diagram.

As we will now see, this story generalizes for all shifted 2n particle amplitudes. For § =0
we have the amplitudes for Tr(¢?) theory at low energies. Instead for general fractional &,
the low-energy amplitudes are those of NLSM. When «'4 is small, the NLSM amplitudes
are first UV softened into those of Tr(¢?) at energies above ~ d, before being further UV
softened into string amplitudes above the scale 1/a’. For /9 of order one, the UV softening
of the low-energy NLSM amplitudes is purely stringy. But as /¢ increases further and
approaches one, colored massive spin-1 particles descend from the string states, and at
o’d = 1, we are describing the amplitudes for pairs of n distinct colored scalars, ordered as
My .. n(141241342442 . (2 — 1)4n(2n)4n). As we will discuss further below and explore
at much greater length in [9], these amplitudes give us, inter-alia, direct access to n-gluon

amplitudes, by factorizing 2n-scalar amplitudes on gluon poles where (pax_1 + par)? — 0.

7.4 o6 €(0,1) and the Non-linear Sigma Model

For o/ non-integer we claim that

2n—3
d / ’ _ /
Ign = /2 . H YI H ug’e(xe,ﬁd) % H ugio(xo,o %) o ugieXo,e’ (7.13)
R;B_ I=1 Yyr (576) (0 O) (076)

yields NLSM tree-level amplitudes at low energies, i.e. in the o’ — 0 limit, thus explaining
all the mysterious zeros and factorizations observed for these amplitudes.

To show that this is the case let us understand the consequences of this shift. For
6 = 0, the fact that the s,tring amplitude has poles associated with massless resonances for
o
the integration boundaries. This is particularly easy to see for the X; ; € 7: in this case,

X;j — 0, is because u “ — 1, and thus the integral develops a singularity in one of
the integral becomes singular for X;; = 0 because it diverges near y; ; = 0 as we see in
(6.7). For 6 # 0, we lose the poles corresponding to X, ., X, ,=0, since the divergences of
the integral are still regulated by . Note that poles corresponding to X ., X, , chords are
associated with propagators enclosing odd-point interactions. Therefore, at leading order
in the low energy expansion, we only have poles when X,. = 0, which are precisely the
propagators appearing in diagrams built only out of even-point interactions. This is exactly
the pole structure that we expect for NLSM amplitudes, and thus the first hint that we are
going in the correct direction.
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Now provided we have the correct pole structure, i.e. we don’t have any poles for
Xe e, X000, then the fact that the amplitude vanishes in the skinny-rectangle type zero
(which it does because the undeformed amplitude does) implies that this amplitude has
vanishing soft limit, i.e. it has the Adler zero. This is exactly what we concluded before
just for the case of field theory NLSM, that our zero implies the Adler zero for these
amplitudes.

Finally, just from w-equations, we have that on the X,. — 0, the amplitude (7.13)
factorizes into the product of the respective lower-point amplitudes. At tree-level, the Adler
zero together with factorization ensure that the low energy limit corresponds to NLSM
amplitude [14, 28]. Alternatively, we could make the same conclusion via the uniqueness
theorem [29, 30| even without the knowledge of factorization.

For this note, this is enough since we are interested in understanding the zeros and
factorizations of tree-level amplitudes. However, as it is explained in [8] this shift also
allows us to obtain NLSM loop-level amplitudes.

This way we have proved that (7.13) defines a new completion of the NLSM amplitudes.
Different stringy completions of the NLSM have been proposed [24, 31|, but none make the
zeros and factorizations manifest. In both cases, the stringy completion is manifestly
cyclic, as opposed to our stringy completion, which is manifestly not cyclically symmetric
but in which the leading order at low energies restores the cyclic symmetry expected for
NLSM amplitudes.

We thus see that the UV completion provided by this stringy formulation is not a
familiar one. To understand this better let us look directly at what happens in the field-
theory limit.

7.4.1 NLSM from field theory Tr(¢?)

To extract the field theory limit, let us assume that we also have o/d < 1. Therefore we

obtain:
g dyr (Xeetd) (X X
e e e,e uo o 0,0~ X Ua o,e
/Rz" ’ 1Hl (H> g) (g (7.14)

S AT (X, Ko 46, X oo — Xow — ),

where .A2 H(¢) stands for the field theory amplitude in Tr(¢3) theory. Finally to get the real
low energy behavior we need to further expand in X < § or, equivalently, 6 — oco. From
our previous argument, we have that the leading non-vanishing order in this expansion is
the NLSM amplitude.

This means that we can get the NLSM amplitude directly from the Tr(¢?) field theory
amplitude:

ANLSM = lim 5277, 2A ( )(Xe,e — Xe,e + 57 XO,O - XO,O - 6)7 (715)

d—00

521172

where the prefactor is there ensure the correct units.
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So we have that the UV completion provided by this stringy integral is one in which the
NLSM is given as the low energy limit of a theory of colored massive scalars. These scalars

2 = —§. This is certainly an

can be regular scalars with mass? = 6 or tachyons with mass
unfamiliar UV completion of the NLSM. Apart from the unusual presence of positive and
negative mass® particles with precisely equal magnitudes, the UV amplitude is not cyclically
invariant, while the NLSM amplitudes certainly are. Indeed the full UV amplitude does
have a cyclic symmetry under ¢ — i+1 but only if we also flip the sign 6 — —¢. This implies
that in the 1/§ expansion, all terms with even powers of § will be cyclically invariant while
those with odd powers of § will pick up a minus sign under cyclic shift. Quite beautifully,
for the shifted 2n particle amplitude, after the naively leading powers of 1/¢ all cancel, we
are left with an amplitude that begins with an even power 1/ 62("=1) and hence is cyclically
invariant as desired. A simple Lagrangian that generates the shifted Tr(¢?) amplitudes and
explains the non-cyclic nature of the UV completion will be presented in [8].

4-point Let us now look at the 4-point amplitude. Starting from the Tr(¢3) and per-
forming the shift we get:

) (X, 5 = Xy — 8, Xoa — Xoa +0) = — ! 7.16
A (Xig— Xi13—0,X04 = Xoa+90) X173—5+X2,4+5’ (7.16)
now expanding in § > 1 yields:
(g3 oo 1 1
AT (X156, X0 +0) 1D~ 5 (Xis + Xo4) +0(1/8°), (7.17)
—_——

NLSM
"44

where indeed the first order cancels and the leading non-vanishing order gives the pion
amplitude. Already in this small 4-point problem, we can appreciate how important it is
that the mass of X, . is minus that of the mass of X, ,. If this was not the case the leading
order would be non-vanishing and we would not get the NLSM, instead, it would be closer
to ¢* theory.

6-point At 6-point it is convenient to start by writing the Tr(¢%) amplitude in a way that
makes manifest the X, . poles, as follows:

v 1 1 1 1 1 . .
Ag(¢3)(X—>Xi6): < + > < + >+(cycllc,z—>z—|—2)
X1a \X13  Xoua/) \Xue Xis 718

+ + .
X13X35X15  Xo4Xy6Xop6
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Performing the shift on the 6-point Tr(¢?) amplitude yields:

1 1 1 1 1
AN (x L X +45) = ( + >< + >+cclic,i—>i+2
6 ( ) Xia\X13—0 Xoa+0)\Xug+0 Xi5—0 (cy )

1 1

X135 0)(X35 —0) (X5 —0) | (Xoa 1 0)(Xao 1 0)(Xag 1+ 9)’
(7.19)

M

gathering and expanding in ¢ > 1 we get:

1 X X X X
§—00 (_( 1,3+ 2,4)( 1,5 T 4’6)+(cyclic,i—>i—|—2)

Tr(¢?)
X X + - —
Ag (X — y) —— 5 Xis
+X13+ X35+ X5+ Xos+ Xyp+ X276) + 0(1/55),
(7.20)
which we can identify with the 6-point NLSM amplitude, AJ“SM.

7.4.2 Factorizations near zeros

The identifications of NLSM amplitudes with those of Tr(¢3) theory with the simple shifted
kinematics Xee — Xee + 90, Xoo = Xoo — 0, Xeo — Xeo allows to also very simply under-
stand the pattern of factorization near zeroes we had observed experimentally in section 4.
Precisely because these shifts are c-preserving, at the level of the Tr(¢3) amplitudes, the
factorization patterns are precisely the same before and after the shifts.

To begin with, we consider the near-zero factorizations for 2n particle amplitudes into
“even points X even points”’, even when taking into account the necessary kinematic shifts,
we still end up with the same § shifts for the X, X0, Xeo for each of the lower point am-
plitudes. This proves that the “even X even” near-zero factorizations for NLSM amplitudes
simply factor into the product of NLSM amplitudes, just as we saw in section 4.

The case of near-zero factorization to “odd x odd” amplitudes is somewhat more inter-
esting, since as we observed experimentally in section 4, we encounter the mixed amplitudes
for cubic scalars ¢ and pions w. We can now easily understand the reason for this, as well
as the interesting rule for “who is a ¢ and who is a “nm” we delineated in section 4. As an
example let us consider the n = 6 factorization associated the upper skinny rectangle in
figure 9, where we turn on cs. Let us focus on the 5-point factor, with the appropriate
kinematic replacements. For clarity, we will denote the kinematics of the n = 5 prob-
lem by Y variables Y;;. So all the Y;; = X;; except of course Y15 = 0, and we have the
kinematic replacement Yo5 = Xs6. We can now perform the ¢ shift on all the variables:
Yig = Y13-0,Y14—=Y14,Yo4 = Yo4+0,Yo5=Xo5 = Xog+0=7Yo5+0,Y35 = Y35—0.
We denote the effect of this on the 5-point mesh by attaching a “+/-” to each variable as
denoted in figure 16 presented at the end of the paper.

We can now see that the shifts in the n = 5 mesh do not preserve all the ¢’s. Nonetheless,
some of the ¢’s are preserved, as represented in the shaded meshes in the figure. This
picture enables us to see that this n = 5 factor does not have all of our zeros; not all
the skinny rectangles remain unshifted. However, some of the zeros do survive: the ones
naturally associated with soft limits for particles 1, 3, 5 are still clearly present in the picture.
Now for particles 1,3, we can see that the collinear poles (p; + P2)2 =Yz = Yi3—9,
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(ps +p1)? = Ys5 — Yo 5 + ¢ are shifted, so these massless poles are absent, and hence the
skinny rectangle zero implied an Adler zero when particle 1 becomes soft. The same holds
for particle 3. However, for particle 5, we have that that collinear pole (ps + p5)? = Y14
is unshifted, and hence the skinny rectangle zero does not imply a soft zero for particle
5. It is easy to see that factorization of the Tr(¢3) amplitude after the shifts implies that
the remaining particles must be interpreted as scalars with a Tr(¢?) coupling. So we have
learned that the 5-pt factor in the near zero factorization associated with turning on co gives
us a mixed amplitude ANLSM+4? (m,¢,m,¢,¢) [17]. This argument extends to the general
pattern of “odd x odd” factorizations of NLSM amplitudes explained in section 4.

7.5 o'§ =1 and scaffolded gluons

Now let us explore what happens when the deformation becomes one in string units, i.e.
/6 = 1. Then the stringy integral becomes:

2n—3 U
e,e

/R% 11 dy[ H /X“bi (7.21)

I=1 a b H(O O uo O
as explained in 7.3, at low energies, we expect to get a theory of colored scalars and gluons,
just like that given by Lagrangian (7.5).
At tree-level, we can see that (7.21) is what we get in the bosonic string amplitude,

describing the scattering of 2n gluons, by choosing a particular kinematic configuration.
This connection will make clear the origin of the scalars.

7.5.1 Bosonic string connection

The open bosonic string amplitude for 2n gauge bosons with polarizations €; is given by:

2
A;ree(1’2"”’2n) — SE‘% HZZ’?&I% ‘Pj exp 2261 €5 o \/JEi *Dj
( Y ) i<j l#] 7] zi’j

multi-linear in ¢;

(7.22)
where z; ; = z; — z; are the usual worldsheet coordinates (c.f. [32]). Let us now assume
that the space is sufficiently high-dimensional, with D dimensions, so that we can achieve
the following kinematical configuration:

pi-ej=0, V(i,5)€(1,..,2n),
{1 if (i,7) € {(1,2);(3,4); (5,6); ...; (2n — 1,2n)}, (7.23)
€ € =

0 otherwise.

This kinematic configuration can be easily achieved by considering the momentum to
live in the first D dimensions (the ones corresponding to the usual dimensionality of space),
and the polarizations to live in the extra dimensions. With this kinematical choice, all
the polarizations are fixed, and the remaining degrees of freedom are the 2n D-dimensional
momenta — exactly that of a 2n-scalar problem. The bosonic string integral (7.22) simplifies
enormously and we get the following single term:
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Figure 13: Two scalar - one gluon interaction

(7.23) kinematics d2nz; 2/pi-p; 1
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SL(Q,R) 2172z2,3z3,4 e ZQn,l ©J
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Stringy Tr(¢3)

Now the u-variables are defined in terms of the worldsheet coordinates, as the following
SL(2,R)-invariant cross-ratios:
Zij—1Zi—1,j

WU 5 7.25
Y Zijzicja (7.25)

Using this definition, one can see that the extra ratio in the integrand is exactly equal
to (H(e’e) tee/ [10,0) uojo>, giving us back (7.21).

Therefore, we now understand that the scalars scattering in (7.21) are secretly gluons in
higher dimensions. Moreover, we see that they only interact with their immediate neighbors,
since only €9;-€9;_1 are non-zero — which can be interpreted as there being n different species
of such scalars that do not mix. Finally, the original cubic gluon interaction gives rise to a
cubic interaction between a pair of scalars, (2i,2i — 1), and a gluon with the corresponding
Feynman rule (see figure 13).

Therefore, starting from the 2n-scalar scattering, to access the n-point gluon amplitude,
we need to take n residues, that put the gluons on-shell, i.e. take residues corresponding to
X13=X35 =---= X12n,—1 = 0. So from this perspective, we think of each gluon in the
scattering process as coming from a pair of scalars — the gluons are scaffolded by scalars.
This allows us to talk about spin-1 particles in a purely scalar way, which ultimately allows
the connection to the simple theory of colored scalars that we started with. See figure 14 for
the case where, starting with a 10-point scalar, we can access the 5-point gluon amplitude,
after taking the scaffolding residue. Such 2n-scalar bosonic string amplitudes as well as
YMS amplitudes [15] in the field-theory limit, were studied in [33, 34].

As we explain in [9], the momentum and polarization of the gluons can be determined
in terms of the momentum of the external scalars:

{Qf = (p2i + p2i—1)"

) 7.26
X (p2i — p2i—1)" (7.26)

€

ERS
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Figure 14: From 10-point scalar amplitude to 5-point gluon amplitude after taking the
scaffolding residue.

where the momentum of the gluon can be read off directly by momentum conservation and
the polarization through the vertex Feynman rule in figure 13. In this scalar language,
gauge invariance and linearity in the polarizations have their own avatar that is explained
in detail in [9].

7.5.2 Scaffolding residue

In order to extract the gluon amplitude we need to take the residues Xo;112i—1 = 0. To
easily access this residue it is useful to pick a positive parametrization {y7} corresponding
to a triangulation including chords Xo9; 41 2,—1. This way the singularity associated with
X2i4+1,2i—1 = 0 comes from the divergence of the integral near y2;112;—1 = 0, and the residue
of the amplitude turns into the residue of the integrand at y2;412;—1 = 0.

As it is explained in [9], for such a triangulation, the factor (H(ae) Ue,e/ H(O’O) uop)

simplifies to:

u
e uee ! x ! (7.27)

H(Op) Uo,0 Y1,3Y3,5 -+ - Y1,2n—1 H(k,m)eT’ Z/Iam’

where T stands for the triangulation of the inner n-gon, with vertices {1,3,5,...,2n — 1},
corresponding to the gluon amplitude. And thus the 2n-scalar amplitude becomes:

n

dy2i—1,2i+1 dyr X

I§n=/ ——= 11 =5 Il ;" (729
Ri%3£[1 Yaic12i41 e Y1 (a,b) )

~~
Qan

which is exactly the stringy Tr(¢?) integral where instead of a dlog form, we have dy/y?.
So n-point gluon amplitude is then given by the low energy of:

Igluon - /R 3 Resyl,3=0 (R‘esy3,5=0 ( e (ReSyI,Qn—IZO (QQN)) U )) : (729)

e
>0 X2;-1,2i41=0
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7.5.3 Zeros

The stringy 2n-scalar has all the same zeros and factorizations as stringy Tr(¢?) theory,
but in order to understand the zeros/factorizations for gluon amplitudes, we need to study
which of these survive after the scaffolding residue.

As pointed out previously, to access the scaffolding residue it is useful to pick the
underlying triangulation to contain {XQZ‘_LQZ‘_’_l}. To talk about the zeros we will pick the
underlying triangulation to be as close as possible to the usual ray-like one by choosing the
triangulation of the n-gon to be ray-like. Still, the fact that we have chords {Xg;—1 2i41}
means that the ¢; ; appearing in the stringy integral are not exactly those of the usual
triangle (see figure 18 at the end of the paper).

We are now going to study the zeros of the gluon amplitude for the case of 10 scalars —
5 gluons. This example is big enough to illustrate the non-trivial features and understand
how it generalizes to higher points. At 10 points, let us consider the triangulation of the
10-gon: {X13, X35, X577, X719, X1,9, X1,5, X1,7}, i.e. we have the scaffolding chords and a
ray-like triangulation for the inner pentagon. For this choice of triangulation, the resulting
region of the mesh is represented in figure 18 as the shaded region. We see that there are
only 3 meshes from the usual triangle that are now missing and instead are replaced by 3
meshes on the top.

In figure 18 we represent the F-polynomials entering the string integral inside the mesh,
¢ j, corresponding to their exponents. We further mark with red dots the scaffolding poles,
X j, that we need to take the residue on to localize on the gluon problem. The claim is
that effectively, to read off the zeros/factorizations, we should think of the gluon mesh as
being the one highlighted in red, as this is the one in which each mesh point is associated
with one of the Xyqq,04a entering the gluon amplitude. In this case, we should have a 5-
point mesh, so we see that each usual square in a scalar mesh gets replaced with 4 squares,
in the gluon mesh. In this new picture, to get a zero we need to see exactly the same
patterns of meshes to zero, of course, now each individual mesh gets subdivided into four
smaller meshes. Thus at 5-point, our usually expected codimension-2 zeros are mapped to
codimension 2 x 4 = 8 zeros. This is exactly the codimension we obtained when we phrase
them in terms of p; - pj, € - pj, €; - pi, € - €;. It is worth noting that this is not a zero of the
full 2n-scalar problem, but instead a zero only after taking the scaffolding residue to land
on the n-gluon amplitude.

Looking back at figure 18, one zero would correspond to setting ¢;7 = ¢;8 = 0 for
i €{1,...,4}, or, in the full stringy case, to a negative integer. The reason why the answer
vanishes in this limit is because, after the scaffolding residue, it reduces to a sum of integrals
of the form:

o d
/0 yy11’77 yf%’7+n X (remaining integrations) , with n € Ny, (7.30)

and so, for the usual reason, we get zero from the integration in y; 7. It is easy to understand
why this happens. Note that all the F;; inside the zero causal diamond depend on y 7,
however, there are still other F-polynomials, outside this causal diamond, depending on
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y1,7, such as Fjg for i € {1,...,5}. But in all these cases y; 7 always appears multiplied
by some y; ; associated with a scaffolding variable. Therefore, after taking the scaffolding
residue, this dependence will either vanish since we are evaluating at yscag = 0, or shift
yff In either case, we will have the form (7.30) after the scaffolding residue. Instead, the
F-polynomials that are inside the zero causal diamond are those in which the dependence
on yi 7 is of the form: 14 y17 + ... which are unaffected by the scaffolding residue and
thus would not lead to (7.30).

Another possible zero is obtained by setting ¢1 j = ¢oj = 0 for j € {5,...,8}, or, in the
full stringy case, to a negative integer. In this case, the claim is that, after the scaffolding
residue, the amplitude reduces to sums of integrals of the form of (7.30) but where y; 7 and
X1,7 get replaced for y; 5 and X5, and thus the zero comes from the integration in yq 5.
As for the case in y; 7, all F-polynomials depending on ¥ 5 outside this causal diamond
are such that y; 5 always appears multiplied by some y2;_12,+1. Whereas, for all the F-
polynomials inside the zero causal diamond, the dependence in y; 5 is either of the form
1+y15+...,or y1 5 appears multiplying one of the remaining y’s of the inner n-gon, which
in the 5-pt case is only y; 7. The presence of these last terms would also not lead to (7.30),
and thus why these need to be inside the zero causal diamond.

We can translate the locus of zeros we have just phrased in terms of vanishing ¢’s in
the more familiar language of dot products between polarization vectors and momenta. For
instance consider our first set of zeros, where ¢;7 = ¢;g =0fori =1,--- ,4. Soe.g. fori =
1,2 we have the four constraints p1-p7, p1-ps, p2-p7, p2-ps = 0. Taking linear combinations of
these relations is equivalent to the four statements (p; £p2)-(p7£ps) = 0, and given the map
between polarization vectors and momenta where e.g. ¢; = paj—1 + p2j, €5 = (p2; — P2j—1),
this turns into the statements that g1 - ¢4 = 0,q1 - €4 = 0,¢1 - g4 = 0,¢1 - ¢4 = 0. This
generalizes in the obvious way: every “big” mesh (i,7)is divided into four “small” meshes
that are set to zero, and this is equivalent to the statements ¢;-q; = ¢;-¢; = €;-¢; = €;-¢; = 0,
just as we observed experimentally in section 5.

For a general 2n-scalar to m-gluon amplitude, by drawing the effective gluon mesh
(represented in red for the 5-point gluon problem in 18) the zero causal diamonds are
exactly those identified in the usual scalar mesh, where now a square gets replaced by a set
of 4 squares. Let us say the zero for one such causal diamond comes from the integration
in y; of the internal n-gon, then the claim is that all the F-polynomials lying inside this
causal diamond contain all the F-polynomials in which y; does not appear multiplying one
of the scaffolding 3’s.

7.5.4 Factorizations

Once more, since the 2n-scalar amplitude is just a c-preserving deformation of stringy
Tr(¢?), all the factorizations of the latter are also true for the former. So, to understand
which factorizations of the 2n-scalar turn into gluon factorizations, we need to study which
ones survive after the scaffolding residue. The idea is then to find the factorizations in
which the scaffolding variables appear in lower point amplitudes so that the residue is non-
vanishing. There are two different such cases - either the lower point amplitudes are both
odd points or even points.
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Figure 15: Factorization of the 10-point scalars and the scaffolded 5-point gluons.

To explain the different possible factorization patterns we can find we will be studying
the 10-point scalar problem, as this example is big enough to include all the subtleties we
find for general 2n scalars.

Let us consider the even-point factorizations of the 10-point scalar amplitude. For even-
point factorizations, as long as we ensure that all the scaffolding variables appear on the
lower problems, then we have two 2n-scalar lower point amplitudes. In addition, since for
even-point factorizations the Xg and Xt associated with the causal diamond we’re probing
are both X, ., the prefactor is the usual 4-point amplitude of Tr(¢?) theory:

F(O/XB)F(O/XT) x Aa’&:l,up % Aa’é:l,down (7 31)

a’'d=1
* O
“4271 (C 7é ) — F(O/(XB +XT)) 2n1 2n9

where ¢, is the mesh we are turning on inside the zero causal diamond, and 2n; and 2ng
are the lower even-point amplitudes, such that ny +ng9 =n + 1.

Let us go back to the 10-point example. In this case, there are two possible ways of
factorizing into even-point amplitudes, presented in figure 15 (center and right mesh). Let
us start by looking at the right case corresponding to a square — in this case, the lower
point amplitudes are:

F(Oé/X176)F(O[/X5’10)
I'(a/(X1,6 + X5,10))

Aio(cx #0) — X AZOV 5 ARP. (7.32)

Let us focus on those factorizations that can also be accessed in the field theory limit for
gluons, by considering setting all the ¢’s inside the square to zero but for one ¢, inside this
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square to be not zero. Asking for all the scaffolding variables to appear in the appropriately
kinematic shifted lower amplitudes forces two columns of the square vanish, and therefore
the ¢’s we can choose to turn on are exactly those inside the gluon mesh (see figure 15,
right). Now note that while in the “up” amplitude taking the scaffolding residue in the
original problem, corresponds to taking three residues on this 6-point amplitude and thus
exactly producing a 3-point gluon amplitude, the same is not true for the down amplitude.
In the 6-point amplitude at the bottom, we are only taking residues in two variables, X1 3
and X35, not an X 5. Therefore we are only producing two gluons and the remaining pair
of scalars is left untouched, and so after taking the scaffolding residue, the down amplitude
is that of two gluons 4 two scalars. Of course, if we further take a residue in Xj 5, then
we further turn the down amplitude into a 3pt gluon amplitude, and this becomes a pure
gluon factorization. The last piece we need to understand is the prefactor, which in the
field theory limit becomes:

1 1

Aol #0) = [ — +
10(ex 7 0) (X1,6 X510

> x AW 5 AP, (7.33)

so taking the scaffolding residue in each term to turn the scalar amplitudes into gluon
amplitudes will not affect the prefactor. This seems then to say that in the end we are left
with an answer that has poles when X,. — 0, which is incompatible with the fact that
after scaffolding residue we should be left with only poles of X,, — 0, corresponding to
chords of the gluon problem. However, note that, crucially, since we are also setting the
rectangles, ¢;6 = c¢j9 = 0 with ¢ = 1,...,4, we have that X; 6 = X1 7 and X519 = X5,
allowing us to conclude that after taking the scaffolding residue we get:

AgluonS(c* #£0) - <1 + 1> X A210wn, gluons + ¢ Agp, gluons’ (7.34)

where this is now an honest factorization of the 5-point gluon amplitude.

Another possible zero causal diamond that leads to even lower point amplitudes is the
one represented in the central mesh of figure 15, where the lower point amplitudes are now
4-point and 8-point. Once more, asking for the scaffolding variables to be present in the
lower point problems, forces us to set ¢; 4 = ¢;9 = 0 for ¢ = 1,2, and thus the ¢; ; we choose
to turn on lives inside the effective gluon mesh. So the factorization pattern is now in the
field theory limit:

1
—
X14 X310

Aafen #0) = ) xtorn g (7.35)
As opposed to the 6 x 6 factorization, in this case, by taking the scaffolding residue both

the 4-point and the 8-point scalar amplitudes turn into pure gluon amplitudes, and similarly,

the prefactors change appropriately so that we get an honest 5-point gluon factorization:

1 1
Agluon(c* # 0) N <X1 - + X39> « .A;lown7 gluons > Azp, gluons‘ (7.36)
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Finally, let us look at the case of an odd-point factorization. At 10-point, one example
of this is by considering the skinny rectangle (figure 15, left). In this case, the down
amplitude is a 3-point amplitude which is trivial, and the up amplitude is 9-point. Asking
for the scaffolding variables to be present in the lower point problems, forces ci 9 = 0, and
by turning on any of the remaining c¢’s inside the skinny rectangle we obtain:

d o / u
Awofes #0) = / YL X0 (1 1y )7 x AP, (7.37)

als=1
A4

so we see that in this case the 4-point pre-factor becomes the 4-point 2n-scalar amplitude,
while for the lower point amplitude, it’s just the 9-point amplitude with the extra ue ¢ /uo.o-
So in the low energy limit, and further taking the scaffolding residue we get:

Aroles # 0) LX<, o' X<1 ))((2,10 X AW ASNON (0 L 0) Ly X, 10 x AUPScafolded, (7.38)
1,3

Similarly to what we saw in the NLSM, we predict that lower odd-point amplitudes
generated in these factorizations could be some mixed amplitudes of gluons and scalars.
Regardless this is certainly another honest factorization of the gluon 5-point amplitude.
The other reason to expect the lower-point object to be a mixed theory amplitude is exactly
because the skinny rectangle is closely connected to soft limits, exactly the case in which it
was first observed the appearance of these extended theory amplitudes.

8 Outlook

There are many obvious avenues for exploration following from the observations in this
paper, so instead of attempting an exhaustive accounting of all of them, we will highlight
a few that seem especially ripe for immediate development.

Already at tree-level, it is interesting to ask whether the pattern of zeros suffices to
completely determine the amplitude. For both the Tr(¢%) theory and the NLSM, there
is an obvious ansatz to make for the n-particle tree amplitude. Combining all the poles
into a common denominator, we can assume that the numerator is a polynomial of correct
units for each theory, and add the further crucial assumption that this numerator is at
most linear in each X;; variable; this last requirement enforces good behavior in the Regge
limit. This still leaves an enormous number of free parameters in the ansatz, but we can
further impose our hidden zeroes. Quite remarkably we have found that experimentally
for Tr(¢?) amplitudes with n = 5,6,7 points and for NLSM amplitudes with n = 6,8,
imposing the zeros in this way (does) fully fix the amplitude! For n-point Tr(¢*) amplitude,
n(n—3

2

for n = 6,8 ansatz of NLSM amplitude respectively. Indeed imposing the simplest (cyclic

the number of parameters is choose (n—3), and there are 51 and 6700 parameters

class of) “skinny rectangle” zeros is enough to fully determine the amplitude in all these
cases. It would be fascinating to prove this fact in general since this provides an entirely
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new way to uniquely determine scattering amplitudes, complementary to the traditional
picture relying on poles and factorization.

Our focus on the numerator structure of the amplitude dovetails with an approach to
determining the canonical form of positive geometries [35], first seen in the context of the
amplituhedron for N' = 4 SYM, by looking at pattern of zeros for the numerator demanded
by killing illegal singularities/enforcing the “dlog form” structure [36]. In this setting, the
variety associated with the vanishing of the numerator is called the “adjoint” of the positive
geometry. This set of zeros is more closely associated with familiar facts about singularities
of amplitudes, while our new zeros reflect something entirely different, the collapsing of the
geometry as kinematics are varied. It would be interesting to study the analog of these
“collapsing geometry” zeros for the amplituhedron, to begin with even for the simplest case
of the best-understood m = 2 amplituhedron.

It is interesting to phrase the existence of our pattern of zeros in an algebraic-geometric
language. If we combine all the diagrams into a common denominator consisting of the

product of all the X, ;, the amplitude is A = N (X)/D(X), where the numerator N'(X) is

n—2)(n—3
a degree ()2#

polynomial in the Xj; ;. The complete locus of zeros of the amplitude
is then a complicated variety in the X space defined by N (X) = 0. From this perspective,
the hidden zeros tell us something striking about this complicated variety: it contains a
large number of linear subspaces of various dimensionalities. This is certainly not a generic
property for high-dimensional varieties! It would be fascinating if this “numerator variety”
had further special properties. A speculative but intriguing thought is that this variety
should be in some sense “maximally nice”. For instance one might hope that the variety
is “determinantal”, with N'(X) expressible as the determinant of a predictable matrix, in a
way that would make all our hidden zeros manifest.

In this paper, we have focused on zeroes and factorization at tree level, where at least
for the Tr(¢?) theory the amplitude is given by the canonical form for the associahedron.
We now know that the integrand for the Tr(¢3) theory at 1-loop is also given by the
canonical form of a cousin of the associahedron, also naturally presented as a Minkowski
sum of simplices [12, 37]. Thus we expect a similar locus in kinematic space where the
one-loop integrand has zero/factorization patterns, which would be interesting to flesh
out. Of course this locus will in general involve sending kinematic variables involving the
loop momenta to zero, and so don’t immediately imply zeros for integrated amplitudes.
It would be interesting to see if any trace of these zeros survives post-loop integration.
Beyond one loop and to all orders in the topological expansion, there are various notions of
a loop integrand naturally associated with surfaces, with the simplest “infinite integrand”
reflecting the action of the mapping class group and the concomitant infinite repetition
of Feynman diagrams/triangulations of the surface. This infinite integrand is also the
canonical form of associated polytopes—‘surfacehedra”™having infinitely many facets with
a fractal structure [11]. Surfacehedra are also Minkowski sums, so at least the infinite
integrand should also have patterns of zeros and factorization, though the implications of
this fact both for naturally finite integrands obtained by truncating the surfacehedra or
modding out by the mapping class group must be properly understood.

The phenomenon of factorization near zeros is clearly striking, and it would be fasci-
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nating to understand if and how it generalizes. We have seen an especially simple geometric
understanding of this factorization, by understanding how the associahedron degenerates
as Minkowski summands are shut off, so that at the penultimate step before it collapses
entirely to lower dimensions, it simplifies drastically to what we described in the introduc-
tion as the “sandwich”, with an interval separating two opposite facets. It is natural to
wonder whether there are other predictable patterns for the degenerating associahedron
as we turn on further ¢’s, that might also have interpretations in terms of factorization.
We are aware of one such pattern: if instead of turning on a single ¢;, ;, in our maximal
causal diamond, we turn on an entire strip i.e. ¢;,  for all £ inside the diamond, then the
amplitude also factorizes. This is an interpretation in our mesh picture of the “3-splits” for
Tr(¢?) amplitudes discovered in [38]. It would be interesting to try and interpret this in the
language of the associahedron and examine how it might extend to full string amplitudes.
More generally it would be interesting to classify the general set of factorization properties
for string amplitudes associated with shutting off various patterns of ¢’s.

In another vein, it is interesting that starting purely from the NLSM, we are naturally
led to discover the mixed 7/¢ amplitudes from the near-zero factorizations. The particular
mixed amplitudes we discover in this way are clearly only a tiny subset of all possible mixed
amplitudes—for instance, they all contain only three ¢’s. In [8] we will show how general
NLSM + ¢3 amplitudes can be obtained by a simple set of kinematic shifts of the Tr(¢?)
amplitudes. Of course, the mixed amplitudes do not have all of our zeros, and so the shifts
are not the c-preserving shifts featured in this paper.

Nonetheless, this general phenomenon of kinematic shifts generating non-trivial theories
from simple ones is a fascinating one, and it would be interesting to see how far it extends.
One especially simple example is worth mentioning as an interesting contrast to the shift
we have highlighted in this paper. Suppose we shift the g Tr(¢?) amplitudes by Xee:00 =
Xeeo0 +0,Xeo = Xeo, i.e. no £6 difference. This still removes all the massless poles
Xee, Xoo and leaves us only with poles associated with even-particle scattering amplitudes.
It is trivial to see that the low-energy amplitudes for X < § with the deformation are
nothing but that of A Tr(¢?) theory with quartic coupling A = ¢2/§, augmented with a
further tower of higher-dimension operators. It is striking that this seemingly minor but
unusual change—the sign difference between even-even and odd-odd shifts—makes all the
difference in the world in going from generating the relatively boring Tr(¢?) theory to the
much richer and more intricate amplitudes for pions and gluons!

As another amusing example, suppose we take the g Tr(¢?) theory but this time shift
all 1/X — 1/X + k. Clearly, the new functions we obtain in this way will still factorize
onto themselves on the massless poles, and so still define a consistent set of amplitudes.
But for which theory? We can actually determine a Lagrangian for the amplitudes of
this theory in a very simple way. At any n, there is the part of the amplitude with no
poles at all-purely a contact interaction. At n points, this is given by simply replacing
every propagator by «; since there are Catalan,,_3 many diagrams at n points, this contact
interaction is C,_3x" 3¢g" 2. Hence we can identify an interesting non-linear Lagrangian
we can call the “Catalan Lagrangian” that gives rise to the amplitudes associated with

this shift: £Catalan = %% O 49" "2k 3Tr(¢") = gTr ((v/I— 4grd — 1)/(2x)). This is
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again an interesting cousin of the more interesting and surprising linear shift in our paper,
which starts from the polynomial Tr(¢3) theory and generates the amplitudes for the non-
polynomial Lagrangian describing pion scattering. It would be interesting to map out the
space of these possible deformations more systematically.

Finally, it is clearly interesting to study the widest class of theories connected by sharing
hidden zeros and factorization. The most obvious place to begin is to simply consider our
shifted theories with general values for §. As we have explained for generic fractional §, the
low-energy amplitudes are always those of the NLSM. But for o’§ being integers, something
more interesting happens. As we have seen for o/d = 1 we have a theory of massless gluons
interacting with the “scaffolding” of the external scalars. It is easy to see that for e.g.
o/6 = 2, while the leading interactions at low-energies are those of gluons coupled to the
scaffolding scalars, there are also interactions that must be interpreted as arising from a
theory of massless colored particles of spin 2. In general for o/ = J, at least kinematically
we are describing gluons coupled to a tower of massless colored particles of spin up to J.
Of course there are famous theorems [39] about the impossibility of consistent theories for
massless colored particles of high spin, so at first blush these theories for J > 1 should be
discredited on physical grounds. But the way they naturally connect to Tr(¢?), NLSM, and
Yang-Mills, simply via further continuing the § deformation, suggests these theories may
somehow have a purpose in life, perhaps especially in the limit as § — 0o, where an infinite
tower of higher-spin colored particles become massless.
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Figure 16: Shifts of kinematic variables in the 5-point factor in the factorization near zero
of 6-point NLSM.
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Figure 17: 6-point factorization near zeros. Factorization into 5-pointx4-point (left) and
factorization into 4-point x4-point x4-point (right).

95



Xo.10

X8,9 1+ yr9(1+y19) II/
X8 @‘

1
1 +ys7(L
+y17(0+ yr9))

X5,6 (
1 !
1
| Xi9
1
1 14+ 7(1
1 1 ’
Xos +1y35( + Y7o+ ys(1 X
\ + Y19+ y13(L 18
+¥79)))
X7
Xie

X15

)

Xe,7

X110

o

1
1
1
X273 il - y1,3:1 +¥s5) X174

Xi3

Figure 18: 10-point kinematic mesh and F' polynomials for underlying scaffolding trian-
gulation. Highlighted in red, 5-point effective gluon kinematic mesh.
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