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Abstract—Medium-voltage direct-current (MVDC) shipboard
microgrids (SMGs) are the state-of-the-art architecture for on-
board power distribution in navy. These systems are considered
to be highly dynamic due to high penetration of power electronic
converters and volatile load patterns such as pulsed-power load
(PPL) and propulsion motors demand variation. Obtaining the
dynamic model of an MVDC SMG is a challenging task due to
the confidentiality of system components models and uncertainty
in the dynamic models through time. In this paper, a dynamic
identification framework based on a temporal convolutional
neural network (TCN) is developed to learn the system dynamics
from measurement data. Different kinds of testing scenarios are
implemented, and the testing results show that this approach
achieves an exceptional performance and high generalization
ability, thus holding substantial promise for development of
advanced data-driven control strategies and stability prediction
of the system.

Index Terms—Temporal Convolutional Network, Smart Grid
and Energy, Marine Microgrids, Data-Driven Model Identifica-
tion.

I. INTRODUCTION
The onboard microgrid architecture on naval shipboards

have been a subject of extensive research for decades. With the
continuous advancement of technology, the naval shipboard
microgrids (SMGs) have been growing both in size and
complexity as a result of new propulsion motor technolo-
gies, advanced weaponry, energy storage systems, and even
more complexity of power demand [1], [2]. Conventionally,
an alternative current (AC) architecture was implemented in
SMGs, but inadequacies of an AC architecture has paved the
way for direct current (DC) microgrids in SMG applications.
Among the shortcomings of AC SMGs, one can allude to the
fixed-speed operation of generators, which reduces efficiency,
unwanted reactive power flow, imbalances and harmonics,
and the need for voltage level conversion through bulky
transformers [3]. On the other hand DC SMG benefit from
simplified connection and disconnection of generation and
storage devices, elimination of reactive power, reduction of
the weight enables by variable high-speed generators, and
elimination of phase angle synchronization [4].

Despite offering many advantages as mentioned above, DC
SMGs are highly volatile systems with fast dynamics, which
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can threaten the stability of these systems. Large and highly-
dynamic load changes from pulsed loads, fast-switching power
converters and their high-bandwidth control increase the prob-
ability of stability issues as a result of interaction dynam-
ics and negative incremental impedance of constant power
loads (CPLs) [5]. This highlights the importance of dynamic
modeling for the purpose of stability assessment and control
design. Conventionally, white-box models with containing
differential algebraic equation were used for dynamic analysis
of microgrids [6]. However, due to confidentiality of models
for many system components and uncertainty in the system
model, system identification methods have gained popularity
for data-driven model derivation of microgrids [7].

Various system identification tools have been applied for
identifying linear and nonlinear dynamical systems. The sub-
space method [8] and dynamic mode decomposition [9] meth-
ods are proposed for identifying linear dynamical systems,
but cannot provide a good fit for the dynamics of nonlinear
systems such as microgrids. Koopman operator can be applied
for nonlinear system identification by approximating nonlinear
equations in terms of linear functions. In [10], Koopman
operator is used for data-driven identification and predic-
tive frequency control in power systems. Machine-learning
based methods methods such as recurrent neural networks
(RNNs) [11], [12], deep neural networks (DNNs) [13], [14],
convolutional neural networks (CNNs) [15], deep Koopman
methods [16], and ordinary differential equation networks
(ODENet) [17] have also been applied for nonlinear system
identification. These methods utilize a neural network model
that is fitted to the system dynamics, relying on large training
data sets and no prior physical knowledge of the system.
Recently compressed sensing [18] and sparse regression [19],
[20] techniques have been proposed to provide a trade-off
between identification accuracy and model complexity of non-
linear systems. In [21], a modularized method based on sparse
regression method is developed to reduced the computational
cost of predicting an AC microgrid dynamic model.

Despite their effectiveness, machine learning-based ap-
proaches such as DNN, RNN, and CNN require a large
training data set, require future data for training (information
leakage), and are computationally and memory intensive. Their
practical applications are limited since they have to look into
the past very far for more accurate predictions [22]. In con-
trast to conventional machine learning approaches, temporal
convolutional networks (TCNs) solve the above challenges
by 1) employing causal convolution to prevent information
leakage from the past to the present, 2) combining residual
layers and dilated convolutions with very deep networks to
look far into the history of data without requiring a lot of
memory or computational power. Although TCN has been
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Fig. 1. Topology of the MVDC SMG

applied to time-series sequences in audio and signal processing
applications [23] and in power systems for battery health
monitoring [24] and load forecasting [25] and showed superior
performance compared with DNN and RNN, to the authors’
best knowledge, no research has reported utilizing TCN for
identifying dynamics of cyber-physical systems of a ship. Our
objective in this study is to determine whether a data-driven
model of a navy ship’s power system that uses TCN can
accurately identify asset dynamics.

To address the above knowledge gap, dynamics learning of
a hybrid medium-voltage DC (MVDC) SMG using a temporal
convolutional neural network (TCN) framework is proposed.
TCNs have been proven powerful in dealing with time-serious
data prediction. The main contributions of the paper can be
summarized as:

• A TCN model is proposed to learn the transient dynamics
of an MVDC SMG with supercapacitors, battery storage
units, conventional generators. The proposed model can
accurately identify the dynamics of the SMG in presence
of pulsed power loads (PPLs) and constant power loads
(CPLs).

• The proposed TCN can learn the complex power sharing
using resistive and capacitive droop controllers among
multiple energy resources that are designed to allocate su-
percapacitors for high-frequency load changes and batter-

ies/generators for low-frequency state-state load changes.
In order to validate the effectiveness and generalization ca-
pacity of the proposed TCN-based data-driven modeling ap-
proach, several time-domain simulations in MATLAB were
conducted and and accurate results (up to 0.9999 R2 value
and 0.00754 MAE value) with a unseen dataset confirm the
effective learning of the SMG dynamics with 100 seconds of
training data at 0.5 milliseconds sampling rate.

II. MVDC SHIPBOARD MICROGRID

A hybrid MVDC SMG with the topology shown in Fig. 1
considered as the system under study. Two synchronous gen-
erators (SGs), battery energy storage systems (BESSs), and
supercapacitors (SCs) are the sources of power that supply
various kinds of loads in the SMG. Majority of high-power
loads in a DC SMG such as propulsion motor controlled by
speed drives and exhibit constant power load (CPL) behavior.
The PPL represents the behavior of highly-dynamic mission
loads in the SMG.

The control diagram of each converter includes two cas-
caded proportional integral (PI) regulators to control the volt-
age and current of the converters for each resource. Detailed
information on design of controllers can be found in [26]. To
enable power sharing between various resources, conventional
droop control technique is implemented for SGs and BESSs to
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share steady-state power. SCs on the other hand are controlled
using capacitive droop control method in order to act as a
short-term energy storage to provide surge power compensa-
tion due to the high power density characteristics. The control
input for the BESS power converters are the duty cycles of
their DC/DC converters, namely d and d′. The control input for
the SGs is the field voltage, denoted by vf . Inner current and
voltage controllers regulate the converter current and voltage,
respectively. Due to the fact that dynamics of inner voltage and
current controllers are much faster than the droop controllers,
the output voltage of SG and BESS units is decided by their
droop controllers formulated by [27]

vk = vref + δv −Rkik, ∀k ∈ {sga, sgb, ba, bb} (1)

where vref is the voltage setpoint, output currents of the SGs
and BESSs are denoted by ik, and Rk represent the droop gain
for SGs and BESSs. A secondary control input δv is utilized
to regulate the DC voltage of the main bus, vbus, using a PI
regulator with gains kp and ki formulated by

δv = (kp +
ki
s
)(vref − vbus) (2)

In order for the SCs to respond to transient power fluc-
tuations, an integral droop control [?] decides their voltage
reference as

vh = vref −
1

Ch

∫
ih, ∀h ∈ {sca, scb} (3)

where Ch is the virtual capacitance of the SCs, and ih denotes
the output current of the SCs.

Owing to the high-bandwidth control of point-of-load con-
verters including DC-DC converters and loads in Fig. 1,
they can be represented by a lumped constant power load
represented by the dependent current source [28]. The reduced-
order model of the MVDC SMG in frequency domain taking
into account droop control is given in Fig. 2, where s is
the Laplace variable. The governing differential equations are
resulted below after writing the node and loop equation in
Fig. 2.

Ceq
dVo

dt
=

∑
i∈N

ii −
PCPL

Vo
− PPPL

Vo
N = {sg,ba,sc} (4)

Lk
dik
dt

= Vref −Rkik − Vo ∀k ∈ {sga,sgb,ba,bb} (5)

Lh
dih
dt

= Vref −Rhih − Vh − Vo ∀h ∈ {sca,scb} (6)

Ch
dVh

dt
= ih ∀h ∈ {sca,scb} (7)

where, Vref is the bus voltage setpoint considered as the control
input; Vo is the MVDC voltage across the DC link capacitor
Ceq; PCPL, PPPL are the CPL and PPL power, respectively,
representing the input disturbances; isga, isgb are the output
currents of the two SGs; iba, ibb are the output currents of the
two BESSs; isca, iscb are the output currents of the two SCs;
Rsga and Rsgb represent the SGs droop gains; Rba and Rbb
represent the BESSs droop gains; The capacitive droop gains
of the SCs are also denoted by Csca and Cscb; The voltages
across the virtual capacitors, Csca and Cscb, are signified by Vsca

Fig. 2. Reduced-order model of the MVDC SMG.

and Vscb, respectively. Details on the complex droop control
design for the ship and parameters of the system can be found
in [26].

III. TEMPORAL CONVOLUTIONAL NEURAL NETWORK

The proposed TCN architecture for learning the dynamics
of the SMGs is shown in Fig. 3. According to (5)-(7),
dynamics of the ship at time step k can be represented by
ẋ = f(x,u), where x is the vector of states and u is the
vector of inputs. By collecting the state and input data over
time and utilizing it for the training purposes, the proposed
TCN structure utilizes residual blocks to learn the features
of the data and a fully connected layer to predict the output
(ẋ = f(x,u)). The residual block within the TCN architecture
includes causal convolutions with weight normalization and
activation function as well as a fully convolutional network
(FCN) as shown in Fig. 3.

A. Dilated Causal Convolutions

The causal convolution guarantees that there is no infor-
mation leakage from the future, which means the i th output
in sequence {0, 1, . . . , Input size − 1} only depends on the
inputs with {0, . . . , i} index. In this case, when the input
history size is long, a deeper network and a larger filter is
needed. In order to arrive at a more effective and feasible
method, the dilated convolution is used here. In addition, the
outputs should have the same length as the inputs, thus zero
padding is added to the left part. The operation process is
shown in (8) and Fig.4.

FDCC(X, s) =

k−1∑
i=0

K(i)Xs−di (8)

where X = [x,u] is the matrix of collected data from the
SMG, where x = [x(t0),x(t1), . . . ,x(tm)] collected state
vector data for tm seconds, x = [x1, x2, . . . , xn] is the state
vector, K is the kernel, k is the kernel size, d is the dilation
factor, and s− di records the direction of operation [22].

B. Residual Connection

As models increase in depth, the gradients tend to diminish
during the backpropagation process, leading to what is known
as the vanishing gradient problem. This can severely hamper
the effectiveness of model training. To address this issue, the
inclusion of residual connections offers an auxiliary pathway
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Fig. 3. Structure of the proposed TCN architecture for identifying dynamics of SMGs.

Fig. 4. Dilated causal convolutions operation process.

for gradient flow, a technique that has consistently demon-
strated its effectiveness in improving the training of very deep
networks. This process is formulated by

Ores = F (X+ F(X)) (9)

where F is the series of transformations and F is the activation
function.

C. Weight Normalization

In neural networks, the output of each layer is considered
as the output of a nonlinear activation function whose input is
the sum of weighted features, such as:

y = F (w · x+ b) (10)

where x is the input feature vector with a dimension of k,
w is the weight vector with the same size as x, and b is
the bias vector. During the training process, w and b will be
updated with the back-propagation algorithm. To speed up the
convergence of this process, the weight normalization is used

after the 1-D fully convolutional layer [29]. The weight w can
be normalized as :

w =
g

||v||
v (11)

where g is a scaler, v is a k dimensional vector and ||v|| is
the Euclidean norm of v.

D. Fully Connected Layer and Loss Function

A fully connected layer is added after the residual block
to make prediction based on the extracted features from the
previous layers. In addition, to improve the generalization of
the model, three fully connected layers are added here, the
outputs size of the last fully connected layer is the same
as the states we decided to predict. Throughout the training
process, parameter optimization hinges on minimizing this loss
function. Thus, the choice of the loss function significantly
impacts model performance. Here, the MSE loss function,
which is one of the most common ones in prediction tasks, is
chosen.

LossMSE =
1

N
||yi − yp||22 (12)

where yi is the ground truth value and yp is the prediction
value.

IV. CASE-STUDIES

To show the accuracy of the proposed TCN-based dynamics
learning method, several case studies are performed, including
1) the model capacity of generalization and 2) impact of
training data size on the performance of the model. All models
were run on a workstation with Intel Core i9-13900k CPU
@5.8GHz, 32G RAM and NVIDIA GeForce RTX-4090 GPU.

A. Datasets

The DC bus voltage, Vo, and the output currents of power
sources, i.e., isga, isgb, iba, ibb, isca, iscb, are chosen as the
target values for the proposed identification model, and PPPL
is the input disturbance collected for training and testing of
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the TCN. The parameters of the MVDC microgrid are given
in Table II. The PPL is varied from -5 to 5 MW with different
pulse periods. The simulation is run for 100 seconds to collect
the training data. To verify the performance of the TCN
predictor, a new set of data with totally different PPL pattern
is generated by running the simulation of the MVDC SMG for
50 seconds. The PPL variation is demonstrated in Fig. 5, and
the corresponding state variables are shown in Fig. 6. After
the data is collected, every 3000 time-steps data are seen as
one train data, in other word, the history length of the each
data is 3000.

B. Preprocessing of data

Given the presence of multiple states, each exhibiting dif-
ferent values (e.g., isga ranging from 100 to 200 A and Vo

fluctuating between 5800 and 6100 V), we have implemented
min-max normalization. This approach ensures that all vari-
ables are normalized to a common scale, thereby enhancing
computational efficiency.

y =
X −Xmin

Xmax −Xmin
(13)
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Fig. 7. Dynamics learning performance

where Xmin is the minimum value of the feature in dataset,
and Xmax is the maximum value of the feature in dataset.

C. Model Performance Evaluation

To evaluate the model prediction accuracy comprehensively,
the mean absolute error (MAE) and the R-squared (R2) are
computed. MAE quantifies the average absolute difference
between the ground truth and prediction value, while R2

describes the fitting accuracy of the model.

MAE =

∑N
i=1 |yi − ypi|

N
(14)

R2 = 1−
∑N

i=1 (yi − ypi)
2∑N

i=1 (yi − ym)2
(15)

where yi is the ground truth value, ypi is the prediction value,
and ym is the mean value of the ground truth.

The prediction results are shown in the Fig. 7 and Table I.
From both figure and numerical evaluation, it is clear that the
proposed model exhibits high accuracy of prediction. Lower
MAE value and higher R2 value imply that the model can
capture the variation trend of the system states, and accurately
predict all state variables for the next time step.

D. Generalization Potential of Model

The model generalization describes the the capacity of the
model to deal with unseen data. To evaluate this, a new training
dataset is generated by applying two pulses to the PPL with
its amplitude changing between the maximum and minimum
values with different duty cycles. The collected data is then
used to retrain and test the model on the same testing set.
The new PPL pattern used for training data generation is
shown in Fig. 8, and the results of dynamics learning are
shown in Fig. 9 and Table I. The results indicate that the
model can accurately capture the dynamics of state variables
and make precise predictions, whose average MAE is 1.7905,
showcasing its robust generalization capabilities.
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E. The Impact of History Length

This case study is designed to explore how the length of
the history impacts the performance of the prediction model.
Here we set the the history length to 1000, 2000, 3000 and
4000. The results of learning performance are shown in the
Table. I. From the table it can be seen that the model captures
the variation trend very well with both history lengths (R2 ≥
0.99). When the history length is changed from 1000 to 2000,
the MAE increases by 42.48%, and when the length increases
from 2000 to 3000, the average MAE increases by 64.2%.
When the history length is 4000, the average MAE decreases
by 69.6 %.

V. CONCLUSIONS

In this study, a TCN model is proposed to learn the dynam-
ics of MVDC shipboard microgrids. The simulation results
indicate that the model can learn the system dynamics and
predict the transient response of the system accurately. More
importantly, the model shows high generalization capacity to
deal with unseen data. All of those demonstrate our model has
the potential to be used for control proposes, such as in data-
driven model-predictive control (MPC). The future work may
involve enhancing model generalization and accuracy through
the incorporation of physical principles, as well as developing
a controller to assess its closed-loop control performance.

APPENDIX

Parameters of the SMG are shown in Table II.
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