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Abstract

We introduce simple conditions ensuring that invariant distribu-
tions of a Feller Markov chain on a compact Riemannian manifold
are absolutely continuous with a lower semi-continuous, continuous or
smooth density with respect to the Riemannian measure. This is ap-
plied to Markov chains obtained by random composition of maps and to
piecewise deterministic Markov processes obtained by random switch-
ing between flows.

Contents

[1_Introduction

nstitut de Mathématiques, Université de Neuchatel, Switzerland.
2Department of Mathematical Sciences, University of Bath, United Kingdom


http://arxiv.org/abs/2310.17543v5

l4 Piecewise deterministic Markov processed 26

4.5  PDMPs on noncompact manifoldd . . . . . ... ... .. ... 44

1 Introduction

The aim of this paper is to propose and discuss simple conditions guaranteeing
that the invariant distributions of a Feller Markov chain on a compact space
satisfy certain regularity properties, such as having lower semi-continuous,
continuous or smooth densities with respect to a reference measure.

Our initial motivation comes from piecewise deterministic Markov pro-
cesses (PDMPs) generated by random switching between deterministic flows.
The ergodic properties of these type of processes have been the focus of much
attention in the last decade and conditions ensuring existence, uniqueness,
and absolute continuity (with respect to a reference Riemannian measure) of
invariant measures, are now well understood (|3|, [8], [9], [15], [12], [7]). Con-
cerning the regularity (continuity, smoothness) of these densities, some partial
results have been obtained in dimension one by Bakhtin, Hurth and Mattingly
in [2], Bakhtin, Hurth, Lawley and Mattingly in [4] and [5] for specific sys-
tems in dimension two, and by the present authors in [I3] for systems under
“sufficiently fast” switching. Also worth mentioning is Locherbach’s beauti-
ful article [23] on certain PDMPs with jumps, in which techniques (similar
to those in [4]) are used to prove regularity. However, beyond these cases,
the problem remains largely open. One of our principal goals is to revisit
these questions, and to provide a simple and general framework allowing - in
particular - for the results of [4] and [13] to be extended.

The general idea of the paper can be roughly described as follows. Suppose
P is a Feller Markov kernel on some compact metric space M and that C(M)
is a convex cone of measures embedded in some Banach space E. For instance,
if M is a Riemannian manifold, C(M) can be chosen to be the set of measures
having a C" (r > 0) density with respect to the Riemannian measure, and
E=C"(M).

Suppose that P = @ + A where (), A are sub-Markov kernels such that
@) maps the set of probability measures into C(M) and A maps C(M) into



itself. Then, it is not hard to show that if the spectral radius of A (seen as
an operator on F) is < 1, invariant distributions of P lie in C(M).

The paper explores and develops this idea. Section [2] sets the general
framework, notation and hypotheses. Here we state and prove our general
results, such as the aforementioned Theorem 2.8, along with other results
ensuring absolute continuity of the invariant distributions and lower semi-
continuity of their densities (Theorems and 2.11)).

Section [3 considers the situation where P is induced by a random iterative
system on a compact Riemannian manifold and provides conditions ensuring
that the decomposition P = @ + A holds with C(M) the set of measures
having a density (respectively a lower semi-continuous, of C" density) with
respect to the Riemannian measure. In the specific case where A = §, with
¢ a local diffeomorphism, A is nothing but the Ruelle transfer operator of ¢
and its spectral radius can be estimated in terms of certain topological (or
measure-theoretic) invariants for ¢. This is done in Subsection B.Iland applied
to specific examples in Subsection

Section M is devoted to PDMPs, as described above. We prove that under
certain Hormander conditions, there are finitely many ergodic measures that
are absolutely continuous with respect to the Riemannian measure and whose
densities are lower semi-continuous (Theorem [A.5]). If the Hormander condi-
tion holds at an accessible point, such a measure is unique (Theorem 7).
In Subsection we consider the situation of two transverse vector fields on
the torus, and give a precise condition (involving the switching rates and the
Floquet exponents of the linearly stable periodic orbits of the vector fields)
ensuring that the invariant measures have a C* density (Theorem F6]). This
result relies on the spectral radius estimate of the Ruelle transfer operator
given in section Bl and substantially extends the results in [4]. The last sec-
tion [4.4]is devoted to general PDMPs under fast switching. We show how our
approach provides for a short proof that under fast switching and a certain
Hormander condition, invariant densities are C".

2 Notation, hypotheses and basic results

Let M be a compact metric space equipped with its Borel sigma field B(M).
We let M(M) (respectively P(M)) denote the set of non negative (re-
spectively, probability) measures over M.
A convex cone of a measures is a set C(M) C M(M) such that au+ v €



C(M), for all pu,v € C(M), and all o, 5 > 0.

Example 2.1 Suppose that M is a Riemannian manifold with Riemannian
measure m. Examples of convex cones in M (M) include:

o M,.(M)C M(M), the set of measures which are absolutely continuous
with respect to m;

o MY (M) C My.(M), the subset which have a lower semi-continuous
density;

o M! (M) C My.(M),r >0, the subset which have a C" density.

A bounded kernel on M is a family Q = {Q(z, ) }ren with Q(x,-) € M(M)
such that for all A € B(M), the mapping x — Q(z, A) is measurable, and
sup,ep @z, M) < co. We say that Q) is non-degenerate if Q(z, M) > 0 for all
x € M; sub-Markov if sup,c,, Q(z, M) < 1; and Markov if Q(x,-) € P(M)
for all x € M.

We let B(M) (respectively C°(M)) denote the Banach space of bounded
measurable (respectively continuous) real valued functions on M, endowed

with the uniform norm || f|lo = sup,eca | f(2)]-
A bounded kernel @) induces a bounded operator on B(M) defined by

Qf(x) = /M F(0)Q(r, dy).

for all f € B(M). We call it Fellerif it maps C°(M) into itself. It also induces
an operator on M (M) defined by

HQ(4) = / u(da) Qe A),

for all p € M(M) and A € B(M).
If @ is Markov, we let Inv(Q) denote the set of invariant probability mea-
sures of Q).; that is the set of y € P(M) such that u@Q = p. If @ is Markov and

Feller, then Inv(Q) is a non-empty convex compact (for the weak™ topology)
subset of P(M) (see e.g [11], Corollary 4.21).

From now on, we let P denote a Markov Feller kernel and C(M) a con-
vex cone of measures. Our standing assumption is given by the following
assumption.



Assumption 2.2 (Standing assumption) The kernel P may be decom-
posed into P = Q + A, where:

(i) @ is a non-degenerate Feller sub-Markov kernel and A is a (possibly de-
generate) sub-Markov kernel;

(i) M(M)Q :={pQ: pe M(M)} C C(M);
(i) C(M)A = {uA: peC(M)} c C(M).

In our applications, C(M) will be, like in Example 2.1 a set of measures
having certain regularity properties. In words, Assumption 2.2l means that @
"creates" regularity, whilst A "preserves" regularity.

Before going further, it is worth pointing out that the idea to decompose
P as P = (@ + A where @) enjoys certain regularity properties is part of the
folklore in the literature on Markov chains. It is reminiscent of the minoriza-
tion condition (in this case Q(z,-) := v()) introduced in the late 70’s by
Athreya and Ney [I] in their analysis of Harris chains (see also Meyn and
Tweedie [26], or Duflo [18]). In case @ is a continuous component (meaning
that z — Q(x, A) is lower semi-continuous for all Borel set A) we retrieve the
notion of T'-chain introduced by Meyn and Tweedie [26], Chapter 6.

It follows from Assumption 2.2 that A is Feller and that

sup A(z, M) :=p < 1.
zeM

In particular,

-1 :ZAk

k>0

is also a Feller kernel and
(- A) Y@, M) <1—p.

Here I = A = {6,(-) baenr-
The following result is a straightforward consequence of Assumption 2.2]
and will be used repeatedly.

Lemma 2.3 Let Il € Inv(P). Then, under Assumption[2.2 (i),

I=MQU —A)™ =) QA"

k>0



Proof: This follows directly from the equation II = IIP < II(I —A) = I1Q.
O

Example 2.4 Suppose that Q(z,dy) = n(dy) with 7 € M(M). Lemma 23]
shows that
Inv(P) = {=(I — A)"'}.

We say that C(M) is stable by monotone convergence if for every sequence
(tn)n>0 with p, € C(M) and p, < pini1, p = lim, o0 pi, lies in C(M). Here,
po= limy, o f1, sSimply means that p(A) := lim, o pn(A) € [0, 00] for all
A e B(M).

Remark 2.5 The sets M,.(M) and M (M) as defined in Example 2] are
stable by monotone convergence.

A first useful (and immediate) consequence of Lemma [23] is the next result.

Theorem 2.6 Assume Assumption[2.2 holds with C(M) stable by monotone
convergence. Then Inv(P) C C(M).

Corollary 2.7 Suppose M is a Riemannian manifold. Assume Assumption
holds with C(M) = M (M). Then:

(1) Inv(P) Cc C(M);

(ii) if p, v € Inv(P) are ergodic, either = v or there exist nonempty disjoint
open sets U,V such that p(U) = v(V) = 1. In particular, if M is
connected and an invariant distribution has full support, then it is the
unique invariant distribution of P.

Proof: (i) follows from Proposition and Remark 2.5l We now turn to
(7). By ergodicity either = v or p and v are mutually singular. By Propo-
sition 2.6 p(dx) = h(z)m(dx) and v(dx) = g(z)m(dx) with h and g lower
semi-continuous. Set U := {x € M : h(x) > 0} and V := {z € M : g(x) > 0}.
Then U and V are open and pu(dz) > %1V(:c)y(d:c). Thus, if p and v are

9(x)
mutually singular, i has to be zero on V. O

Another useful (and immediate) consequence of Lemma 2.3] is given by
the next result.



Theorem 2.8 Assume Assumption [2.3 holds with C(M) a closed subset of
some Banach space (E, ||.||g). Assume furthermore that the two following con-
ditions hold:

() Yo IHAH 1 < 00 for all j € C(M),

(ii) For every Borel set A C M, the map C(M) — R,y — u(A), is continuous
when C(M) is equipped with the distance induced by || - || g.

Then Inv(P) C C(M).

Remark 2.9 In the following sections, this theorem will be used when M
is a Riemannian manifold, C(M) = M (M), and E is the Banach space
of bounded signed measures whose density is C" (naturally identified with
C"(M) equipped with the C" norm).

Remark 2.10 A sufficient practical condition ensuring condition () in The-
orem 2.8 is that u — pA extends to a bounded operator on E whose spectral
radius,

R(A,E) = lim [|A"]|}/",
n—oo

is strictly less than 1.

2.1 On Assumption 2.2 a uniqueness result

It is often the case that a Markov kernel P doesn’t satisfy the standing as-
sumption, Assumption 22, but that some power of P, P* (for some k > 1),

or its a-resolvent
R,=(1-a) ZakPk
k>0

(for some 0 < a < 1), does. Since
Inv(R,) = Inv(P) C Inv(P*),

the conclusions of the previous theorems remain valid in these cases.

The next theorem illustrates this idea. Let P be a Feller Markov kernel
which doesn’t necessarily satisfy the standing assumption. A point p € M is
called accessible (for P) if for every neighbourhood U of p and every x € M,



R,(z,U) > 0 (for some, hence all 0 < a < 1). The set of points which are
accessible for P is then the (possibly empty) compact set

I'p = ﬂ SUpp(Ra(x> ))7

zeM

where supp(R,(z, -)) stands for the topological support of the measure R, (z, -).
Point p is called a weak Doeblin point if there exists a neighbourhood V' of p, a
non-trivial measure 7 € M(M), and 0 < a < 1, such that R,(x,dy) > w(dy)
for all x € V. The measure 7 is called a minorizing measure.

Theorem 2.11 Let C(M) be a convex cone stable by monotone convergence.
Suppose that C(M)P C C(M) and that P possesses an accessible weak Doeblin
point with a minorizing measure m € C(M). Then P has a unique invariant
probability measure 11 and 11 € C(M).

Proof: By assumption, there exists an open set V' such that R,(z,dy) >
m(dy) for all z € V and R,(z,V) > 0 for all € M. By the Feller continuity
of P (hence of R,), x — R,(z,V) is lower semi-continuous. Then, by com-
pactness R,(x,V) > § > 0 for all x € M and some 6 > 0. It follows that
R%(z,dy) > dn(dy). By Theorem and Example 2.4] applied to R?, we get
that Inv(P) C Inv(R2) = {II} C C(M). 0

Note that the minoration R%(z,dy) > dn(dy) in the proof above, implies that
P is ¢-irreducible in the sense of Meyn and Tweedie [26], and it is well known
that a t-irreducible chain has (at most) one invariant probability measure
(see e.g [26], [18], [11]). The added value of Theorem [2Z.11]is the simple proof
that IT € C(M).

3 Random maps

We suppose here that M is a compact d-dimensional connected Riemannian
manifold. For k > 0, we let C*(M) denote the space of C* functions p : M —
R, equipped with the C* topology (see e.g [20], Chapter 2). We let || - ||ox(ar
denote a norm on C*(M) making C*(M) a Banach space. We let C*(M, M)
be the space of C* maps from M into itself, equipped with the C* topology
and associated Borel o-field.

We now let r > 1, and let v be a probability measure on C"(M, M).
Consider the chain on M induced by the random iterative system

X1 = Qi1 (Xi),

8



where (¢ )ken is a family of i.i.d random variables, independent of Xj, having
distribution v.
The kernel of this chain can then be written

P = [ s )

and is clearly Feller. For further reference, we call this kernel the kernel
induced by v.
Throughout this section we shall take P := P”, and assume that v may
be written as
v:=(1—a)vy + avy,

where vy, v, are two probability measures over C"(M, M) and 0 < a < 1.
Thus we can write P = @ + A with

Q=(1—a)P™

and
A =aP™,

where P, P are defined like P” with v, v; in place of v. We furthermore as-
sume that vy, 1 satisfy the following hypotheses Bl and B3 below. These are
natural hypotheses ensuring that the standing assumption, Assumption 2.2]
holds true with C(M) being one of the sets My.(M), M (M) or M”71 (M)
as defined in Example 2.1l To be concise, Assumption B.1] assumes that v is
the image measure of a finite dimensional C" density by a submersion, while
Assumption assumes that 14 is supported by local diffeomorphisms.

Assumption 3.1 (Standing assumption 1 for RDS) There exist n > d,
a smooth n-dimensional manifold © with smooth Riemann measure df, a C”
probability density function hg : © — R, with compact support supp(hg), and
a C" map

®:Mx0O— M,

(,0) = ®(z,0) = Py(x)
such that:

(1) vo is the image measure of ho(6)df by the map 6 — ®y. That is

PY(f) () = / £(@() o (6) 6.
9



(ii) Og®(x,0) : THO = Tp(u0) M is surjective for all x € M and 6 € supp(hy).

The next proposition relies on the fact that the push-forward of a measure
having a smooth, compactly supported density by a smooth submersion has
a smooth density. It is reminiscent of Lemma 6.3 in [§] and Lemma 2 in [3].

Proposition 3.2 Assume Assumption [3.1. Then, there exists a C" map
q: M x M — R, such that

P (z,dy) = q(z, y)m(dy).
In particular, M(M)Q C M. .(M).

Proof: We assume for notational convenience that © = R", but the proof
easily extends to the general case.

Claim: For all z* € M and 6* € supp(hg), there exist neighbourhoods
U(=U(z*,6%)) of z* and V(= V(z*, 6%)) of * such that for every C" function
n : R" — R with compact support supp(n) C V, there exists a C" map
qp: M x M — R, with the property that

[ 1@ o) = [ gl rwmd)

for all x € U, and f € B(M).

We assume for the time being that the claim is proven. Fix z* € M. We
extract from the family {V(z*, 0%),6* € supp(ho)} a covering of supp(hg) by
open sets V; = V(z*,0;),1 € I, with I finite. Set U = N;c;U(x*,6;). Using a
partition of unity subordinate to {V;}ics, ho can be written as hg = >, homi
where 7; is smooth with compact support in V;, 0 < n;, and >, ., m = 1. It
then follows from the claim that for all x € U,

P (z, dy) = Z qi(w, y)m(dy),

el

where ¢; : M x M — Ry is C". This proves the lemma.

Proof of the claim: After a permutation of the canonical basis of R™ we
can assume that 6 = (6;,0,) € R? x R"~? where 9y, ®(z*,0*) has rank d.
Thus, by the inverse function theorem, there exist open neighbourhoods U’
of z* and V =V} x V, of §* = (07, 65) such that the map

H : (91,92,![’) — (‘P(z,@),@z,x)

10



is a C" diffeomorphism from V' x U’ onto its image W = H(V x U’). Its
inverse is then given by (y, 02, z) — (¥(y, ba, x), 05, x), where ¢ : W +— V] is
cr.

Let U be a neighbourhood of z* with U C U’, and let  : R® — R, be a
C" function with compact support supp(n) C V. Set K = supp(n) x U and let

k(x,y,6) be a C" function which coincides with

(Uho)(@b(?% 927 I)a 92)|detay¢(y> 92a ZIZ')|
on H(K) and is zero outside W. We define ¢, : M x M — R, by

a2 y) = / F(z,y,02)d0s.

Then g, is C" and by the change of variable formula,

/ f(@(x,0))(nho)(0)g(x)dOm(dx) = / @ (7, y)g(z) f(y)m(dz)m(dy)

for every continuous function g with support contained in U. This proves the
claim. O

We define Diffl (M) C C"(M, M) to be the (open) set of maps ¢ €
C"(M, M) for which Dy(x) : T,M — Ty M is invertible at every point
x € M.

We let ¢ € Difff (M). It is not hard to see that ¢'(y) is nonempty,
finite, and that its cardinality doesn’t depend on y for all y € M. Indeed,
by the inverse function theorem, for each z € p~1(y), ¢ is a diffeomorphism
from a neighborhood of z onto a neighborhood of y. This makes ¢~ (y) finite
(by compactness) and the mapping y — card(¢~(y)) locally constant. By
connectedness, it is constant. We denote this cardinality by deg(¢p).

We let J (¢, z) > 0 denote the Jacobian of ¢ at x with respect to m. If the

tangent spaces T, M and T, )M are equipped with orthonormal bases, then
J(p, ) = |detDep(x)].

The transfer or Ruelle- Perron-Frobenius operator induced by ¢ is the operator
L, acting on L'(m) or C"~'(M), defined by

Lm= Y P )



This definition is motivated by the change of variable formula. Indeed, if a
measure has density p, its image-measure by ¢ has density £,(p). The fact
that £,(p) maps C"~'(M) into itself easily follows from the inverse function
theorem. Indeed, for all y € M, there exist an open neighbourhood U of y
and C" diffeomorphisms 1; : U +— ¢;(U),i = 1,...,deg(y), such that for all
zeU,

deg(p

ZJ@%

=1

This expression also shows that £, is a bounded operator on C"~*(M). We
let

||‘C30||C7"*1(M) = sSup ||£¢(P)||0771(M)
{p :”P”cvﬂfluw)gl}

denote its operator norm.
For 0 <k <r-—1, we let

R(Ls, CF(M)) = Tim [[(L6)"l| i (3)

be the spectral radius of L4 on C*(M).
Assumption 3.3 (Standing assumption 2 for RDS)

v1(Diffig (M) = 1.

Proposition 3.4 Assume Assumption[33. If u € My.(M) has density p,
then uP" € My.(M) and its density is given by

V= La)i= [ (L))

(M)

loc

This density is lower semi-continuous whenever p is. In particular C(M)A C
C(M) with C(M) = M (M) where we recall (see the beginning of Section
[72) that A = aP" .

If in addition

/ 1Ll (de) < o0
leflroc( )

then L,, is a bounded operator on C"~Y(M) and

alleron < [ Iallomsonm(de).
Diff[, (M)

In particular C(M)A C C(M) with C(M) = M"-1(M).

12



Proof: For all f € B(M),

/M P () () p()m(dr)

(L.

» ol ))Vl(dso)) plx)m(dz)

/ o ( /Mf <dx>) v (dyp)
= [, ([ r@e@ms ) ma

Ioc

- [ 5@ ( | (M)<c¢p><x>u1<dgo>) pla)m(de)

The second and last equalities follow from Fubini’s theorem, and the third
one follows from the change of variable formula. This proves the first asser-
tion. If p is lower semi-continuous, so is L,p. Thus, if y,, — v,

imint [ Lo oslde) = [ limint £op(un(de) = [ Loplyn(de)

n—oo

by Fatou’s Lemma. This shows that d“P is lower-semicontinuous.

We now prove the last statement. For all p € C™Y(M), the mapping
Lyp : Diff (M) — C™ (M), ¢ — Lyp is continuous, hence measurable. It
is then Bochner measurable (see [17], Theorem 2, Section 1, Chapter 2) and
the condition that fDifﬂ'oc(M) I1L,(p)||cr—1(anyvi(de) < oo makes it Bochner
integrable (|17], Theorem 2, Section 2, Chapter 2). Properties of Bochner
integrals ([17], Theorem 4, Section 2, Chapter 2) imply that

H / Lo

This concludes the proof. O

< / 12 e anyia ().
Difff,_(M)

cr=1(M)

We recall that P = P" is given by (Il). Corollary 2.7 and Theorem 2.8
applied to the present setting, combined with Propositions and [3.4], imply
the following.

Theorem 3.5 Assume Hypotheses[31 and [3.3. Then Inv(P) C M%.(M). If
w € Inv(P) has full support, then Inv(P) = {u}.

13



We recall from the beginning of Section B.2] that v = (1 — a)vy + avy.

Theorem 3.6 Assume Hypotheses[31 and[33. If

/ 1Ll ranma(de) < oo,
Diff! (M)

loc

and 1/a is in the resolvent set of L, (on C"™~1(M)), then Inv(P) C M"-1(M).

3.1 Expansion volume rates and spectral radius

In this subsection and the following, we consider the case where
vy = 5¢

for some ¢ € Diff,_(M),r > 1, so that £,, is the transfer operator £,. When
¢ is an expanding map (see the definition below), the spectral properties of
L have been well understood since the seminal work of Ruelle [29]. We refer
the reader to the excellent monograph [6] for a comprehensive introduction
to the subject.

When ¢ is non-expanding, it is still possible to give simple sufficient condi-
tions ensuring that % lies in the resolvent of L4, so that Theorem applies.
This is the object of the next proposition, Proposition .10l Before stating
this proposition we introduce certain quantities that will naturally appear
in the estimate of the spectral radius of L, : the expansion rate and the
expansion volume rates of ¢.

Let K be a nonempty, compact and forward invariant set (i.e ¢(K) C K).
The expansion constant of ¢ at x is the positive number

E(¢p,x) = inf [Do(2)v|| ()

VET M ||vlo=1

Here || - || stands for the Riemaniann norm on 7, M. Following Hirsch [21],
define the (logarithmic) expansion rate of ¢ at K as

.1 . n

where the limit exists by subadditivity. The expansion rate of ¢ is defined as
E(9) = E(9, M).

14



We let Inv(¢) and Inv,,,(¢) respectively denote the set of invariant (respec-
tively ergodic) probability measures for ¢.

Let 1 € Inve,4(¢). By the Oseledec multiplicative ergodic theorem [27],
there exist k € {1,...,d}, numbers A’ < A% < ... < A* and, for p almost
of z, vector spaces {0} = V? Cc V! C ...VF = T,M, such that for all
veVI\Vit

1 ,
lim —log || D¢™(z)v|| = AY.
n—oo N,

The A7 are called the Lyapunov exponentsof (¢, ut). The dimension of (V), dim(VY),
depends only on g and the number dim(V?) — dim(V7™1) is called the multi-
plicity of A7. We write

Ai(p) << Aa(p)

for the Lyapunov exponents of (¢, ) counted with their multiplicities.
By a theorem of Schreiber [30],
E(¢)=_inf Ay(p). (4)

pElINVerg ()

For all k£ > 0, we analogously define the k-expansion volume rate of ® at
K as

EVi(6, K) = lim ~ (min [log(J(¢", 2)) + klog(E(", 2))]),

n—oo N zeK

and the k-expansion volume rate of ® as
EVi() = EVi(9, M). (5)

Again, these limits exist by subadditivity.

Intuitively, the ezpansion rate measures the (asymptotic) rate at which ¢
increases distance, and the 0-expansion volume rate the (asymptotic) rate at
which it increases volume. The k-expansion volume rate interpolates between
these quantities.

The following characterization easily follows from a beautiful result due
to Schreiber [31] on the growth rates of sub-additive functions.

Proposition 3.7 The k-expansion volume rate of ® is given by

EVi(¢) = _inf  ((k+1)A1(p) + Aap) + ... + Aa(p)), (6)

HEINVerg(P)

where Ay () < ... < Ayg(p) are the Lyapunov exponents of (¢, ) counted with
their multiplicities.

15



Proof: Let F: M x N — R be defined as
F(x,n) = —log J(¢", x) — kE(¢", x).
Then F'is continuous in z and subadditive with respect to ¢, meaning that
F(zx,n+1) < F(z,n) + F(¢(x),1).

This directly follows from the properties J(¢" ™, z) = J(¢™, ¢(2))J (¢, x) and
E(¢", z) > E(¢", ¢(z))E(¢, x). Therefore, by Theorem 1 in [31],

lim <Sup lF(x,n)> ~ inf <sup lF(x,n)>

n—00 \ zeM 1 n>0 \zeM T

= sup infl/F(n,x),u(d:c).
M

HEINVerg () n>0m
For all 41 € Inv,,,(¢) we have that

1 /M Fn, 2)u(dz)

n

- _%i/ log(J (¢, gbk(a:)))u(dx)—k‘l/ log(E(¢", x))u(dx)
k=0 /M M

n

_ /M log(J (6, 2))u(d) — k- / log(E(#", 2))u(dx).

M

The first term on the right-hand side is equal to —(Ay(u) + ...+ Ag(p)) by
the multiplicative ergodic theorem [27|, and the second term converges to
—]fAl (,u) O

Remark 3.8 We let

wo(w) = (| {e*(w) : k >n}

n>0

be the omega limit set of x,

B(¢p) ={reM :xecwy(z)}
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the Birkhoff center of ¢, and

M(@@)= [J supp(n)

p€lnverg ()

the minimal center of attraction of ¢. By the Poincaré recurrence theorem
(see e.g. [24], Chapter 1), M(¢) C B(¢). Thus, equalities () and (@) imply
that

£(9) = £(9,B(¢)) = £(¢, M(¢))
and

EVi(d) = EVi(d,B(9)) = EVi(, M(9)).

These properties prove to be useful to compute or estimate the expansion and
expansion volume rates in certain cases (see Examples 317 and B.I8 below).

Remark 3.9 We have that

dE(¢) < EVo(9) < log(deg(¢)).

The first inequality follows from identities () and (@), while the second follows
from the second statement in the next proposition.
Note that this has the consequence that

dE(¢) < EVo(¢) <0

when ¢ is a diffeomorphism. Observe also that if EVy(¢) < 0, then k —
EVi(¢) is nonincreasing.

We recall (see equation (3]) that for all 0 < k <r — 1, R(Ly, C*(M)) is the
spectral radius of L4 on C*(M).

Proposition 3.10 We have the following:
() if £(6) > 0, then R(Lqy, C"~1(M)) = 1
(ii) if €(¢) <0, then

1 <R(Ly, C" (M) < deg(p) max e Ve,

0<k<r—1
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Remark 3.11 The first assertion of this proposition is a direct consequence
of the seminal work of Ruelle ([29]). Some details are given below.

Some of Ruelle’s results have been extended by Campbell and Latushkin
in [I4] to the situation where ¢ is no longer expanding but is a covering map
(i.e a local diffecomorphism as in the present setting). They compute the
essential spectral radius of the transfer operator and provide an upper bound
for the spectral radius in C°(M) (in the present setting) given by

o (s [y~ [ loa(s(6.2)utd)])

pElnvery

= exp <— inf [(A1(/~L)+--'+Ad(“>) —H(,u)D,

pElINVerg ()

(7)

where H(p) is the measure-theoretic entropy of (¢, u). They claim (see |14,
Theorem 1]) that this upper bound is also an upper bound for the spectral
radius in C"(M) for r > 1. Although this result is true when ¢ is expanding,
it cannot be true when ¢ is not expanding, as shown by the following simple
example. The error in their proof comes from the fact that they rely on
estimates (given in [29]) which are valid only for expanding maps.

The estimate given in Proposition B.I0, (ii), provides a correct estimate
well-suited to non expanding maps.

Example 3.12 We take M = S!' = R/Z, and suppose that ¢ is a smooth,
orientation preserving diffeomorphism with two fixed points, 0 and 1/2, such

that ¢ coincides with
x
T —
o

on a neighbourhood of 0, where @ > 1 and ¢’(1/2) > 1. The ergodic measures
of ¢ are the Dirac measures 0y, d1/2, and for all k& > 0,

EVi(¢) = —In(a)(k+1) < 0.

Thus, by Proposition BI0, R(Ls, C"(M)) < " for all 0 < r < co. We now
let p(z) = sin(27x) if r is odd, and p(x) = cos(27x) if r is even. Then

I(£on(oDlleran = ZH (Lon()Pllo = (£ (p))V(O)] = 2"+,

This implies that
R(Ly, CT(M)) ="t forall 0<r < oo, (8)
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This simple example shows that the inequality in Proposition B.10] can be an
equality, for any r.

The measure-theoretic entropy for any Dirac mass is 0, whence we see
that the Campbell-Latushkin upper bound in () is precisely «. However,
the authors claim in |14, Theorem 1] that this same upper bound for the C”
spectral radius holds for all 0 < r < oo, which cannot be true for any » > 1

by (8)).

Proof of Proposition B3.10]

Step 1. If £(¢) > 0, then inf ¢y E(¢™, x) > 6 > 1 for some n > 1 and some
0 > 1. Thus, replacing ¢ by ¢", we can assume that EC(¢,x) > 6 > 1.
This condition means that ¢ is expanding. Then, by a theorem due to Ruelle
[29], Theorem 3.6 (ii) (see also [6], Theorem 2.6), R = R(Ly, C""H(M)) is
an eigenvalue of £, associated to a positive eigenfunction p. Since || o Pdm =
[ (Lgp)dm, R must be 1. This proves the first assertion.

Step 2. We now prove the left-hand side inequality of assertion (iz). Suppose
for the sake of contradiction that R(Ls, C"*(M)) < 1. Then

nll_}fglo Hﬁ(bHCrﬂ(M) = O,

50 that lim, . [[£}1]lo = 0 in particular. On the other hand, [, Lildm =
[3y 1dm = m(M) > 0. This is a contradiction.

Step 3. Our last goal is to prove the right-hand side inequality of assertion
(43). Tt is convenient to firstly specify a norm on C*(M) for k > 0.

Throughout, R? is equipped with the Euclidean norm. For all k& > 1,
let L%, (R?) be the vector space of k-linear symmetric forms on R If A :
R? — R? is a linear map and L € L%, (R?),A*L € L (RY) is defined by
A*L(uq,...,uy) = L(Auy, ..., Aug). The norm of L € L* (R%) is defined as
|L|| = sup{|L(uy, ..., up)| :u; € R, |Ju;]] < 1}.

We consider U C R? open and f € C*(U) := {f : U — R, C*}. The k-th
derivative of f is a continuous mapping D*f : U — Lﬁym(Rd). The following
lemma will be used below. It follows by induction from classical rules in

differential calculus.

sym(

Lemma 3.13 Let k > 1, and U,V open subsets of R,
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(i) Let g € C*(U). For all f € C*(U) and x € U,

N

l

IDMaf) (@) — g@)DH @) < S ( g ) |D*ig(@) 1D ()]

I
o

with the convention that D°f = f.

(ii) Let W :U — V be a C* map. For all f € C*(V) and x € U,

ID*(f 0 ¥)(x) — DW(x)"D" f(¥(2))] <

k—1
> Bea(|IDY()|, | DT ()], [ D (@)[) | D' f(E(2))],
i=1
where (x1,...,%k—i+1) = Bri(x1,22,. .., 2k_i+1) s a polynomial such

that By ;(z1,0,...,0) = 0.

We now define a norm on C*(M). Let W be the open ball in R? centered at
the origin with radius 2 and let V' be the open ball centered at the origin with
radius 1.

By the compactness of M there exists an atlas {«, O, }aex with R finite
such that:

(i) o maps O, diffeomorphically onto an open set in R¢ containing W;
(ii) the open sets O/, = a1 (V),a € X, cover M.

If pe C*(M) and 1 < j <k, we set

lpl; = sup [[D(poat)(z)]
aeN,zeV

and

k
lells = llollo + ) lol;- (9)
j=1

It is not hard to verify that ||| is a norm on C*(M) inducing the C* topology.
For further reference we call this norm the Cy norm induced by {a, Oy }aex-
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Lemma 3.14 Letk > 1 and let L : C*(M) — C*(M) be a bounded operator.
Suppose that there exist sequences (an)n>0, (bn)n>0,a@n > 0,b, > 0 such that
for allm >0 and p € C*(M),

[L"plie < anlpl + bullplle-1-

Then
R(L,C*(M)) < max (R(L, C* (M), lim sup ai/") :

n—o0

Proof: For all § > 0, we set

ks = llplle—1 + 0] plk-

Note that ||p|/rs and ||p||x are equivalent norms. In particular we have
. n 1/n
R(L,CH(M)) = lim |[L"]}/5 < | L]s

for all 6 > 0.
We now fix A > limsup,,_, ay/™ and R > R(L,C*=*(M)). Then, for some
n > 0 sufficiently large and all § > 0,

1L pllk,s < |L"pllk—1 + Olan|plr + bn |l pll k1]
< R™|p|lr—1 + 6[A"[plr + bullpllk—1]
< max (R" + 6b,, A™) |||l k.s-

Thus
R(L",Ck(M)) < |L"|ks < max (R" + by, A™) .

Since § > 0 is arbitrary, this shows that
R(L"™,C*(M)) < max (R", A™).

Thus,
R(L,C*(M)) = R(L",C*(M))'/" < max(A, R).

This concludes the proof. O

Lemma 3.15 We have the following:
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(i) R(Ly, CO(M)) < deg(p)e Vo),
(ii) for alll1 <k <r—1,Ly satisfies the assumptions of Lemma[3.14] with

limsup a2/™ < deg(¢)e V(@)

n—o0

Proof: Throughout this proof we set

() : By the definition of L,
[£6(p)llo < deg(@) sup js()llpllo

for all p € Cy(M). Thus, replacing ¢ by ¢™, we obtain that

1£5(p)llo < deg(¢)" Slgﬂl}iw@)“ﬂ“m

whence the result follows from the definition of £Vy(¢).

(#7) : To shorten notation we firstly consider the case where deg(¢) = 1
so that ¢ is a diffeomorphism with inverse ¢». Then L,(p) = (p o ¥)(js 0 ¥).
Our first goal is to bound

[Ls(p)le = sup [ID"(Ly(p) o a™)(@)].

z€V ,aER

Y

We let @ € R and T € V, and choose 3 € R such that ¢(a~!(Z)) € O (recall
that the family {Uj} cover M).
Set U = a(yp"H(O3)NO,), f=pof:V >R g=jsopoa:U—=R
and U = Botoat:U — V. Then on U we have
Ly(p)oa = (fol)g.

Hence, relying on Lemma [B.13] one can find a smaller neighbourhood of 7,
Uz C U, and a constant C(¢,T) (depending on ¢ and Z) such that for all

ID*(Lo(p) 0 0™ (@) — g(x D‘I’( )" D* f ()|
SC(@W)( 2)l+ ) IDf (v )

=1
< C(¢,7)lpllp-1-
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We take constants 0 < ¢,¢’ < oo (depending only upon the atlas {a, O,})
such that for all @« € R,z € a™'(W) and u € T, M we have

dulle < [[Daz)ull < cllullz
Thus, defining ¢’ = ¢/, for all x € Uz we have that

lg(z) DV (z)*D* f(x)|| < g(z)|| D" f(x)|||| D (z)||*
< "g(@)|| D" f (@) DY (o (2)) |51

= "jo( o a M (x))|| D* f(2)|| E(¢, 1 0 (z)) 7
< "||D*f ()] ;ggj<¢> y)E(¢,y) ",

Finally, since V can be covered by finitely many neighbourhoods of the form
Uz, we obtain that

6Pk < ol sup (0.9 E(6,9)™] + ol Fll,
yeM

where ¢ depends only upon the atlas {a, O, } and ¢, depends on ¢. Replacing
¢ by ¢" gives

[Lan ()l < Il sup [3(6", ) E(@", )| + con
yeM

fllg-1-

This proves the desired result.
The proof for deg(¢) > 1 is similar, with the inverse of ¢ be replaced by
the deg(¢) local inverses. O

The proof of the right-hand side inequality of Proposition B.10] (#7) now easily
follows from lemmas [3.14] and

3.2 Application to random maps
We recall that P = P”, as defined in the beginning of the present section.

Theorem 3.16 We assume Assumption [3.1 and that 11 = 64 for some ¢ €
Diffy (M).

(i) If E(¢) > 0, then Inv(P) C M27Y (M) for all a < 1.
(ii) If £(¢) <0, then Inv(P) C MIHM) for all a < ming—g, 1 S
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Proof: Theorem follows from Theorem and Proposition 310 O

As an illustration of this last result, consider two examples where ¢ is a

VR _ efVr=1(@) and where EV,_1(¢)

diffeomorphism, so that ming—g__,—1 deg (o)

can be easily expressed.

Example 3.17 Suppose that ¢ is a C" diffeomorphism on M such that for
all z € M,

wy(z) C Fix(¢) :={p € M : ¢(p) = p}.
One can, for instance, imagine that ¢ = ®! is the time one map of a flow
{®'} induced by a C",r > 1, gradient vector field F' = —VV on M (or more

generally a vector field having a strict Lyapounov function).
Here B(¢) = Fix(¢), so that by Remark [3.8]

EVr1(¢) = EVra(0,Fix(¢)) = inf log(J(¢, p)) + (r —1)Au(p)

peFix(¢)
and
E(¢) = (¢, Fix(¢)) = onf Ai(p).
Here
J(¢,p) = log(|detDo(p)|)
and

A1(p) = min{log(|z|) : z is an eigenvalue of D¢(p)}.
Note that, in case ¢ is the time one map of the flow induced by F' = —VV,
Fix(¢) = Ea(F) = F~1(0), J(¢,p) = div)(F) = —AV(p) and Ay(p) is the
smallest eigenvalue of the Hessian of —V at p.

Example 3.18 We suppose here that M = S? and that ¢ = ®! where {®'}
is induced by a C" vector field F. We no longer assume that F' is gradient-like
but will assume that Eq(F") is finite.

If p € Eq(F') we let

Ai(p) < Ao(p)
denote the real part of the eigenvalues of DF'(p). Note that

div,(F) = Ai(p) + A2 (p).

Given T' > 0, a T-periodic orbit is an orbit v = {®'(p),t € R} such that
®7(p) = p and ®'(p) # p for all 0 < t < T. We let Pery(F) denote the set of
such orbits and Per(F) = Up~oPerr(F).
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If v € Perp(F) and p € v, D®(p) has two (possibly equal) eigenvalues
(that depend only on v): 1 (corresponding to the eigenvector F(p)) and
J(®T p). We let

(). Aafa)} = (0, 822,

denote the logarithms of these eigenvalues, with the convention that A;(y) <
As(7y). A periodic orbit, 7, is said to be linearly stable if A;(y) < 0. We let
Per_(F’) denote the set of linearly stable periodic orbits. Note that, although
Per(F') may be uncountable, Per_(F) is finite.

In the following lemma, Lemma [3.19] we implicitly identify an equilibrium
point, p, with the orbit {p} = {®'(p) : t € R}. Again, combined with Theorem
[B.16], this gives simple conditions on a ensuring the smoothness of invariant
distributions.

Lemma 3.19 Suppose that F' has finitely many equilibria. Let p be an er-
godic probability measure for ¢. Then [log(J(¢,x))u(dz) = A1(y) + Aa(7)
and A1(p) = Aq () for some equilibrium or periodic orbit . In particular,

EV,1(9) = min rAi(7) + Az (7)

~vyEEq(F)UPer_ (F)

and

E(p) = i A (7).
(¢ 'yEEq(}EI)EIIDIer, (F) 1(7)

Proof: By the Poincaré recurrence theorem and the Birkhoff ergodic theo-
rem, there exists a set Q@ C M, with x(€) = 1, such that € wg(x) (Poincaré)
and %ZZ;S Ogr(zy = i (Birkhoff) for all » € Q. Here = stands for weak™
convergence.

We take p € Q. We claim that p is either a periodic point (i.e lies in a
periodic orbit) or an equilibrium point for {®'}. Clearly wy(p) C wiety(p),
the omega limit set of p for {®'}. Such a set is internally chain recurrent
for {®'}. Therefore, by a result proved in [I0], Theorem 1.1, every point in
wiat}(p) is either periodic or belongs to an orbit cycle. An orbit cycle is a
finite sequence I' = 71, ..., 79, of orbits such that the alpha limit set of ~;
(for {®'}) is an equilibrium e;_; and its omega limit set is an equilibrium e;,
with ey = e,,. Therefore, because p € wery(p), p is either a periodic or an
equilibrium point. This proves the claim.
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If p is an equilibrium, then p = §,, [log(J(¢,y))u(dy) = div,(F) =
A1(p) + A2(p), and Aq(u) = Ay(p). If p is T-periodic for {®'} and T = N/K
is rational, then p = + Zﬁ\;l Ogi(py With QSN( ) = ¢TK(p) = p. Thus

[ 10876, p)ldy) = 7 Yos( @7 )

— %log(J(‘PT,P)) = Ni(7) + A2(7).

It T is irrational, then p = % fOT dps(pyds and again we have that

/ l08(J(6,))u(dy) = / log(J (6, °(p))ds

/ / Tr(DF(®T(p))duds = — / / Tr(DF (" (p))duds

:?/0 TrH(DF(9"(p))du = A1 (7) + As(7).

4 Piecewise deterministic Markov processes

We let E be a finite set and {F;}icg be a family of C” (r > 1) vector fields
on M where M is, as before, a d-dimensional compact connected Riemannian
manifold.

We set M = M x E. Then M can be viewed as a d-dimensional compact
manifold with card(E) components. A map g: M + Ris C* if 2 — g(z,i) =
gi(z)is C* for all i € E. A map g : M ~ R U {oo} is lower semi-continuous
if g; is lower semi-continuous for all # € E. The Riemannian measure on M is
given by m = m ® ) _._p d;, where m is the Riemannian measure on M. The
sets My.(M), M (M) and M”_ (M) are defined accordingly.

We let (Z; = (X4, I1))i>0 be a continuous time Feller Markov process living
on M whose infinitesimal generator A acts on functions g € C'(M) according
to the formula

Ag(w,i) = (Fi(2), Vgi(z))o + Y ay(x) — gi(x)),

jerE

where:
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(i) a;j(xz) > 0 and (for convenience) o;(z) =0 for all 4, j € E;
(ii) the matrix (o;;(x))i jer is irreducible and C™! in .

For further reference, we sometimes call the data {{F}}icr, (aij(2))i jer} the
characteristics of (Z;)i>o.

An alternative pathwise description of the process is as follows. The com-
ponent (X;)¢>o is a solution to the differential equation

dX;
M po(x
dt It( t))

while (I;)¢>0 is a jump process whose jump rates depends on (X;),
P([t—l—s = j‘O'(Zu,U S t), ]t = Z) = Oéij(Xt>S + O(S).

In words, starting from (z,7), X; follows the ODE induced by F; and switches
to the ODE induced by Fj at rate a;;(X;). Then X follows the ODE induced
by F; until it switches to the ODE induced by Fj, at rate o (X;), and so on.

This type of process falls under the broader category of piecewise deter-
ministic Markov processes, introduced by Davis [16]. Their ergodic properties
have been the focus of much attention in the last decade (3|, [8] [, [2], [12],

).

4.1 A discrete kernel associated to (Z;):>o

In order to use the results of the preceding sections, we firstly introduce a
(discrete time) Markov kernel P whose invariant distributions are linked to
the invariant distributions of (Z;):>o.

We let {®!}er denote the flow induced by F;. We fix a > 0 sufficiently
large so that for all © € F,

sup Z a;i(x) < a. (10)
xeM JeE

Set A;;(z) = 2 for § £ j and Ai(z) =1->.,, Aij(z). Let A, K and P

a j#i £hij

be the Markov operators on M respectively defined by

Ag(l’,i) = ZAZJ(x)g(xvj)v (11)
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Kg(z,i) = /000 e~ g(®(x),i)dt (12)

and
P=KA (13)

Remark 4.1 The Kernel P is the kernel of a discrete time chain (X, I;,)n>0
living on M whose dynamics can be described as follows. Starting from
(x,i) € M, we pick a random variable T having an exponential distribu-

tion with parameter «, and set X; = ®I(x). We then choose I} = j with
probability A;;(X).

Invariant distributions of the Markov kernel P and invariant distributions of
the Markov process (Z;);>o are linked by the following result proved in |8,
Proposition 2.4 and Lemma 2.6].

Proposition 4.2 We let (Z;)i>o be the piecewise-deterministic Markov pro-

cess having characteristics {{F;}icr, (0ij(x))ijer}. The mapping p — pK

maps homeomorphically Inv(P) (respectively Inv.,,(P), the set of ergodic prob-

ability measures of P) onto the set of invariant (respectively ergodic) proba-

bility measures for (Zy)i>o. Its inverse homeomorphism is given by p — pA.
Moreover we have that supp(u) = supp(uK) for all u € Inv(P).

By Liouville’s formula, the transfer operator of ®! (see Section [3) is given by

Lot (p)(x) = p(@;" () exp [—/0 div(F;)(®;*(x))ds] (14)

for p € L*(m), where div(F;) denotes the divergence of F; on M. We also set

L)) = [ e Lay(p) i (15)

for p € L*(m). This integral is well defined, as the integral of a nonnegative
function, but may be infinite for small values of . However, it is always
finite for « sufficiently large (see Lemma 3] (iii)). Observe that, using the
notation of Proposition B4, £; := L£,, where v, is the measure on diff;, (M)
given by v = [;° ae”dgedt.

Associated to K is the transfer operator defined on L'(m) by

Kp(x,i) = Lipi(z).
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The purpose of the next lemma is twofold. Firstly, it will be used to show that
P satisfies Assumption2.2] (i44), with C(M) one of the sets M y.(M), M (M)
or M?_(M). Secondly, it shows that the mapping ¢ — pK in Proposition
preserves these sets.

Lemma 4.3 Suppose that 1 € Mq.(M) has density p with respect to m.
Then we have the following:

(1) A has density A'p given by
Alp(z,i) =Y pi(x) Aj(e).
J

If p is lower semi-continuous or C* with 0 < k < r — 1, then so is Alp.

(ii) puK has a density given by Kp. If p is lower semi-continuous, then so is

Kp.

(iii) If we furthermore assume that
r—1
o > maxlog <R(£¢l1, C (M))) , (16)

then K is a bounded operator on C""*(M) and
oY

a — max;ep log (R(ﬁq;.ll, CT’_l(M))> .

R(K,CT7H(M)) <

Proof: (i) is immediate to verify and (ii) easily follows from Proposition
3.4

We now turn to (iii). By classical results (see [19, Chapter V, Corollary
4.1] for example), (t,z) = ®j(z) is C". The form of Let (see equation (I4]))
and the fact that div(F;) is C"~! imply that

sup ||Lotllcr-1ar) < C
0<t<1

for some constant C' < oo (depending on 7). For ¢t > 0, we write t = n+ s for
n € Nand 0 <s<1. Thus

_ prn
ﬁ@ﬁ = ‘C<I>11 o E‘i’f
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Therefore for all € > 0 there exists another constant C’ < oo such that for all
t > 0 we have

||£<I>§||C’T*1(M) < Clen(log(Ri)—i-a) < Clet(log(Ri)—i-a)’ (17)

where R; stands for R(Lg1, C"™Y(M)). Proposition 3.4 then implies that £;
is a bounded operator on C"~'(M). We likewise have that K is a bounded
operator on C"~*(M).

We now establish the upper bound on the spectral radius. Note that for
all n € N we have

K" p(x, i) = E(Lgsa (pi)(2)),

where S, = T1 + ...+ T, and {7;};>; is a sequence of independent random
variables having an exponential distribution with parameter o. Thus

n Sn(log(R;)+e)] T1 (log(R;)+ n
H]C p||cr-71(M) S%%XC/E[Q (log(R;) s)] _%%XC/(E[Q 1(log(R;) 6)]) )

This proves the result. O

4.2 Invariant distributions

Let Cp(Ry, E) be the set of piecewise continuous functions J : Ry — E.
Given J € Cp(Ry, E), we let t — ®'(x,J) denote the solution to the non-
autonomous differential equation

dx

T = Faoa), (15)

with initial condition z(0) = z. For all z € M, we define
v (z) = {®(z,J) :t>0and J € Cpo(Ry, E)}.
We let I" be the possibly empty, compact connected set defined by
I=()7"()
zeM

Connectedness (as well as other topological properties of I') are proved in [8]
Proposition 3.11] (see also the erratum [9]). By Proposition 3.13 in [§] we
have

Ip=TxE,
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where I'p is the accessible set (as defined in Section 2.1]) of the kernel P given
by ([I3]).

We let rpmar € {1,2,...} U{oc0} be the maximal r such that all the F}s are
C". We define Fy := {F; :i € E} and inductively, for all n = 1,.. . rpa. — 1,
F,=F, U{[F,G]: F €Fy,GeF, 1}, where [F,G] is the Lie bracket of
F and G.

We let n < 7,00 — 1. Inspired by the terminology used in [8] (see also
[11, Chapter 6]), we say that a point p € M satisfies the n-weak bracket
condition if F,,(p) :== {G(p) : G € F,,} spans T,M. We say that p satisfies the
weak bracket condition if it satisfies the n-weak bracket condition, for some
n < Tpmaz — L.

It was proved in [3] (for o;;(z) constant over z) and in [§] that for C*°
vector fields (i.e 7,4 = 00), the existence of a point p € I' at which the weak
bracket condition holds implies that (Z;) has a unique invariant distribution
which is absolutely continuous with respect to m. The next theorem also
shows that its density is lower semi-continuous. A first version of this result,
when «;;(z) is constant over x, was proved in [13].

Theorem 4.4 Assume there exists a point p € I' at which the weak bracket
condition holds. Then (Z;) has a unique invariant probability measure 11
which 1s absolutely continuous with respect to m and whose density p is lower
semi-continuous. In addition, supp(Il) =T x E and for alli € E,

supp(p;) == {x € M : pi(x) >0} =T.

Proof: Welet (p,ig) € I' x E =T'p. By Theorems 4.1 and 4.4 in [§], (p, i)
is a weak Doeblin point (as defined in Section 2.I]) of P with a minorizing
measure given by

w(dxdi) = clyxp(r,i)m(dzdi),

for some nonempty open set VV C M and ¢ > 0. This shows that 7 € M%,(M).
Therefore, by Theorem 211l P has a unique invariant distribution p having a
lower semi-continuous density h. By Proposition 4.2l and Lemma 3] IT = uK
is the unique invariant distribution of (Z;);>0 and its density, p = KCh, is lower
semi-continuous. Also p and II have the same support.

Basic properties of the accessible set (see [L1], Proposition 5.8 (iv)], for ex-
ample) imply that supp(x) (hence supp(II)) is equal to I'p. Clearly supp(II) C
supp(p). Conversely, if p;(z) > 6 > 0, by the lower semi-continuity of p,
there exists a ball B(z,¢) such that p;(y) > 60 for all y € B(z,e). Thus
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II(B(x,e) x {i}) > 0. This proves the converse inclusion supp(p) C supp(Il).
O

The next result considers the situation where I' is empty but the weak bracket
condition holds everywhere. It relies on the preceding result combined with
ideas and results from [12].

Theorem 4.5 We assume that the weak bracket condition holds at every
point p € M. Then (Z;)i>0 has finitely many ergodic probability measures
II', ..., II*. These are absolutely continuous with respect to m, with lower
semi-continuous densities p',..., p*. For each j =1,...,k, the support of Tl
can be written as supp(IlV) = IV x E, where T? is a compact connected set.
Furthermore, for all i € F,

supp(p]) = {z € M : pj(x) >0} =T7.

Proof: The proof uses some results and ideas from control theory. For
consistency with the terminology used in [8], we phrase it using differential
inclusions. We let

co(F)(x) = {szFz(fC) tpi = O,Zpi = 1} e T,M
i€E icE
be the convex hull of the family {F;(z)}icg. A solution to the differential
inclusion

1) € co(F)(n) (19)

is an absolutely continuous function n € C°(Rx>g, M) which satisfies 7(t) €
co(F)(n(t)) for almost all ¢ € R>g. Such a differential inclusion induces a
set-valued dynamical system defined as

Uy (x) = {n(t) : n(0) = x and 7 is solution to (I9))}.

We refer the reader to [§] for background and references. For I C R, we set
Ui(2) = Use; Ye(z). We call a set C C M, a compact invariant control set if
C' is nonempty, compact and C' = Wy «)(z) for all # € C. This is consistent
with the terminology used in control theory (see, for instance, [12], Definition
2.4 and Theorem 2.2]). The set I' previously defined is, when it exists, a
compact invariant control set. This follows, for instance, from [8, Proposition
3.11]. Under the present assumption that the weak bracket conditions holds
at every point p € M, there are, by [12, Corollary 2.13], finitely many compact
invariant control sets I'!, ..., I'*. Furthermore we have the following:
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(i) forall j € {1,...,k} Int(TV) = I;
(ii) for each x € M, there exists j € {1,..., k} such that yv*(z)NInt(TV) # (;
(iii) for each j € {1,...,k} and x € TV, Int(IV) C v (x).

It follows from (i), (i7i) and the definition of a compact invariant control set,
that IV = (), 7 (2). The proof of Theorem then applies verbatim to
P restricted to I'V. This proves that P restricted to IV has a unique, hence
ergodic for P, invariant distribution IV with density p’ enjoying the properties
stated in the theorem.

To establish that the II’s are the only ergodic probability measures, it
suffices to show that every u € Inv(P) is supported on U?=1 I, It easily follows
from (iz) that W = U§:1 Int(IV) is accessible for P, that is R,(x, W) > 0 for
all x € M (this can, for instance, be deduced from the support theorem,
[8, @, Theorem 3.4]). By the Feller continuity of R, (inherited from the
Feller continuity of P), the Portmanteau theorem and the compactness of
M, we have that R,(z,W) > 6 > 0 for all x € M, for some § > 0. Since
Ro(y, M\ W) = 0 for all y € W one obtains that (one may compare this to
[12, Theorem 4.7])

WM\ TF) = uR2(M\ TT) = /M ) o MATY)

< (1= 0)uRa(MA\W) = (1= 0)u(M\W).

We therefore obtain that u(M \ W) = 0. O

4.3 Smooth invariant distributions on the torus

This section is motivated by the work of Bakhtin, Hurth, Lawley and Mat-
tingly [4]. It retrieves and substantially extends their main result (see Remark

4.8).

Here we assume that M = T? = R?/Z? is the two dimensional flat torus,
E ={1,2}, and that the vector fields Fy, F; are C" with r > 2, and transverse
everywhere - that is {F}(p), Fo(p)} span T,T? for all p. In particular F, Fy
never vanish. Moreover we assume that the jump rates are constant, that is

Oélg(l’) = Qg > O, and Oégl(l’) = g1 > 0.
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Using the notation introduced in Example B8, we let Per_(F;) denote
the (possibly empty) finite set of linearly stable periodic orbits of F;. For
v € Per_(F;) we let Ay ;(y) < 0 denote the non-zero Floquet exponent of ~.

We shall establish here the following result.

Theorem 4.6 We let 1 < k < r. Assume that for all i = 1,2 and v €
Per_(F}),
Il’liIl(Oélg,Oégl) > —]{ZALZ‘(’}/),

with the convention that the left-hand side is zero when Per_(F;) = (). Then
(Z;) has finitely many ergodic probability measures (see Theorem [{.5), each
of which has a C*~! density with respect to m.

Corollary 4.7 Suppose that Fy has no periodic orbit and that F» has no
linearly stable periodic orbit. Then (Z;) has a unique invariant distribution
and its density is C"71.

Proof: A fixed-point-free C? flow with no periodic orbits on T? has dense
orbits (see the proof of Proposition LI3). The accessible set is then T? and
uniqueness follows (see e.g Theorem ). The C™~! continuity follows from
Theorem [4.6] a

Remark 4.8 Using ideas inspired by Malliavin calculus, Bakhtin, Hurth,
Lawley and Mattingly gave in [4] a proof of Corollary .7 (when r = co and
Q12 = Qo1) in the particular case where each of the flows induced by F'' and
F? possess an invariant probability measure with an everywhere positive C>
density. This, it should be noted, is a strong assumption.

Proof of Theorem

The idea of the proof is to show that P™ (for n sufficiently large) satisfies the
standing assumption, Assumption 2.2, and the assumptions of Theorem 2.8
We assume here that F, Fy are C" with » > 1. The assumption that r» > 2
will be required in Proposition [£.13l

We let (X, I)n>0 be the discrete-time Markov chain with kernel P (see
Remark [4.1]), and define 7 = min{k > 1: I # Iy} to be the first switching
time. Forn > 2and 1 <k <n—1 we set

Bo(f)(@,1) = E[f(Xn, [n)1r=k[(Xo, Lo) = (z,7)]
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and
Ay () (2,0) = E[f(Xn, 1) Lr>n|(Xo, Lo) = (z,9)].
Clearly we have that

n—1
P'f =" Purf+ Annf.
k=1

We now decompose the (matrix) operator A as A = S + S where S (corre-
sponding to switching) is defined by

and S (corresponding to not switching) is given by Sf(z,i) = Ay f(z,i). It is
readily seen that

Py = (KS"'KSP"* = (KS)* ' [KSK|AP" .

This simply express the fact that the first switch occurs at time k. We likewise
have that )
A, = (KS)"'P.

In the next three lemmas, we use the following convenient notation. We
denote C(M) = M/ -1(M), and if 4 € C(M) has density p, then ||p||cr—1(m)
is denoted by ||ut|lcvy. We also assume that the parameter o that occurs in
the definitions of A and K satisfies inequality (I6). That is

a> ma>2<10g (R(ﬁq,l;, CT_I(M))> .

=1,

The next lemma simply expresses the fact that "switching creates den-
sity".

Lemma 4.9 We suppose that Iy, F, are transverse at every point p € T2.
For all e > 0, KSK can be decomposed as KSK = @ + A where Q, A are
Feller sub-Markov kernels and satisfy:

(i) MM)Q C C(M);
(i) C(M)A C C(M);

(i) Alleoy < elllle for all p € C(M).
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Proof: We set j =3 —i for i € {1,2}. We note that

KSK f(x,i) = U/ f(®h 0 @3 (), j)a e ) dtds.

For all n > 1, we let n, : R — R, be a C*° function such that 1, = 1 on
B ]nn—Oon]R\[l 2n], and 0 < n, < 1. We set

Qf(x,7) = f (@ 0 @3 (), j)a’e™ ), (t)n, (s)dtds

and A = KSK — (). The assumption that Fi, F; are transverse makes the
map (t,s) € R} — &' o ®f(z) € T? a submersion for all z € T?. Indeed,
denoting y = ®?(x), we have that

(579 0 260, 84 001(0) ) = (DR 1), DHEW).

PropositionB.2implies that condition (i) is satisfied. For the second assertion,
we proceed as in the proof of Lemma [4.3] (i77). For all u € C(IM) we have that

2

e (M) < flllecan [ [ masligalicanae (1 = (o)

< {/R Cle™P(1 — nn(t))dt} 2 [ellea),

for some constant C’, 8 > 0 (by (I6) and (IT)). For n sufficiently large, the
right-hand term can be made arbitrary small, by monotone convergence. O

Lemma 4.10 We assume that Fy, Fy are transverse at every point p € T2,
Then for alln > 2,k =1,...n—1, and € > 0, P, can be decomposed into
P i = Qni+A,k, where Qn i, Ay i are Feller sub-Markov kernels and satisfy:

(ii) C(M)A, x C C(M);

(iii) for all p € C(M), ||pAnilleay < llpllea)-
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Proof: With ), A as in Lemma 4.9 we set
Qni = (KS)F QAP A, = (KS)"'AApP 1,
Then we have
Pop = (KS)F N KSKJAP" ' = Qi + A

Since M (M) and C(M) are invariant under the operators K, A, S, P, assertion
() and (77) follow directly from Lemma B9l We likewise have ||uA, i|lcovy <
5||IC||ZZ?1(M) | tllevry, by Lemma[d.9 Replacing ¢ by 5/||IC||TCLfl(M), we obtain
(1i1). 0

Lemma 4.11 We have the following:
(i) C(M)A,,,, C C(M);

(ii) for alle > 0, there exists C' < oo such that for all p € C(M) and n > 2,
we have

o — min (Oélg, Oégl)

a — max;—1 o log (R(ﬁq)}, CT‘l(M)))

1A pnlley < € " lrllean-

Proof: We firstly observe that K and S commute (since the rates are not
position dependent), so that A,,,, = S""'K™A. We therefore have that

1A nllean < IS17HIK oo A llean
12 Q21 |\ n
= max(1 = =2, 1= =2 | ors o 1A' 12

for all u € C(M), whence the result follows from Lemma 3] (7i7). O

Theorem 4.12 Suppose that Fy, Fy are C",r > 1, transverse at every point
p € T?, and that

min (a9, agy) > max log (R(ﬁq)}, CT_I(M))) .
Then every ergodic measure for (Z;) has a C"™1 density with respect to m.

37



Proof: Using the notation of the proceeding lemmas, we write P" = Q),, +
A, where ), = Zz;é npand A, =370 A, . Then (Qn, A,) satisfies the
standing assumption, Assumption 2.2 and for n sufficiently large there exists
0 < 6 < 1 such that ||uA,|lcay < 0/pt]levy for all i € C(M). Theorem
then follows from Theorem 2.8 O

We then obtain Theorem as a consequence of Theorem and the
next proposition, Proposition E.I3] combined with the estimates given by
Proposition [3.101

For a C' flow {®'} we define the expansion rate and k-expansion volume
rate of ® to be the expansion rate and k-expansion volume rate of the time
one map ®!, which we denote by £(®) and £V, (P) respectively.

Proposition 4.13 We let F be a C? vector field on T? with no equilibria (i.e
Eq(F) = F~1(0) = 0) and let {®'} be the induced flow. Then

E(P)= min A ,
(®) (eiin 1(7)

and

EVi(®) = (k+1) {yege?ﬂp)}/\lm

for all k > 0, with the convention that the right-hand sides are O whenever
Per_(F) = 0.

Proof: By Propositions 14.2.2 and 14.2.4 in Katok and Hasselblat, [22], a
fixed-point-free C? flow on T? must enjoy one of the following two properties:

(a) either all recurrent points are periodic;

(b) or there exists a closed transversal and every orbit crosses this transver-
sal. Furthermore, the return map to this transversal is a C? circle dif-
feomorphism f : S' — S* which, by the Denjoy Theorem (|22, Theorem
12.1.1]), is topologically conjugate to an irrational rotation.

If F has no periodic orbit then we are in case (b). We then have that £(®) < 0
by Remark[3.9. We now assume for contradiction that £(®) < —A < 0. Then,
by [30, Corollary 2|, there exists two distinct points x,y € T? such that
lim sup,_, o w < —A. This implies that the return map f has two
distinct points 6, « € S* such that d(f™(0), f"(a)) — 0 as n — 0. However f
is topologically conjugate to a rotation and a rotation is an isometry, whence

we obtain a contradiction.
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If F' has periodic orbits, then we are in case (a). We let p be an er-
godic probability measure for ®'. By the Poincaré recurrence theorem and
Birkhoff’s theorem, there exists a point p, recurrent for ®!, such that

1 n
— E 5q>k(p) = U.
n

k=1

By (a), p is T-periodic for {®'}, for some T > 0. Thus, reasoning as in
Example B8, cither p = Zﬁ\:ol dai(p) for some N € N (if T' is rational) or
=7 fOT das(pyds (if T'is irrational). In both cases, A1(u) equals the Floquet
exponent Aj () of the periodic orbit. The result then follows from Schreiber’s
theorem (equation (). O

Remark 4.14 The fact that £(®) = 0 when F' has no periodic orbit answers
a question raised by Moe Hirsch in [21]. An affirmative answer to this question
is given in the introduction of Schreiber’s paper [30], but the proof and the
assumptions are not detailed in the paper. The result does actually directly
follows from Schreiber’s results as shown above, at least for C? flows. The
question is open for C' flows.

4.4 Smooth invariant distributions under fast switching

We return here to the general model of a PDMP (as described in the beginning
of Section M), but under the assumption that the rate matrix (o;(z)); jer is
independent of x and can be written as

Oéij(.ilf) = Ay, (20)
where a > 0, a;; > 0 for ¢ # 7, and a;; = 0. The parameter o measures the

rate of switching.
We shall prove here the following result.

Theorem 4.15 Let (Z;)i>o be the PDMP corresponding to the characteristics
({Fi}icr, (qij)ijer), where ay; is given by (20). Suppose that the 1-Bracket
condition holds at every point x € M. Then there exists o > 0 such that, for
all « > o*, the ergodic measures of (Z;) (see Theorem [£.5]) all have a C"!
density with respect to m.

A version of this result (under the assumption that there exists an accessi-
ble point), was established by the present authors in [I3]. However, the proof
given here is simpler and provides a good illustration of our general method.
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Proof of Theorem

Replacing o by ka and a;; by a;;/k, for k sufficiently large, we can assume
without loss of generality that Zj a;; < 1. Set A;; := a;; for j # i and

Aii =1 Zj Qjj.
To highlight the influence of the switching rate parameter «, we rewrite
K (as defined by ([I2))) as K, and P (as defined by (I3))) as

P, = K,A.

In light of Proposition 4.2] it suffices to consider invariant distributions of the
operator P! for some n > 1.
Forall n > 2i= (i1,...,i,_1) € E" ' and i,j € E, set

A[Z, i>]] = Aiil Ailiz s Ain72in71Ain71j

and

Al i] = Aiiy Aiyiy - Ay i s ZA i1, j].

Let h: (R%)™ — [0,1] be a C'*° function and i € E"_l. Let P, ;5 denote the
sub-Markovian operator on M defined by

Poinf(x,i) = Aliji,j] <<I>;?z/a 0020 &M (), j)e Mh(t)dt,

—1 1 (2
jeEE

where |t| =t +...+1t,. If h =1, we write P, ; for P, ;. Clearly we have that
Pyi=Pyii—n+ Pain

and
Pa,if(xa Z) = Ew,i(f(Xna In)l{(h ..... In71)=i})7

where (X, [,) is the discrete time Markov chain having P, as transition
kernel (see Remark [A.]). In particular

> Pas

iegn—1
Recall that ||.[[¢#(ar) is a norm on C*(M) inducing the C* topology. For
p € C*(M), define ||p||crn as

Iplceay =D lpilleran-
el
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Lemma 4.16 We have the following:

(i) If u € Mye(M) has density p € L*(m), then uP,;y has density Poin(p)

given by
Pajin(p)(,)) = Z Ali i, j]Laiin(pi) (),
where
Leoiin(pi) = Lyinsa 00 Lytysa 0Lyt /a (pi)e"t‘h(t)dt.
R Pins1 i i

(i) If « > maxep log (R(ECD}, C”"_l(M))), then Loiin (respectively Pain)
is a bounded operator on CT1(M) (respectively CT—1(M) ).

(iii) For all p € C™"'(M) and a > maxicp log (72(5@3, C"—l(M))),

Hpa,i,h<p)||cf' I( < 67‘ «, h, ZA HpZHC’F (M)

i€l

where

e(a, h) = ieEr,Iileaf}Jilﬂ 1Laiinllc—ran.

Furthermore, for a convenient choice of norm ||.||cr—1(ar,

limsupe, (o, h) §/ e~ h(t)dt.

a—0o0

Proof: The proof of (i) and (éi) proceeds in the same manner as the
proof of Lemma [4.3] (ii7) (itself relying on Proposition [3.4]), so we refrain from
repeating it for the sake of brevity.

(77i). We have that

1Pasn(p)llc—ran = Y I Al j1Laisn(p)llo—ar

jeEE )

< ZZAZ,I,] & (a, h)|pillcr-1ar) = € (ar, h) ZA il || pill or-1(ar)-

JjeEE 1 =y

Let ||.||cr—1(ar) be the Cr—; norm induced by a finite atlas as in the proof of
Proposition B.10 (see equation ([@)).
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Claim: For all j € E, limsup,_,, HECPEHCTA(M) <1
Proof of the claim: To shorten notation, set ®" = ®% and F' = Fj. Let

t
e.(r) = exp [—/ div(F) (P %(z))ds]
0
and let E;, C; be the operators defined by

Ci(p)(z) = p(®'(z))

and
Eilp)(x) = ei(2)p(a).

Thus, by formula (I4]),
E@t = Et 0] Ct.

By the C" continuity of the map (¢, x) — ®'(x) (see, for example, [19, Chapter
V, Corollary 4.1]), ®* — ®° = Id (the identity map), as t — 0 in the C”
topology. Combined with Lemma [3.13 (ii) this implies that lim sup,_, ||C¢|| <
1. This also implies that e; — 1, ast — 0, in the C" topology, which combined
with Lemma[B.I3] (i), implies that lim sup,_,, || £¢|| < 1. This proves the claim.

We let n(ty,...,tn) = ||Lotn 1“07"71(M)...Hﬁcbt_chrfl(M), where here i
tn— 20

stands for i. It follows from the claim that limsup, o, 7(t) < 1. Therefore
for all € > 0, there exists some € > 0 such that n(t) < 1+ ¢ for all t € R?
such that |t| < §. Thus we have

| Lainllor—1(an) S/ n(t/a)e"t‘h(t)dt

§(1+5)/R .

When o — o0, the first term on the right goes to 1+ ¢ while the second term
goes to 0. This follows from the fact that n(t) < C’el!l for some 5 > 0 and
(" < o0, by equation (I7]). This concludes the proof. O

e"th(t)1|tga5dt+/ n(t/a)h(t)e” 1y asdt.
3 3

Proposition 4.17 We suppose that there exist n > 2,1 = (i1,...,0i,_1) €
E" 1 and U C (R%)"* a nonempty open set such that:
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(i) 2U C U for all « > 1;

(ii) for allz € M, the map (ts, ... t,) = " o---0®?(x) is a submersion
on U.

Then, there exists o* > 1 such that Inv(P,) C M"Y (M) for all a > o*.

Proof: We let h : (R%)" — [0,1] be a C*° non-identically zero function
with compact support in R x U. We set Qo = Pu;, and Ay = Poji—n +
> iemn-1\ gy Pojs and take C(M) = M1 (M).

The conditions (7) and (i7) imply that the map

(1 by tn) > % 00 /% 0 1/ (z)
is a submersion on R* x U, for all & > 0. Thus, by Proposition 3.2,
M(M)Qo C C(M)
for all @ > 1. By Lemma 16| for a sufficiently large and for all p € C"~1(M),

1Pasi—n(®) + > Pailp)llc—1c

JjeEr—1\{i}
< @1 =) Y Al oo + el 1) Y1 - AG D lodlcrran.
i€l i€ER
For all € > 0 there exists o* such that ¢,(a,1 —h) <1 — f(R* o e~ th(t)dt + e
+
and €.(a,1) <1+ € for all @ > a*. It then follows that, for all « > o,

||Aa||C(M) = ||Pa7i,1—h + Z Pa,jHCT*l(M)
jeEn—1\{i}

< [1 — min A[4, i /( . e~ Un(t)dt] + O(e).

1€ER

For e sufficiently small, this latter quantity is < 1 and the proposition then
follows from Theorem 2.8l O

By [13] Proposition 5.1|, the 1-Bracket condition implies that the assump-
tions of Proposition .17 are satisfied. This concludes the proof of Theorem
4. 15l d
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4.5 PDMPs on noncompact manifolds

Suppose that the vector fields F; are defined on a (possibly) noncompact
d-dimensional manifold W (typically RY), and that there exists a compact
connected d-dimensional submanifold M C W with nonempty boundary OM
such that for each x € OM and i € E, F;(x) points inward M. Then all the
preceding results remain valid for the PDMP living on M.

Example 4.18 This simple example generalizes Example 4.7 given by Mal-
rieu ([25]) and provides a partial answer to his Open Question 4.

Let d > 2. Let A be a d x d real matrix which is not a dilation, whose
eigenvalues have all negative real parts. Let H C R? be a d — 1 dimensional
vector space such that AH # H. Let py,...pg_1 be a basis of H, and set
pq := 0. Define affine vector fields Fi,. .., F; on R? by

Fi(a) = Ao~ p)

Because eigenvalues of A have negative real parts, there exist » > 0 and 7 > 0
such that
le )] < e7[||

for all t > 7, where ||z|| = \/{(x, z) is the standard Euclidean norm of z € R?.
Let

(x,y):/ €2T8<€SALL’, eSAy>ds
0

and V(x) = /(z,2). Then, V is an adapted Euclidean norm on R? in the
sense that

V() < eV (z)

for all t > 0 and x € R? (see for instance the proof Theorem 5.1 in [28]).
Thus, for all x # 0,

i YD) V@) p o 9V () < V()

t—0 t

and, foralli=1,...d — 1,
(Fi(z), VV(z)) < —rV(z) — (Ap;, VV(2))

< —rVi(z) 4+ V(Ap).
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Fix R > max;—1__4-1 V) and let

T

M ={r e R*: V(z) < R}.

Then M is a compact submanifold of R? with boundary OM = V~1(R), and
each F; points inward M at OM.

We claim that the 1-Bracket condition holds true at every point x € M.
Indeed, elementary computations show that

[F, Fol (z) = A%py,

det([Fy, Fyl(x), ..., [Fa-1, Fa](z), Fy(x)) = det(A)det(Apy, ..., Apg_1, ),
and, forall k=1,...,d —1,

det([Fl, Fd] ([L’), RN [Fd—b Fd](ZL’), Fk(l’))

= det(A)(det(Apy, ..., Apg_1,z) — det(Ap1, ..., Apa_1,Dk))

If the first determinant is nonzero, the condition holds. If it is zero, pick
k=1,...d —1 such that p, ¢ AH (recall that H # AH). For such a k the
second determinant is nonzero.

Consider now the PDMP on M = M x E with £ = {1,...,d} having
characteristics ({F;}icp, (@a;j)ijer) with a > 0 and a;; > 0 for all i # j. One
has the following properties:

(i) The PDMP (Z,) has a unique invariant probability IT absolutely continu-
ous with respect to the Lebesgue measure whose density p is lower semi
continuous with respect to Lebesgue. This follows from Theorem [£.4]
because the origin (or any point p;) is accessible and satisfies the weak
bracket condition.

(ii) For « sufficiently large, p is C* by Theorem [Z.I5]
(iii) Furthermore it can be shown (see Theorem 2.13 in [13]) that
pi(pi) = o0

for

a Z a;; < —Tr(A).

JFi
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Observe that if H = AH, there is still a unique invariant measure (because
the flows induced by the F; contract distances) which is supported by H,
hence necessarily singular with respect to Lebesgue.
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