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#### Abstract

We examine two binary operations on the set of algebraic polynomials, known as multiplicative and additive finite free convolutions, specifically in the context of hypergeometric polynomials. We show that the representation of a hypergeometric polynomial as a finite free convolution of more elementary blocks, combined with the preservation of the real zeros and interlacing by the free convolutions, is an effective tool that allows us to analyze when all roots of a specific hypergeometric polynomial are real. Moreover, the known limit behavior of finite free convolutions allows us to write the asymptotic zero distribution of some hypergeometric polynomials as free convolutions of Marchenko-Pastur, reciprocal Marchenko-Pastur, and free beta laws, which has an independent interest within free probability.
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## 1. Introduction

The definition of the general hypergeometric function ${ }_{i+1} F_{j}$ with $i+1$ numerator and $j$ denominator parameters is well known, see (6) below. If one of the numerator parameters is equal to a negative integer, say $-n$, with $n \in \mathbb{N}$, then the series terminates and is a polynomial of degree $n$. The natural question that arises in connection with any polynomial is the location and behavior of its zeros, in particular, when they are all real ("real-rootedness"). If all its zeros are real, we also want to know additional properties like positivity/negativity, interlacing, and monotonicity with respect to the parameters. This has importance, among other matters, in the study of the Laguerre-Pólya class $\mathcal{L}-\mathcal{P}$ of entire functions (functions that can be obtained as a limit, uniformly on compact subsets of $\mathbb{C}$, of a sequence of negative-real-rooted polynomials, see [51]).

The connection between ${ }_{i+1} F_{j}$ hypergeometric polynomials and some classical families of polynomials, in many cases orthogonal, yields straightforward answers to these questions, at least for small values of $i$ and $j$. But when $i \geq 1$ and $j \geq 2$, the problem becomes more difficult due to the limited number of tools that allow us to investigate the zero location.

One of such tools is the idea of transformations acting on the space of polynomials. Several such transformations have "zero-mapping" properties, the differentiation acting on polynomials with all real roots being the simplest example. Further examples of such linear transformations can be constructed within the theory of multiplier sequences, originated in [46], see also [28, 11, 12, 24, $9,6]$. In the classical theory, multiplier sequences that preserve real zeros are characterized by means of certain analytic properties of their generating functions (e.g., that they belong to the $\mathcal{L}-\mathcal{P}$ class).

Several of these transformations can also be written as a "convolution" of a given polynomial with another polynomial or function. Again, many results can be traced back to the work of Szegö, Schur, Walsh, and others. Recently, several such transformations have been rediscovered as a finite analogue of free probability, named generically as finite free convolution of polynomials [40]. They have a number of very useful properties, not only preserving real-rootedness, but also interlacing, monotonicity and even asymptotic distribution of zeros under certain conditions.

The connection between these polynomial convolutions and free probability is revealed in the asymptotic regime, when we consider the zero-counting measure (also known in this context as the empirical root distribution) of a polynomial of degree $n$ and let the degree tend to $\infty$ to obtain a limiting measure. Then the finite free convolution of polynomials turns into a free convolution of measures. This interesting connection has benefited both areas of research. On the one hand, the several relations between measures studied in free probability can guide our intuition on the type of relation that their polynomial analogues could satisfy, as well as provide a simple way to compute limiting measures using free probability. On the other hand, some properties that are clear in the context of discrete measures (such as zero-counting measures of polynomials) give a concrete explanation to phenomena that are not apparent when working with absolutely continuous measures.

In this paper, we examine two of such finite free convolutions, namely the multiplicative $\boxtimes_{n}$ (also known as Schur-Szegő composition) and the additive $\boxplus_{n}$ convolutions, specifically in the context of hypergeometric polynomials. The main finding is that these operations have natural realizations in the class of these polynomials, providing an additional tool for studying their zeros. To make it more precise, as well as to provide a guide to facilitate the reader to navigate the unavoidable abundance of formulas and identities, we give a brief outline of the main highlights of this paper next.

We introduce all the necessary notation and facts in Section 2. In particular, given two complex polynomials

$$
p(x)=\sum_{i=0}^{n} x^{n-i}(-1)^{i} e_{i}(p) \quad \text { and } \quad q(x)=\sum_{i=0}^{n} x^{n-i}(-1)^{i} e_{i}(q)
$$

of degree $n$, the finite free additive convolution, $p \boxplus_{n} q$, and the finite free multiplicative convolution, $p \boxtimes_{n} q$, are defined as:

$$
\left[p \boxplus_{n} q\right](x):=\sum_{k=0}^{n} x^{n-k}(-1)^{k} \sum_{i+j=k} \frac{(n-i)!(n-j)!}{n!(n-k)!} e_{i}(p) e_{j}(q),
$$

and

$$
\left[p \boxtimes_{n} q\right](x):=\sum_{k=0}^{n} x^{n-k}(-1)^{k}\binom{n}{k}^{-1} e_{i}(p) e_{k}(q) .
$$

These operations are closed on the set of polynomials with all real positive roots, making them a useful tool to study real-rooted polynomials, their root interlacing, and root separation; see Subsections 2.4 and 2.5 below for details.

Our goal is to study the effect of these operations on the roots of hypergeometric polynomials

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right):=(\boldsymbol{b})^{\bar{n}}{ }_{i+1} F_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)=(\boldsymbol{b})^{\bar{n}} \sum_{k=0}^{n} \frac{(-n)^{\bar{k}}(\boldsymbol{a})^{\bar{k}}}{(\boldsymbol{b})^{\bar{k}}} \frac{x^{k}}{k!},
$$

where $\boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right) \in \mathbb{R}^{i}$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{j}\right) \in \mathbb{R}^{j}$ are vectors of parameters, and $(\boldsymbol{a})^{\bar{k}}:=$ $\left(a_{1}\right)^{\bar{k}}\left(a_{2}\right)^{\bar{k}} \ldots\left(a_{s}\right)^{\bar{k}}$, with $(a)^{\bar{k}}:=a(a+1) \ldots(a+k-1)$, denotes the rising factorial; see Subsection 2.1.

Section 3 contains the main results on the representation of finite free multiplicative and additive convolutions of two hypergeometric polynomials. For instance, we show that the free multiplicative convolution satisfies

$$
{ }_{i_{1}+1} \mathcal{F}_{j_{1}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; x\right) \boxtimes_{n} \quad i_{2+1} \mathcal{F}_{j_{2}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} ; x\right)={ }_{i_{1}+i_{2}+1} \mathcal{F}_{j_{1}+j_{2}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1}, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{1}, \boldsymbol{b}_{2}
\end{array} ; x\right),
$$

(Theorem 3.1), while closed expressions for the additive convolution

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \\
\boldsymbol{b}
\end{array} ; x\right) \boxplus_{n}{ }_{s+1} \mathcal{F}_{t}\left(\begin{array}{c}
-n, \boldsymbol{c} \\
\boldsymbol{d}
\end{array} ; x\right),
$$

follow from factorizations (summation formulas) of hypergeometric functions of the form

$$
{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; x\right){ }_{j_{2}} F_{i_{2}}\left(\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} ; x\right)={ }_{j_{3}} F_{i_{3}}\left(\begin{array}{l}
\boldsymbol{a}_{3} \\
\boldsymbol{b}_{3}
\end{array} ; x\right),
$$

(Theorem 3.4 and Corollary 3.5). These formulas allow us to assemble more complicated hypergeometric polynomials from simpler hypergeometric "building blocks".

Combining knowledge of the behavior of the zeros of these blocks with the zero-preserving properties of the finite free convolution, we can obtain further results on zeros of hypergeometric polynomials (Section 4). For small values of $i$ and $j$, the ${ }_{i+1} \mathcal{F}_{j}$ hypergeometric polynomials correspond to classical families of polynomials: Laguerre, Bessel, and Jacobi. Their root location has been extensively studied, with very precise descriptions on when the polynomials are realrooted, when they interlace, and several results on the asymptotic distribution of the zero counting measures. A combination of this knowledge with the results of Section 3 yields a systematic approach to the construction of families of real-rooted hypergeometric polynomials for larger $i$ and $j$.

For instance, here are some of the general facts we can establish about zeros of the hypergeometric polynomial

$$
p(x)={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) .
$$

- If $b_{1}, \ldots, b_{j}>0$ and $a_{1}, \ldots, a_{i}<-n+1$ then $p$ is real-rooted with all the roots of the same sign (positive if $i$ is even, or negative if $i$ is odd), see Theorem 4.6.
- If $j \geq i, b_{1}, \ldots, b_{j}>0$ and $a_{1}, \ldots, a_{i} \in \mathbb{R}$ are such that $a_{s} \geq n-1+b_{s}$ for $s=1, \ldots, i$, then $p$ has all positive roots, see Theorem 4.7.
For the ${ }_{2} \mathcal{F}_{2},{ }_{1} \mathcal{F}_{3}$, and ${ }_{3} \mathcal{F}_{2}$ polynomials, we provide more specific results in Sections 4.3 and 4.4. For the reader's convenience, we have compiled the main combinations of the hypergeometric parameters for which the corresponding polynomials are real-rooted in Tables 3-8. However, we want to make clear that neither these results are exhaustive nor we consider the free convolution to be the universal tool for establishing the real-rootedness of such polynomials. Instead, our goal is to illustrate how this approach can yield some new and non-trivial results or provide alternative proofs of known facts.

Finally, in Section 5 we use a simple reparametrization to recast the previous results in the framework of finite free probability in the hope of giving additional intuition or insight to the readers more familiar with this field. Moreover, with this new reformulation the asymptotic rootcounting measure of hypergeometric polynomials is reduced to studying the distribution of the addition and multiplication of free random variables that obey the Marchenko-Pastur, reciprocal Marchenko-Pastur, or free beta laws.

This text is part of a larger project that includes an article [43] in preparation.

## 2. Preliminaries

### 2.1. Polynomials and their coefficients.

We start by introducing some notation. In what follows, $\mathbb{P}_{n}$ stands for all algebraic polynomials of degree $\leq n$, and $\mathbb{P}_{n}^{*} \subset \mathbb{P}_{n}$ is the subset of monic polynomials of degree $n$. Also, for $K \subset \mathbb{C}$, we denote by $\mathbb{P}_{n}(K)$ (resp., $\mathbb{P}_{n}^{*}(K)$ ) the subset of polynomials of degree $\leq n$ (resp., monic polynomials of degree $n$ ) with all zeros in $K$. In particular, $\mathbb{P}_{n}^{*}(\mathbb{R})$ denotes the family of real-rooted monic polynomials of degree $n, \mathbb{P}_{n}^{*}\left(\mathbb{R}_{\geq 0}\right)$ is the subset of $\mathbb{P}_{n}^{*}(\mathbb{R})$ of polynomials having only non-negative roots, etc.

Every polynomial $p$ of degree $n$ can be written in the form

$$
\begin{equation*}
p(x)=\sum_{j=0}^{n} x^{n-j}(-1)^{j} e_{j}(p) . \tag{1}
\end{equation*}
$$

Since we do not require a priori $e_{0}(p) \neq 0$, notation $e_{j}(p)$ implicitly assumes the dependence on $n$. It is convenient to keep it in mind, although we will avoid mentioning it explicitly to simplify the notation.

If $p$ is a polynomial of degree $n$, then $e_{j}(p) / e_{0}(p)$ are just the symmetric sums of its roots: denoting by $\lambda_{1}(p), \ldots, \lambda_{n}(p)$ the roots of $p$ (in the case when $p$ is real-rooted, we use the convention that $\left.\lambda_{1}(p) \geq \lambda_{2}(p) \geq \cdots \geq \lambda_{n}(p)\right)$, then

$$
\begin{equation*}
e_{j}(p) / e_{0}(p)=\sum_{s y m} \lambda_{1}(p) \lambda_{2}(p) \ldots \lambda_{j}(p):=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq n} \lambda_{i_{1}}(p) \lambda_{i_{2}}(p) \ldots \lambda_{i_{j}}(p) . \tag{2}
\end{equation*}
$$

One simple observation that we will use later is that if $p$ is (1), and that for a constant $c \in \mathbb{C}$,

$$
q(x):=x^{n} p(c / x)
$$

then the coefficients for $q$ are

$$
\begin{equation*}
e_{j}(q)=(-1)^{n} c^{j} e_{n-j}(p), \quad j=0,1, \ldots, n . \tag{3}
\end{equation*}
$$

### 2.2. Hypergeometric polynomials.

Rising and falling factorials play a crucial role in our calculations. The rising factorial (also, Pochhammer's symbol ${ }^{1}$ ) for $a \neq 0$ and $j \in \mathbb{Z}_{\geq 0}:=\mathbb{N} \cup\{0\}$ is

$$
(a)^{\bar{j}}:=a(a+1) \ldots(a+j-1)=\frac{\Gamma(a+j)}{\Gamma(a)}, \quad(a)^{\overline{0}}:=1,
$$

while the falling factorial is defined as

$$
(a)^{\underline{j}}:=a(a-1) \ldots(a-j+1)=(a-j+1)^{\bar{j}}, \quad(a)^{\underline{0}}:=1 .
$$

Notice the obvious useful relations

$$
\begin{equation*}
(a)^{\underline{j}}=(-1)^{j}(-a)^{\bar{j}}, \tag{4}
\end{equation*}
$$

as well as

$$
\begin{equation*}
(a)^{\bar{n}}=(a)^{\overline{n-j}}(a+n-1)^{\underline{j}}, \quad 0 \leq j \leq n . \tag{5}
\end{equation*}
$$

A generalized hypergeometric series [33, 45] is an expression

$$
{ }_{i+1} F_{j}\left(\begin{array}{c}
a_{0}, a_{1}, \ldots, a_{i}  \tag{6}\\
b_{1}, \ldots, b_{j}
\end{array} ; x\right)=\sum_{k=0}^{\infty} \frac{\left(a_{0}\right)^{\bar{k}}\left(a_{1}\right)^{\bar{k}} \ldots\left(a_{i}\right)^{\bar{k}}}{\left(b_{1}\right)^{\bar{k}} \ldots\left(b_{j}\right)^{\bar{k}}} \frac{x^{k}}{k!} .
$$

If $\boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right) \in \mathbb{R}^{i}$ is a vector (tuple), we understand by

$$
(\boldsymbol{a})^{\bar{k}}=\prod_{s=1}^{i}\left(a_{s}\right)^{\bar{k}},
$$

and therefore, with $\boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right) \in \mathbb{R}^{i}$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{j}\right) \in \mathbb{R}^{j}$, we can write

$$
{ }_{i+1} F_{j}\left(\begin{array}{c}
a_{0}, \boldsymbol{a}  \tag{7}\\
\boldsymbol{b}
\end{array} ; x\right)=\sum_{k=0}^{\infty} \frac{\left(a_{0}\right)^{\bar{k}}(\boldsymbol{a})^{\bar{k}}}{(\boldsymbol{b})^{\bar{k}}} \frac{x^{k}}{k!} .
$$

In the particular case when $a_{0}$ is a negative integer, the series is terminating and defines a polynomial. More precisely, for $n \in \mathbb{N}$,

$$
{ }_{i+1} F_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)=\sum_{k=0}^{n} \frac{(-n)^{\bar{k}}(\boldsymbol{a})^{\bar{k}}}{(\boldsymbol{b})^{\bar{k}}} \frac{x^{k}}{k!}
$$

is a (generalized) hypergeometric polynomial of degree $\leq n$, as long as

$$
b_{1}, \ldots b_{j} \in \mathbb{C} \backslash\{0,-1,-2, \ldots,-n+1,-n\} .
$$

In what follows, it will be more convenient for us to work with the normalized terminating hypergeometric series

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, a_{1}, \ldots, a_{i}  \tag{8}\\
b_{1}, \ldots, b_{j}
\end{array} ; x\right):=\left(\prod_{k=1}^{j}\left(b_{k}\right)^{\bar{n}}\right){ }_{i+1} F_{j}\left(\begin{array}{c}
-n, a_{1}, \ldots, a_{i} \\
b_{1}, \ldots, b_{j}
\end{array} ; x\right) .
$$

[^1]Correspondingly, we say that the (generalized) hypergeometric polynomial $p$ of degree $n \in \mathbb{Z} \geq 0$ is in standard normalization if ${ }^{2}$

$$
p(x)={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}  \tag{9}\\
\boldsymbol{b}
\end{array} ; x\right)=(\boldsymbol{b})^{\bar{n}} \sum_{k=0}^{n} \frac{(-n)^{\bar{k}}(\boldsymbol{a})^{\bar{k}}}{(\boldsymbol{b})^{\bar{k}}} \frac{x^{k}}{k!} .
$$

Notice that with this normalization, $p$ is a polynomial in both $x$ and its parameters $a_{s}, b_{s}$ : using (5), we can rewrite the expression (9) as

$$
p(x)={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}  \tag{10}\\
\boldsymbol{b}
\end{array} ; x\right)=\sum_{k=0}^{n}(-n)^{\bar{k}}(\boldsymbol{a})^{\bar{k}}(\boldsymbol{b}+k)^{\overline{n-k}} \frac{x^{k}}{k!} ;
$$

so that, for this polynomial, written in the form (1), we have that

$$
\begin{equation*}
e_{k}(p)=(-1)^{n+k(i+j)}(\boldsymbol{a})^{\bar{n}}\binom{n}{k} \frac{(-\boldsymbol{b}-n+1)^{\bar{k}}}{(-\boldsymbol{a}-n+1)^{\bar{k}}}=(-1)^{n}\binom{n}{k}(\boldsymbol{a})^{\overline{n-k}}(\boldsymbol{b}+n-k)^{\bar{k}} \tag{11}
\end{equation*}
$$

and in particular,

$$
\begin{equation*}
e_{0}(p)=(-1)^{n}(\boldsymbol{a})^{\bar{n}}, \quad e_{n}(p)=(-1)^{n}(\boldsymbol{b})^{\bar{n}} . \tag{12}
\end{equation*}
$$

These expressions show that the polynomial is of degree exactly $n$ if and only if

$$
\begin{equation*}
a_{1}, \ldots, a_{i} \in \mathbb{C} \backslash\{0,-1,-2, \ldots,-n+1\}, \tag{13}
\end{equation*}
$$

constraint that we will consider enforced henceforth. For the rest of the values of the parameters, we always understand by the hypergeometric polynomial in standard normalization the expression (10).

Since the following discrete set will appear very frequently in this work, we will introduce the notation

$$
\begin{equation*}
\mathbb{Z}_{n}:=\{0,1,2, \ldots, n-1\} \tag{14}
\end{equation*}
$$

understanding by $-\mathbb{Z}_{n}$ the set $\{0,-1,-2, \ldots,-n+1\}$. In particular, condition (13) can be written as $a_{1}, \ldots, a_{i} \notin\left(-\mathbb{Z}_{n}\right)$.

Notice that as in (3), for a constant $c \in \mathbb{C}$, the polynomial

$$
q(x):=x^{n} p(c / x)=x^{n}{ }_{i+1} F_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; \frac{c}{x}\right),
$$

written in the form (1), has coefficients

$$
e_{k}(q)=c^{k}\binom{n}{k} \frac{(\boldsymbol{a})^{\bar{k}}}{(\boldsymbol{b})^{\bar{k}}}
$$

Comparing it with (3) and (11), direct computations lead to the following identity:
Lemma 2.1. The following identity holds true for $x \neq 0$ :

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)=\left((-1)^{i+1} x\right)^{n}{ }_{j+1} \mathcal{F}_{i}\left(\begin{array}{c}
-n,-n-\boldsymbol{b}+1 \\
-n-\boldsymbol{a}+1
\end{array} ;(-1)^{i+j} \frac{1}{x}\right) .
$$

$\overline{2}$ If $j=0$, then the factor $(\boldsymbol{b})^{\bar{n}}$ in the right-hand side of (9) equals 1 , and thus we identify ${ }_{i+1} F_{0}$ and ${ }_{i+1} \mathcal{F}_{0}$.

### 2.3. Some classical hypergeometric polynomials.

Many classical families of polynomials are hypergeometric. In this section, we summarize some basic information needed in what follows. Further details and formulas can be found in [29, 33, 45, 53].

We will use, whenever possible, the standard normalization introduced in (9).
Since for $a \in \mathbb{C}$, and for each $n \in \mathbb{N}$,

$$
p_{n}(x)=(x-a)^{n}=\sum_{k=1}^{n} x^{n-k}(-1)^{k}\binom{n}{k} a^{k},
$$

we can conclude that for $a \neq 0$,

$$
(x-a)^{n}=(-a)^{n}{ }_{1} F_{0}\left(\begin{array}{c}
-n  \tag{15}\\
.
\end{array} \frac{x}{a}\right) .
$$

The (generalized) Laguerre polynomials of degree $n$ and parameter $\alpha \in \mathbb{C}$, in their traditional normalization, are defined as

$$
\begin{equation*}
L_{n}^{(\alpha)}(x):=\sum_{k=0}^{n} \frac{(n+\alpha) \frac{n-k}{n}}{k!(n-k)!}(-x)^{k} . \tag{16}
\end{equation*}
$$

Additionally, for $k=1,2, \ldots, n$,

$$
\begin{equation*}
L_{n}^{(-k)}(x)=(-x)^{k} \frac{(n-k)!}{n!} L_{n-k}^{(k)}(x) . \tag{17}
\end{equation*}
$$

When $\alpha \geq-1, L_{n}^{(\alpha)}$ are orthogonal on $[0, \infty)$, so that all their roots are simple and $L_{n}^{(\alpha)} \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$. By (17), for $\alpha=-1,-2, \ldots,-n, L_{n}^{(\alpha)} \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$, with a unique multiple root of order $-\alpha$ at 0 , and all other roots distinct and positive. Moreover, $L_{n}^{(\alpha)} \in \mathbb{P}_{n}(\mathbb{R})$ even when $\alpha \in(-2,-1)$, with $n-1$ positive zeros and one negative zero, see, e.g., [53, §6,73].

As a hypergeometric function one has

$$
L_{n}^{(\alpha)}(x)=\frac{1}{n!}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n  \tag{18}\\
\alpha+1
\end{array} ; x\right) .
$$

By Lemma 2.1, the reciprocal polynomials are

$$
q(x)=x^{n} L_{n}^{(\alpha)}(-1 / x)=\frac{1}{n!}{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n,-n-\alpha  \tag{19}\\
\cdot
\end{array} x^{2}\right),
$$

and are known as Bessel polynomials.
Finally, the Jacobi polynomials of degree $n$ and parameters $\alpha, \beta \in \mathbb{C}$ are

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x) & :=\frac{1}{n!} \sum_{k=0}^{n}\binom{n}{k}(n+\alpha+\beta+k)^{\underline{k}}(\alpha+n)^{\frac{n-k}{}}\left(\frac{x-1}{2}\right)^{k} \\
& =\frac{1}{n!} \sum_{k=0}^{n}\binom{n}{k}(n+\alpha+\beta+1)^{\bar{k}}(\alpha+k+1)^{\overline{n-k}}\left(\frac{x-1}{2}\right)^{k} .
\end{aligned}
$$

In consequence,

$$
\begin{align*}
P_{n}^{(\alpha, \beta)}(x) & :=\frac{1}{n!}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, n+\alpha+\beta+1 \\
\alpha+1
\end{array} ; \frac{1-x}{2}\right)  \tag{20}\\
& =\frac{(-1)^{n}}{n!}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, n+\alpha+\beta+1 \\
\beta+1
\end{array} \frac{1+x}{2}\right)  \tag{21}\\
& =\frac{1}{n!}\left(\frac{1+x}{2}\right)^{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n,-n-\beta \\
\alpha+1
\end{array} ; \frac{x-1}{x+1}\right) . \tag{22}
\end{align*}
$$

The following identities are well known:

$$
\begin{align*}
P_{n}^{(\alpha, \beta)}(-x) & =(-1)^{n} P_{n}^{(\beta, \alpha)}(x), \\
P_{n}^{(\alpha, \beta)}(x) & =\left(\frac{1-x}{2}\right)^{n} P_{n}^{(-2 n-\alpha-\beta-1, \beta)}\left(\frac{x+3}{x-1}\right),  \tag{23}\\
P_{n}^{(\alpha, \beta)}(x) & =\left(\frac{1+x}{2}\right)^{n} P_{n}^{(\alpha,-2 n-\alpha-\beta-1)}\left(\frac{3-x}{x+1}\right),
\end{align*}
$$

see [53, §4.22].
The classical Jacobi polynomials (that correspond to parameters $\alpha, \beta>-1$ ) are orthogonal on $[-1,1]$ with respect to the weight function $(1-x)^{\alpha}(1+x)^{\beta}$. Consequently, all their zeros are simple and belong to the interval $(-1,1)$. If $\alpha$ or $\beta$ are in $[-2,-1]$, we can also guarantee that $P_{n}^{(\alpha, \beta)}$ has real zeros, but not all of them in $[-1,1]$, see [19].

Moreover, $P_{n}^{(\alpha, \beta)}(x)$ may have a multiple zero, but always at $x= \pm 1$ :

- at $x=1$, if $\alpha \in\{-1, \ldots,-n\}$. More precisely, for $k \in\{1, \ldots, n\}$, we have (see [53, Eq. (4.22.2)]),

$$
\begin{equation*}
P_{n}^{(-k, \beta)}(x)=\frac{(n+\beta+1-k)^{\bar{k}}}{(n-k+1)^{\bar{k}}}\left(\frac{x-1}{2}\right)^{k} P_{n-k}^{(k, \beta)}(x) . \tag{24}
\end{equation*}
$$

This implies, in particular, that $P_{n}^{(-k, \beta)}(x) \equiv 0$ if additionally $\max \{k,-\beta\} \leq n \leq k-\beta-1$.

- at $x=-1$ if $\beta \in\{-1, \ldots,-n\}$. More precisely, when $l \in\{1, \ldots, n\}$.

$$
\begin{equation*}
P_{n}^{(\alpha,-l)}(x)=\frac{(n+\alpha+1-l)^{\bar{l}}}{(n-l+1)^{\bar{l}}}\left(\frac{x+1}{2}\right)^{l} P_{n-l}^{(\alpha, l)}(x) . \tag{25}
\end{equation*}
$$

The formulas above show that when both $k, l \in \mathbb{N}$ and $k+l \leq n$, we have

$$
\begin{equation*}
P_{n}^{(-k,-l)}(x)=2^{-k-l}(x-1)^{k}(x+1)^{l} P_{n-k-l}^{(k, l)}(x), \tag{26}
\end{equation*}
$$

with $P_{n}^{(-k,-l)} \equiv 0$ if $n \leq k+l-1$.

- at $x=\infty$ (which means a degree reduction): when $n+\alpha+\beta=-k \in\{-1, \ldots,-n\}$,

$$
P_{n}^{(\alpha, \beta)}(x)=\frac{\Gamma(n+\alpha+1)}{\Gamma(k+\alpha)} \frac{(k-1)!}{n!} P_{k-1}^{(\alpha, \beta)}(x) ;
$$

see [53, Eq. (4.22.3)].
These identities can be easily reformulated in terms of the hypergeometric polynomials in standard normalization using that

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a  \tag{27}\\
b
\end{array} ; x\right):=n!P_{n}^{(b-1,-n+a-b)}(1-2 x)=(-1)^{n} n!P_{n}^{(-n+a-b, b-1)}(2 x-1) .
$$

Furthermore, for $k \in \mathbb{Z}_{n}$, we have the following consequences of applying formula (20) to (24)-(26):

- formula (24) gives

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+k+1  \tag{28}\\
-n+k+1
\end{array} ; x\right)=(b+k+1)^{\overline{n-k}}(-x)^{n-k}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-k, b+n+1 \\
n-k+1
\end{array} ; x\right)
$$

(in order to enforce condition (13) in both sides, we assume that

$$
\begin{equation*}
b+k \notin\left(-\mathbb{Z}_{n}\right) \tag{29}
\end{equation*}
$$

and evaluate the polynomials using the equivalent expression (10));

- formula (25) produces

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+k  \tag{30}\\
b
\end{array} ; x\right)=(b+k)^{\overline{n-k}}(1-x)^{n-k}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-k, b+n \\
b
\end{array} ; x\right)
$$

(again, we require (29));

- finally, by (26), for $0 \leq k \leq j \leq n$,

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, j-k+1  \tag{31}\\
1-k
\end{array} ; x\right)=(j-k+1)^{\overline{n+k-j}}(-x)^{k}(1-x)^{n-j}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
k-j, n+1 \\
k+1
\end{array} ; x\right) .
$$

### 2.4. Finite free convolution of polynomials.

In this section, we summarize some definitions and results on the finite free additive and multiplicative convolutions that will be used throughout the paper. These correspond to two classical polynomial convolutions studied a century ago by Szegő [52] and Walsh [55] that were recently rediscovered in [40] as expected characteristic polynomials of the sum and product of randomly rotated matrices.

### 2.4.1. Multiplicative finite free convolution.

Definition 2.2 ([40]). Given two polynomials, $p$ and $q$, of degree at most $n$, the $n$-th multiplicative finite free convolution of $p$ and $q$, denoted as $p \boxtimes_{n} q$, is a polynomial of degree at most $n$, which can be defined in terms of the coefficients of polynomials written in the form (1): if

$$
\begin{equation*}
p(x)=\sum_{j=0}^{n} x^{n-j}(-1)^{j} e_{j}(p) \quad \text { and } q(x)=\sum_{j=0}^{n} x^{n-j}(-1)^{j} e_{j}(q), \tag{32}
\end{equation*}
$$

then

$$
\left[p \boxtimes_{n} q\right](x)=\sum_{k=0}^{n} x^{n-k}(-1)^{k} e_{k}\left(p \boxtimes_{n} q\right)
$$

with

$$
\begin{equation*}
e_{k}\left(p \boxtimes_{n} q\right):=\binom{n}{k}^{-1} e_{j}(p) e_{j}(q) . \tag{33}
\end{equation*}
$$

In particular, if $p, q \in \mathbb{P}_{n}^{*}$, then also $p \boxtimes_{n} q \in \mathbb{P}_{n}^{*}$.
Remark 2.3. This operation, originally introduced in [52], is known in the study of geometry of polynomials and of the Laguerre-Polya class as the Schur-Szegố composition, see, e.g. [34, 35]. It can also be regarded as the Hadamard product of $p$ and $q$, up to a sign and binomial factor; see [1]. We will use the term "multiplicative finite free convolution" for uniformity of terminology.

The multiplicative finite free convolution is a linear operator from $\mathbb{P}_{n} \times \mathbb{P}_{n}$ to $\mathbb{P}_{n}$ : if $p, q, r \in \mathbb{P}_{n}$, and $\alpha \in \mathbb{R}$, then

$$
(\alpha p+q) \boxtimes_{n} r=\alpha\left(p \boxtimes_{n} r\right)+q \boxtimes_{n} r .
$$

Definition 2.2 allows us to establish easily that

$$
\begin{equation*}
p(x) \boxtimes_{n}(x-1)^{n}=p(x), \tag{34}
\end{equation*}
$$

(that is, $(x-1)^{n}$ is an identity for the multiplicative convolution), as well as that

$$
\begin{equation*}
p(x) \boxtimes_{n}(x-\alpha)^{n}=\alpha^{n} p\left(\frac{x}{\alpha}\right), \quad \alpha \neq 0 . \tag{35}
\end{equation*}
$$

This motivates the following definition:
Definition 2.4. Given $p$ of degree $n$, the polynomial $q \in \mathbb{P}_{n}$ such that $p(x) \boxtimes_{n} q(x)=(x-1)^{n}$ is called the inverse of $p$ under the multiplicative (finite free) convolution.

Notice that such an inverse does not always exist, since by (33), a coefficient of $p \boxtimes_{n} q$ vanishes if the corresponding coefficient of $p$ or $q$ is 0 .

### 2.4.2. Additive finite free convolution.

Definition 2.5 ([40]). Given two polynomials, $p$ and $q$, of degree at most $n$, the $n$-th additive finite free convolution of $p$ and $q$, denoted as $p \boxplus_{n} q$, is a polynomial of degree at most $n$, defined in terms of the coefficients of polynomials written in the form (1): if

$$
\begin{equation*}
p(x)=\sum_{j=0}^{n} x^{n-j}(-1)^{j} e_{j}(p) \quad \text { and } q(x)=\sum_{j=0}^{n} x^{n-j}(-1)^{j} e_{j}(q), \tag{36}
\end{equation*}
$$

then

$$
\left[p \boxplus_{n} q\right](x)=\sum_{k=0}^{n} x^{n-k}(-1)^{k} e_{k}\left(p \boxplus_{n} q\right),
$$

with

$$
\begin{equation*}
e_{k}\left(p \boxplus_{n} q\right):=\sum_{i+j=k} \frac{(n-i)!(n-j)!}{n!(n-k)!} e_{i}(p) e_{j}(q) \tag{37}
\end{equation*}
$$

(and thus, $\left.e_{0}\left(p \boxplus_{n} q\right)=e_{0}(p) e_{0}(q)\right)$.
Equivalently, the additive free convolution can be defined as

$$
\begin{equation*}
\left[p \boxplus_{n} q\right](x):=\frac{1}{n!} \sum_{i=0}^{n} p^{(i)}(x) q^{(n-i)}(0)=\frac{1}{n!} \sum_{i=0}^{n} q^{(i)}(x) p^{(n-i)}(0) . \tag{38}
\end{equation*}
$$

Especially useful for our purposes will be the third equivalent definition in terms of the associated differential operators. Namely, given the polynomial $p$ in (1), define a differential operator $D_{p}$ as

$$
\begin{equation*}
D_{p}:=\sum_{j=0}^{n}(-1)^{j} \frac{e_{j}(p)}{(n)^{\underline{j}}}\left(\frac{\partial}{\partial x}\right)^{j} . \tag{39}
\end{equation*}
$$

Then

$$
\begin{equation*}
D_{p}\left[x^{n}\right]=\sum_{j=0}^{n} x^{n-j}(-1)^{j} e_{j}(p)=p(x) . \tag{40}
\end{equation*}
$$

Clearly, the correspondence $p \leftrightarrow D_{p}$ is a bijection between $\mathbb{P}_{n}$ and linear differential operators of degree $\leq n$ with constant coefficients. For future reference, it is also convenient to observe that for a constant $c \neq 0$,

$$
\begin{equation*}
\left(\sum_{j=0}^{n}(-1)^{j} \frac{e_{j}(p)}{(n)^{\underline{j}}}\left(c \frac{\partial}{\partial x}\right)^{j}\right)\left[x^{n}\right]=\sum_{j=0}^{n} x^{n-j}(-1)^{j} c^{j} e_{j}(p)=c^{n} p(x / c) . \tag{41}
\end{equation*}
$$

Now, back to the additive free convolution: if $D_{p}$ and $D_{q}$ are the differential operators, corresponding to polynomials $p$ and $q$ in (36), that is, if $p(x)=D_{p}\left[x^{n}\right]$ and $q(x)=D_{q}\left[x^{n}\right]$, then

$$
\begin{equation*}
\left[p \boxplus_{n} q\right](x)=D_{p}\left[D_{q}\left[x^{n}\right]\right]=D_{q}\left[D_{p}\left[x^{n}\right]\right] . \tag{42}
\end{equation*}
$$

It follows from here (or directly from the definition) that

$$
\begin{equation*}
[p(-x)] \boxplus_{n}[q(-x)]=(-1)^{n}\left[p \boxplus_{n} q\right](-x) . \tag{43}
\end{equation*}
$$

When at least one of the polynomial is of degree strictly smaller than $n$, then (see Lemma 1.16 of [40])

$$
\begin{equation*}
p \boxplus_{n} q=\frac{1}{n} p^{\prime} \boxplus_{n-1} q, \tag{44}
\end{equation*}
$$

whenever $p \in \mathbb{P}_{n}$ and $q \in \mathbb{P}_{n-1}$. In particular, if $\operatorname{deg} p=n$ and $0 \leq k \leq n$, then

$$
p \boxplus_{n} x^{k}=\frac{(n-k)!}{n!} p^{(n-k)},
$$

which also easily follows from (38).
The additive finite free convolution is a linear operator from $\mathbb{P}_{n} \times \mathbb{P}_{n}$ to $\mathbb{P}_{n}$ : if $p, q, r \in \mathbb{P}_{n}$, and $\alpha \in \mathbb{R}$, then

$$
(\alpha p+q) \boxplus_{n} r=\alpha\left(p \boxplus_{n} r\right)+q \boxplus_{n} r .
$$

The three equivalent definitions of additive finite free convolution allow us to establish easily that

$$
\begin{equation*}
p(x) \boxplus_{n}(x-\alpha)^{n}=p(x-\alpha), \quad p \in \mathbb{P}_{n}, \tag{45}
\end{equation*}
$$

so that, in particular, $p \boxplus_{n} x^{n}=p$. In other words, $x^{n}$ is an identity for the additive convolution. This motivates the following definition:

Definition 2.6. Given $p$ of degree $n$, the polynomial $q \in \mathbb{P}_{n}$ such that $p(x) \boxplus_{n} q(x)=x^{n}$ is called the inverse of $p$ under the additive (finite free) convolution.

Such an inverse always exists (see [38, Corollary 6.2]) and can be constructed recursively, using (37).

Moreover, $p \boxplus_{n} q=0$ if and only if $\operatorname{deg}(p)+\operatorname{deg}(q)<n$, or if $\operatorname{deg} p=n$ then $q \equiv 0$ (last observation follows from (38) and the fact that when $\operatorname{deg} p=n$, polynomials $p^{(i)}, i=0,1, \ldots, n$, form a basis of $\mathbb{P}_{n}$ ). This also shows that the inverse of any $p \in \mathbb{P}_{n}$ under the additive (finite free) convolution $\boxplus_{n}$ is unique.

### 2.5. Real roots, interlacing, and free finite convolution.

A very important fact is that in many circumstances the finite free convolution of two polynomials with real roots also has all its roots real. Here, we use the notation introduced at the beginning of Section 2.1.

Proposition 2.7 (Szegő [52], Walsh [55]). Let $p, q \in \mathbb{P}_{n}$. Then
(i) $p, q \in \mathbb{P}_{n}(\mathbb{R}) \Rightarrow p \boxplus_{n} q \in \mathbb{P}_{n}(\mathbb{R})$.
(ii) $p \in \mathbb{P}_{n}(\mathbb{R}), q \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \Rightarrow p \boxtimes_{n} q \in \mathbb{P}(\mathbb{R})$.
(iii) $p, q \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \Rightarrow p \boxtimes_{n} q \in \mathbb{P}\left(\mathbb{R}_{\geq 0}\right)$.

Taking into account that $p(-x)=p \boxtimes_{n}(x+1)^{n}$ (see (35) with $\alpha=-1$ ), a simple consequence of this proposition is that additionally the following "rule of signs" applies:

- $p, q \in \mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right) \Rightarrow p \boxtimes_{n} q \in \mathbb{P}\left(\mathbb{R}_{\geq 0}\right)$
- $p \in \mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right), q \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \Rightarrow p \boxtimes_{n} q \in \mathbb{P}\left(\mathbb{R}_{\leq 0}\right)$.

Remark 2.8. Multiplicative finite free convolution can also be considered in the framework of finite multiplier sequences $[12,11,34]$, where the zero preservation results are known.
Definition 2.9 (Interlacing). Let

$$
p(x)=e_{0}(p) \prod_{j=1}^{n}\left(x-\lambda_{j}(p)\right) \in \mathbb{P}_{n}(\mathbb{R}), \quad \lambda_{1}(p) \leq \cdots \leq \lambda_{n}(p)
$$

and

$$
q(x)=e_{0}(q) \prod_{j=1}^{m}\left(x-\lambda_{j}(q)\right) \in \mathbb{P}_{m}(\mathbb{R}), \quad \lambda_{1}(q) \leq \cdots \leq \lambda_{m}(q) .
$$

We say that $q$ interlaces $p$ (or, equivalently, that zeros of $q$ interlace zeros of $p$, see, e.g., [16]), and denote it $p \preccurlyeq q$, if

$$
\begin{equation*}
m=n \quad \text { and } \quad \lambda_{1}(p) \leq \lambda_{1}(q) \leq \lambda_{2}(p) \leq \lambda_{2}(q) \leq \cdots \leq \lambda_{n}(p) \leq \lambda_{n}(q), \tag{46}
\end{equation*}
$$

or if

$$
\begin{equation*}
m=n-1 \quad \text { and } \quad \lambda_{1}(p) \leq \lambda_{1}(q) \leq \lambda_{2}(p) \leq \lambda_{2}(q) \leq \cdots \leq \lambda_{n-1}(p) \leq \lambda_{n-1}(q) \leq \lambda_{n}(p) . \tag{47}
\end{equation*}
$$

Furthermore, we use the notation $p \prec q$ when all inequalities in (46) or (47) are strict.
The Hermite-Kakeya (a.k.a. the Hermite-Kakeya-Obreschkoff or HKO) Theorem says that if $p$ and $q$ are non-constant polynomials with real coefficients. Then $p \prec q$ or $q \prec p$ if and only if, for all $\alpha, \beta \in \mathbb{R}$ such that $\alpha^{2}+\beta^{2} \neq 0$, the polynomial $\alpha p+\beta q$ has simple, real zeros (see, e.g. [48, Theorem 6.3.8]. An extension to this result to allow for multiple roots and non-strict interlacing can also be found in the literature. For completeness, we present a proof, following the scheme from $[13,14]$. In order to simplify the statement, we assume here that a constant polynomial is also real-rooted:

Proposition 2.10. For $p, q \in \mathbb{P}_{n}(\mathbb{R}) \backslash \mathbb{P}_{n-1}(\mathbb{R})$,

$$
p \preccurlyeq q \text { or } q \preccurlyeq p \quad \Leftrightarrow \quad \alpha p+\beta q \in \mathbb{P}_{n}(\mathbb{R}) \quad \text { for every } \alpha, \beta \in \mathbb{R} \text {. }
$$

Additionally, if $p$ and $q$ are relatively prime (i.e., they do not share a root), then we can replace $\preccurlyeq$ above by $\prec$.
Proof. (Sufficiency) Without loss of generality, let $p, q$ be monic and assume that $p \preccurlyeq q$, so that their roots, enumerated with account of their multiplicities, satisfy

$$
\lambda_{1}(p) \leq \lambda_{1}(q) \leq \lambda_{2}(p) \leq \lambda_{2}(q) \leq \cdots \leq \lambda_{n}(p) \leq \lambda_{n}(q)
$$

For $\varepsilon>0$, define

$$
p_{\varepsilon}(x):=\prod_{k=1}^{n}\left(x-\lambda_{k, \varepsilon}(p)\right), \quad q_{\varepsilon}(x):=\prod_{k=1}^{n}\left(x-\lambda_{k, \varepsilon}(q)\right),
$$

with

$$
\lambda_{k, \varepsilon}(p):=\lambda_{k}(p)+(2 k-2) \varepsilon, \quad \lambda_{k, \varepsilon}(q):=\lambda_{k}(q)+(2 k-1) \varepsilon, \quad k=1, \ldots, n .
$$

By construction,

$$
\lambda_{1, \varepsilon}(p)<\lambda_{1, \varepsilon}(q)<\lambda_{2, \varepsilon}(p)<\lambda_{2, \varepsilon}(q)<\cdots<\lambda_{n, \varepsilon}(p)<\lambda_{n, \varepsilon}(q),
$$

so that $p_{\varepsilon} \prec q_{\varepsilon}$. By the HKO Theorem, for $\alpha, \beta \in \mathbb{R}, \alpha^{2}+\beta^{2} \neq 0$, we have that $\alpha p_{\varepsilon}+\beta q_{\varepsilon} \in \mathbb{P}_{n}(\mathbb{R})$. Since $\lim _{\varepsilon \downarrow 0} p_{\downarrow}=p$ and $\lim _{\varepsilon \downarrow 0} q_{\downarrow}=q$, we conclude that

$$
\alpha p+\beta q=\lim _{\varepsilon \downarrow 0}\left(\alpha p_{\varepsilon}+\beta q_{\varepsilon}\right) \in \mathbb{P}_{n}(\mathbb{R}) \quad \text { for } \alpha, \beta \in \mathbb{R}, \alpha^{2}+\beta^{2} \neq 0
$$

(Necessity) Let $p, q$ be of degree $n$ with real zeros, such that neither $p \preccurlyeq q$ nor $q \preccurlyeq p$ holds.
If we assume that $p$ and $q$ are relatively prime, this means at least one of the following two possibilities:
(i) there are two consecutive zeros (without loss of generality, of $p$ ), say $\lambda_{i}(p)<\lambda_{i+1}(p)$, such that $q(x) \neq 0$ for $\lambda_{i}(p)<x<\lambda_{i+1}(p)$. We can assume that both $p, q>0$ for $\lambda_{i}(p)<$ $x<\lambda_{i+1}(p)$. Then $p / q$ achieves its global minimum in $\left[\lambda_{i}(p), \lambda_{i+1}(p)\right]$ at an interior point $\lambda_{i}(p)<x_{0}<\lambda_{i+1}(p)$. Denote the value of this minimum by $m>0$, and consider the polynomial

$$
r_{\varepsilon}(x):=p(x)-(m+\varepsilon) q(x), \quad \varepsilon \in \mathbb{R} .
$$

By construction, $r_{0}(x)<0$ for $\lambda_{i}(p)<x<\lambda_{i+1}(p), x \neq x_{0}$, and $r_{0}\left(x_{0}\right)=0$. Hence, $x_{0}$ is a root of even order of $r_{0}$ : there exists $k \in \mathbb{N}$ such that $r_{0}^{(j)}\left(x_{0}\right)=0, j=0,1, \ldots, 2 k-1$, and $r_{0}^{(2 k)}\left(x_{0}\right) \neq 0 .^{3}$ Expanding the polynomial $r_{\varepsilon}$ at $x=x_{0}$, we have that

$$
\begin{aligned}
r_{\varepsilon}(x) & =\sum_{j=0}^{n} \frac{r_{0}^{(j)}\left(x_{0}\right)}{j!}\left(x-x_{0}\right)-\varepsilon \sum_{j=0}^{n} \frac{q^{(j)}\left(x_{0}\right)}{j!}\left(x-x_{0}\right) \\
& =\frac{r_{0}^{(2 k)}\left(x_{0}\right)}{(2 k)!}\left(x-x_{0}\right)^{2 k}\left(1+\mathcal{O}\left(x-x_{0}\right)\right)-\varepsilon q\left(x_{0}\right)\left(1+\mathcal{O}\left(x-x_{0}\right)\right),
\end{aligned}
$$

so that the roots $\lambda\left(r_{\varepsilon}\right)$ of $r_{\varepsilon}$ in the neighborhood of $x=x_{0}$ have the asymptotic expansion

$$
\lambda\left(r_{\varepsilon}\right)=x_{0}+\left(\frac{(2 k)!q\left(x_{0}\right)}{r_{0}^{(2 k)}\left(x_{0}\right)} \varepsilon\right)^{1 /(2 k)}(1+o(1)), \quad \varepsilon \rightarrow 0
$$

It shows that the polynomial $r_{\varepsilon}$ cannot have all its roots real for all small values of $\varepsilon \in \mathbb{R}$, which proves the necessity in this situation.
(ii) there are two zeros (without loss of generality, of $p$ ), such that $\lambda_{i}(p)=\lambda_{i+1}(p) \neq \lambda_{i}(q)$, which means that for $x_{0}=\lambda_{i}(p), q\left(x_{0}\right) \neq 0$, and there is $2 \leq k \leq n$ such that for $j<k$, $p^{(j)}\left(x_{0}\right)=0$, and $p^{(k)}\left(x_{0}\right) \neq 0$.

Considering again

$$
r_{\varepsilon}(x):=q(x)-\varepsilon p(x), \quad \varepsilon \in \mathbb{R} ;
$$

and expanding it at $x=x_{0}$, we have that

$$
\begin{aligned}
r_{\varepsilon}(x) & =\sum_{j=0}^{n} \frac{p^{(j)}\left(x_{0}\right)}{j!}\left(x-x_{0}\right)-\varepsilon \sum_{j=0}^{n} \frac{q^{(j)}\left(x_{0}\right)}{j!}\left(x-x_{0}\right) \\
& =\frac{p^{(k)}\left(x_{0}\right)}{k!}\left(x-x_{0}\right)^{k}\left(1+\mathcal{O}\left(x-x_{0}\right)\right)-\varepsilon q\left(x_{0}\right)\left(1+\mathcal{O}\left(x-x_{0}\right)\right),
\end{aligned}
$$

[^2]This means that the roots $\lambda\left(r_{\varepsilon}\right)$ of $r_{\varepsilon}$ in the neighborhood of $x=x_{0}$ have the asymptotic expansion

$$
\lambda\left(r_{\varepsilon}\right)=x_{0}+\left(\frac{k!q\left(x_{0}\right)}{r_{0}^{(k)}\left(x_{0}\right)} \varepsilon\right)^{1 / k}(1+o(1)), \quad \varepsilon \rightarrow 0
$$

showing once again that the polynomial $r_{\varepsilon}$ cannot have all its roots real for all small values of $\varepsilon \in \mathbb{R}$, which proves the necessity in this situation.
Finally, we are ready to drop the assumption that $p$ and $q$ are relatively prime: denote by $r$ the maximum common divisor of $p$ and $q$, necessarily real-rooted, and denote $p=r \widetilde{p}, q=r \widetilde{q}$, where $\widetilde{p}$ and $\widetilde{q}$ are of the same degree and relatively prime. The assumption that neither $p \preccurlyeq q$ nor $q \preccurlyeq p$ holds implies that $\widetilde{p} \npreceq \widetilde{q}, \widetilde{q} \npreceq \widetilde{p}$. Then, as follows from the analysis of cases (i)-(ii) of the proof, not every linear combination $\alpha \widetilde{p}+\beta \widetilde{q}, \alpha, \beta \in \mathbb{R}$, such that $\alpha \widetilde{p}+\beta \widetilde{q} \not \equiv 0$, is real-rooted. It remains to notice that the same conclusion applies then to

$$
\alpha p+\beta q=r(\alpha \widetilde{p}+\beta \widetilde{q})
$$

and the statement is proved.
From here and the linearity of the free finite convolution we easily obtain the following interlacingpreservation property:

Proposition 2.11 (Preservation of interlacing). For $p, \tilde{p}, q \in \mathbb{P}_{n}(\mathbb{R}) \backslash \mathbb{P}_{n-1}(\mathbb{R})$, if $p \preccurlyeq \widetilde{p}$, then

$$
q \in \mathbb{P}_{n}(\mathbb{R}) \quad \Rightarrow \quad p \boxplus_{n} q \preccurlyeq \widetilde{p} \boxplus_{n} q
$$

and

$$
q \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \quad \Rightarrow \quad p \boxtimes_{n} q \preccurlyeq \tilde{p} \boxtimes_{n} q .
$$

Proof. Since $p \preccurlyeq \tilde{p}$, then by Proposition 2.10, $\alpha p+\beta \tilde{p} \in \mathbb{P}_{n}(\mathbb{R})$ for every $\alpha, \beta \in \mathbb{R}$. By assertions (i) and (ii) of Proposition 2.7,

$$
\alpha\left(p \unlhd_{n} q\right)+\beta\left(\tilde{p} \sqcup_{n} q\right)=(\alpha p+\beta \tilde{p}) \unlhd_{n} q \in \mathbb{P}_{n}(\mathbb{R}),
$$

where $\square_{n}$ represents either $\boxplus_{n}$ or $\boxtimes_{n}$. Thus, again by Proposition 2.10, either $p \square_{n} q \preccurlyeq \tilde{p} \square_{n} q$ or $\tilde{p} \unrhd_{n} q \preccurlyeq p \square_{n} q$.

However, by (2), $p \preccurlyeq \tilde{p}$ implies that $e_{1}(p) / e_{0}(p) \leq e_{1}(\tilde{p}) / e_{0}(\tilde{p})$. In the case of $\boxplus_{n}$,

$$
\frac{e_{1}\left(p \boxplus_{n} q\right)}{e_{0}\left(p \boxplus_{n} q\right)}=\frac{e_{1}(p) e_{0}(q)+e_{1}(q) e_{0}(p)}{e_{0}(p) e_{0}(q)}=\frac{e_{1}(p)}{e_{0}(p)}+\frac{e_{1}(q)}{e_{0}(q)} \leq \frac{e_{1}(\tilde{p})}{e_{0}(\tilde{p})}+\frac{e_{1}(q)}{e_{0}(q)}=\frac{e_{1}\left(p \boxplus_{n} q\right)}{e_{0}\left(\tilde{p} \boxplus_{n} q\right)},
$$

which implies that $p \boxplus_{n} q \preccurlyeq \tilde{p} \boxplus_{n} q$.
Analogously, if $q \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$, we have that $e_{1}(q) / e_{0}(q) \geq 0$, so that

$$
\frac{e_{1}\left(p \boxtimes_{n} q\right)}{e_{0}\left(p \boxtimes_{n} q\right)}=\frac{1}{n} \frac{e_{1}(p) e_{1}(q)}{e_{0}(p) e_{0}(q)} \leq \frac{1}{n} \frac{e_{1}(\tilde{p}) e_{1}(q)}{e_{0}(\tilde{p}) e_{0}(q)}=\frac{e_{1}\left(\tilde{p} \boxtimes_{n} q\right)}{e_{0}\left(\tilde{p} \boxtimes_{n} q\right)},
$$

which, once again, means that $p \boxtimes_{n} q \preccurlyeq \tilde{p} \boxtimes_{n} q$.
Remark 2.12. Noticing that $p \preccurlyeq q$ if and only if $q(-x) \preccurlyeq p(-x)$ and that $p(x) \boxtimes_{n} q(-x)=$ $\left[p \boxtimes_{n} q\right](-x)$, we can easily extend Proposition 2.11 to include polynomials with negative real roots. Namely, if $p, \widetilde{p} \in \mathbb{P}_{n}^{*}(\mathbb{R})$ and $p \preccurlyeq \widetilde{p}$, then for a polynomial $q$ of degree $n$,

$$
q \in \mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right) \quad \Rightarrow \quad \widetilde{p} \boxtimes_{n} q \preccurlyeq p \boxtimes_{n} q .
$$

Definition 2.13. Given $p \in \mathbb{P}_{n}$ with $n \geq 2$, we define its (absolute) root separation or mesh as the minimal distance between its roots:

$$
\operatorname{mesh}(p)=\min \left\{\left|\lambda_{i}(p)-\lambda_{j}(p)\right|: 1 \leq i<j \leq n\right\}
$$

(see e.g. [8]).
Since $\operatorname{mesh}(p)>r$ if and only if $p(x) \preccurlyeq p(x-r)$, and $p(x-r)=p(x) \boxplus_{n}(x-r)^{n}$, it follows that the preservation of interlacing implies the zero separation does not decrease under finite additive free convolution:
Proposition 2.14 (Preservation of mesh). If $p, q \in \mathbb{P}_{n}(\mathbb{R})$, both of degree $n$, then $\operatorname{mesh}\left(p \boxplus_{n} q\right) \geq$ $\operatorname{mesh}(p)$.
Proof. If $\operatorname{mesh}(p)>r$, then $p \preccurlyeq\left[p \boxplus_{n}(x-r)^{n}\right]$, and by preservation of interlacing, $[p \boxplus q] \preccurlyeq$ $\left[p \boxplus_{n}(x-r)^{n} \boxplus_{n} q\right]$. Since the second polynomial is simply $[p \boxplus q](x-r)$, we conclude that $\operatorname{mesh}(p \boxplus q)>r$.

A useful corollary of this result is
Corollary 2.15. If all roots of $p \in \mathbb{P}(\mathbb{R})$ are simple and if $q$ is the (unique) inverse of $p$ under additive convolution, then $q \notin \mathbb{P}(\mathbb{R})$.

Finite free multiplicative convolution has similar properties, now using the relative separation or logarithmic mesh:
Definition 2.16. Given $p \in \mathbb{P}\left(\mathbb{R}_{>0}\right)$ with $n \geq 2$, we define its logarithmic mesh as the minimal ratio (bigger than 1) between its roots:

$$
\operatorname{lmesh}(p)=\min \left\{\lambda_{i}(p) / \lambda_{i+1}(p): 1 \leq i<n\right\},
$$

assuming $\lambda_{1}(p) \geq \lambda_{2}(p) \geq \cdots \geq \lambda_{n}(p)>0$.
Again, the observation that for $r>0, \operatorname{lmesh}(p)>r$ if and only if $p(x) \preccurlyeq\left[p(x) \boxtimes_{n}(x-r)^{n}\right]$, yields
Proposition 2.17 (Preservation of $\operatorname{lmesh}$, [32]). If $p, q \in \mathbb{P}\left(\mathbb{R}_{>0}\right)$, then $\operatorname{lmesh}(p \boxtimes q) \geq \operatorname{lmesh}(p)$.
Proof. If $\operatorname{lmesh}(p)>r$ then $p \preccurlyeq\left[p \boxtimes_{n}(x-r)^{n}\right]$, and by preservation of interlacing, $[p \boxtimes q] \preccurlyeq$ $\left[p \boxtimes_{n}(x-r)^{n} \boxtimes_{n} q\right]=[p \boxtimes q] \boxtimes_{n}(x-r)^{n}$, so $\operatorname{lmesh}(p \boxtimes q)>r$.

Again, as in the case of Corollary 2.15, we have
Corollary 2.18. If all roots of $p \in \mathbb{P}\left(\mathbb{R}_{>0}\right)$ are simple and if $q$ is an inverse of $p$ under multiplicative convolution, then $q \notin \mathbb{P}(\mathbb{R}>0)$.

## 3. Convolutions of hypergeometric polynomials

### 3.1. Finite free multiplicative convolution.

We start with a simple result that will allow us to "assemble" more complicated hypergeometric polynomials from elementary "building blocks" using the free multiplicative convolution:
Theorem 3.1. If $n \in \mathbb{Z}_{\geq 0}$, and

$$
p(x)={ }_{i_{1}+1} \mathcal{F}_{j_{1}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; x\right), \quad q(x)={ }_{i_{2}+1} \mathcal{F}_{j_{2}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} ; x\right),
$$

where the parameters $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{b}_{1}, \boldsymbol{b}_{2}$ are tuples (of sizes $i_{1}, i_{2}, j_{i}, j_{2}$, respectively), then their $n$-th free multiplicative convolution is given by

$$
\left[p \boxtimes_{n} q\right](x)={ }_{i_{1}+i_{2}+1} \mathcal{F}_{j_{1}+j_{2}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1}, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{1}, \boldsymbol{b}_{2}
\end{array} ; x\right) .
$$

Proof. For a hypergeometric polynomial

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)=(\boldsymbol{b})^{\bar{n}} \sum_{k=0}^{n} \frac{(n)^{\frac{k}{k}}(\boldsymbol{a})^{\bar{k}}}{(\boldsymbol{b})^{\bar{k}}} \frac{x^{k}(-1)^{k}}{k!}
$$

written in the form (1), the coefficient $e_{k}$ was given in (11), that is,

$$
\begin{equation*}
e_{k}=(-1)^{n}\binom{n}{k}(\boldsymbol{a})^{\overline{n-k}}(\boldsymbol{b}+n-k)^{\bar{k}} \tag{48}
\end{equation*}
$$

and the assertion is a straightforward application of the formula in (33).
A simple consequence is that for $m \in \mathbb{N}$,

$$
\left({ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)\right)^{\left(\boxtimes_{n}\right) m}={ }_{i m+1} \mathcal{F}_{j m}\left(\begin{array}{c}
-n, \boldsymbol{a}, \boldsymbol{a}, \ldots, \boldsymbol{a} \\
\boldsymbol{b}, \boldsymbol{b}, \ldots, \boldsymbol{b}
\end{array} ; x\right),
$$

where we denote

$$
p^{\left(\boxtimes_{n}\right) m}=\underbrace{p \boxtimes_{n} \cdots \boxtimes_{n} p}_{m \text { times }} .
$$

Remark 3.2. Notice that if in Theorem 3.1 some entries of the tuple $\boldsymbol{a}_{1}$ coincide with the corresponding entries of the tuple $\boldsymbol{b}_{2}$, then they will appear in both the numerator and the denominator of $p \boxplus_{n} q$, and we can cancel them to obtain the $i_{i_{1}+i_{2}+1-k} F_{j_{1}+j_{2}-k}$ hypergeometric polynomial where $k$ is the number of canceled entries.

In particular,

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \boxtimes_{n}{ }_{j+1} \mathcal{F}_{i}\left(\begin{array}{c}
-n, \boldsymbol{b} \\
\boldsymbol{a}
\end{array} ; x\right)={ }_{1} \mathcal{F}_{0}\left(\begin{array}{c}
-n \\
.
\end{array} x\right)=(1-x)^{n}
$$

(see (15)), or in the terminology of Definition 2.4,

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)
$$

is an inverse of

$$
{ }_{j+1} \mathcal{F}_{i}\left(\begin{array}{c}
-n, \boldsymbol{b} \\
\boldsymbol{a}
\end{array} ; x\right)
$$

under the multiplicative convolution.

### 3.2. Finite free additive convolution.

Since the definition of additive convolution (37) is substantially less straightforward than (33), we will use the alternative expression (42) in terms of the differential operator $D_{p}$ introduced in (39). Using (4) and (48), we see that for

$$
p(x)={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)
$$

the corresponding differential operator is

$$
D_{p}=e_{0}(p) \sum_{k=0}^{n}(-1)^{k} \frac{(\boldsymbol{b}+n-1)^{\underline{k}}}{(\boldsymbol{a}+n-1)^{\underline{k}} k!}\left(\frac{\partial}{\partial x}\right)^{k}=e_{0}(p) \sum_{k=0}^{n}(-1)^{k(i+j+1)} \frac{(-\boldsymbol{b}-n+1)^{\bar{k}}}{(-\boldsymbol{a}-n+1)^{\bar{k}} k!}\left(\frac{\partial}{\partial x}\right)^{k},
$$

with the coefficient $e_{0}(p)=(-1)^{n}(\boldsymbol{a})^{\bar{n}}$ given in (12). By (6), this is, up to a constant, a terminating hypergeometric series ${ }_{i} F_{j}$ evaluated in $(-1)^{i+j+1} \partial / \partial x$, which yields:

Lemma 3.3. If parameters $\boldsymbol{a}$ and $\boldsymbol{b}$ are tuples (of sizes $i$ and $j$, respectively), whose entries satisfy restrictions (13), then

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}  \tag{49}\\
\boldsymbol{b}
\end{array} ; x\right)=(-1)^{n}(\boldsymbol{a})^{\bar{n}}{ }_{j} F_{i}\left(\begin{array}{l}
-\boldsymbol{b}-n+1 \\
-\boldsymbol{a}-n+1
\end{array} ;(-1)^{i+j+1} \frac{\partial}{\partial x}\right)\left[x^{n}\right] .
$$

Equivalently, by (41),

$$
{ }_{j} F_{i}\left(\begin{array}{l}
\boldsymbol{a}  \tag{50}\\
\boldsymbol{b}
\end{array} ; \frac{\partial}{\partial x}\right)\left[x^{n}\right]=\frac{(-1)^{j n}}{(\boldsymbol{b})^{\bar{n}}}{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n,-\boldsymbol{b}-n+1 \\
-\boldsymbol{a}-n+1
\end{array} ;(-1)^{i+j+1} x\right) .
$$

Using this result in (42) we get
Theorem 3.4. Let $p$ and $q$ be hypergeometric polynomials of the following form:

$$
p(x)={ }_{i_{1}+1} \mathcal{F}_{j_{1}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; x\right), \quad q(x)={ }_{i_{2}+1} \mathcal{F}_{j_{2}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} ; x\right),
$$

where the parameters $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{b}_{1}, \boldsymbol{b}_{2}$ are tuples (of sizes $i_{1}, i_{2}, j_{i}, j_{2}$, respectively).
Then, with the notation (12), their additive convolution $p \boxplus_{n} q(x)$ is given by

$$
\left(\boldsymbol{a}_{1}\right)^{\bar{n}}\left(\boldsymbol{a}_{2}\right)^{\bar{n}}{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
-\boldsymbol{b}_{1}-n+1 \\
-\boldsymbol{a}_{1}-n+1
\end{array} ;(-1)^{i_{1}+j_{1}+1} \frac{\partial}{\partial x}\right){ }_{j_{2}} F_{i_{2}}\left(\begin{array}{l}
-\boldsymbol{b}_{2}-n+1 \\
-\boldsymbol{a}_{2}-n+1
\end{array} ;(-1)^{i_{2}+j_{2}+1} \frac{\partial}{\partial x}\right)\left[x^{n}\right] .
$$

Theorem 3.4 shows that factorization identities (or summation formulas) for hypergeometric functions lead to a representation of the corresponding polynomials in terms of the additive convolution of simpler components:

Corollary 3.5. Assume that

$$
{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
\boldsymbol{a}_{1}  \tag{51}\\
\boldsymbol{b}_{1}
\end{array} ; x\right){ }_{j_{2}} F_{i_{2}}\left(\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} ; x\right)={ }_{j_{3}} F_{i_{3}}\left(\begin{array}{l}
\boldsymbol{a}_{3} \\
\boldsymbol{b}_{3}
\end{array} ; x\right),
$$

and let

$$
p(x)={ }_{i_{1}+1} \mathcal{F}_{j_{1}}\left(\begin{array}{c}
-n,-\boldsymbol{b}_{1}-n+1 \\
-\boldsymbol{a}_{1}-n+1
\end{array} ; x\right)
$$

and

$$
q(x)=i_{i_{2}+1} \mathcal{F}_{j_{2}}\left(\begin{array}{c}
-n,-\boldsymbol{b}_{2}-n+1 \\
-\boldsymbol{a}_{2}-n+1
\end{array} ; x\right) .
$$

Then the additive convolution of the hypergeometric polynomials

$$
p\left((-1)^{i_{1}+j_{1}} x\right) \boxplus_{n} q\left((-1)^{i_{2}+j_{2}} x\right)
$$

is, up to a constant factor, equal to

$$
i_{3+1} \mathcal{F}_{j_{3}}\left(\begin{array}{c}
-n,-\boldsymbol{b}_{3}-n+1 \\
-\boldsymbol{a}_{3}-n+1
\end{array} ;(-1)^{i_{3}+j_{3}} x\right) .
$$

Proof. By (49),

$$
p(x)=(-1)^{n}\left(-\boldsymbol{b}_{1}-n+1\right)^{\bar{n}}{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ;(-1)^{i_{1}+j_{1}+1} \frac{\partial}{\partial x}\right)\left[x^{n}\right],
$$

so that

$$
p\left((-1)^{i_{1}+j_{1}+1} x\right)=(-1)^{n\left(i_{1}+j_{1}\right)}\left(-\boldsymbol{b}_{1}-n+1\right)^{\bar{n}}{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; \frac{\partial}{\partial x}\right)\left[x^{n}\right],
$$

with an analogous formula valid for $q$. Hence, by Theorem 3.4,

$$
p\left((-1)^{i_{1}+j_{1}+1} x\right) \boxplus_{n} q\left((-1)^{i_{2}+j_{2}+1} x\right)
$$

is equal to

$$
{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
\boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; \frac{\partial}{\partial x}\right){ }_{j_{2}} F_{i_{2}}\left(\begin{array}{l}
\boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} \frac{\partial}{\partial x}\right)\left[x^{n}\right]={ }_{j_{3}} F_{i_{3}}\left(\begin{array}{l}
\boldsymbol{a}_{3} \\
\boldsymbol{b}_{3}
\end{array} \frac{\partial}{\partial x}\right)\left[x^{n}\right],
$$

up to a multiplicative factor. Now by (50) this is a constant multiple of

$$
i_{3}+1 \mathcal{F}_{j_{3}}\left(\begin{array}{c}
-n,-\boldsymbol{b}_{3}-n+1 \\
-\boldsymbol{a}_{3}-n+1
\end{array} ;(-1)^{i_{3}+j_{3}+1} x\right),
$$

which yields the identity

$$
p\left((-1)^{i_{1}+j_{1}+1} x\right) \boxplus_{n} q\left((-1)^{i_{2}+j_{2}+1} x\right)=C_{i_{3}+1} \mathcal{F}_{j_{3}}\left(\begin{array}{c}
-n,-\boldsymbol{b}_{3}-n+1 \\
-\boldsymbol{a}_{3}-n+1
\end{array} ;(-1)^{i_{3}+j_{3}+1} x\right) .
$$

Formula (43) allows to reduce it to

$$
p\left((-1)^{i_{1}+j_{1}} x\right) \boxplus_{n} q\left((-1)^{i_{2}+j_{2}} x\right)=C_{i_{3}+1} \mathcal{F}_{j_{3}}\left(\begin{array}{c}
-n,-\boldsymbol{b}_{3}-n+1 \\
-\boldsymbol{a}_{3}-n+1
\end{array} ;(-1)^{i_{3}+j_{3}} x\right),
$$

as claimed; the value of the constant $C$ can be obtained by examining the leading coefficients in the identity above:

$$
C=(-1)^{n\left(j_{1}+j_{2}+j_{3}+1\right)} \frac{\left(\boldsymbol{b}_{1}\right)^{\bar{n}}\left(\boldsymbol{b}_{2}\right)^{\bar{n}}}{\left(\boldsymbol{b}_{3}\right)^{\bar{n}}} .
$$

Observe, however, that the summation formula (51) implies that the parameters $\boldsymbol{b}_{j}$ satisfy certain algebraic relations, which in practice simplifies the expression for the constant $C$ considerably.

Remark 3.6. (i) In the case when $i_{1}+j_{1}$ and $i_{2}+j_{2}$ have equal parity, (43) and Corollary 3.5 yield an expression for the free convolution $p \boxplus_{n} q$, see Examples 3.7-3.11 below.
(ii) The direct computation of additive convolution via (37) for hypergeometric polynomials produces formulas where the coefficients can be expressed in terms of the hypergeometric functions evaluated at $\pm 1$. The approach of Corollary 3.5 presents fewer but more elegant formulas, which is the reason for our choice.
(iii) Additional examples can be obtained from known summation formulas that involve evaluation in constant multiples or powers of the variable $x$. Although these cases are not covered by Corollary 3.5, we can still use Theorem 3.4 and similar arguments for further examples of additive convolution of hypergeometric polynomials (now evaluated in $c x, x^{2}$, etc.). In particular, this allows us to study the symmetrization $p(x) \boxplus_{n} p(-x)$ of several hypergeometric polynomials $p$. Observe that symmetrization is an instance of non-linear transformation of the original polynomial $p$; first non-trivial examples of such transformations that preserve real zeros appeared in the work of Branden [7]. We are planning to address these issues in detail in future work.

As an illustration, we will analyze several factorization identities for hypergeometric functions (a good source is Chapter 2 of [27]) and their consequences for finite additive convolution. Our intention is not to be exhaustive; instead, we concentrate on the most revealing or less trivial formulas.

Example 3.7 (Additive convolution of two Laguerre polynomials). By binomial identity, we know that

$$
{ }_{1} F_{0}\left(\begin{array}{c}
c_{1} \\
.
\end{array} x\right){ }_{1} F_{0}\left(\begin{array}{c}
c_{2} \\
.
\end{array} x\right)={ }_{1} F_{0}\binom{c_{1}+c_{2}}{\cdot} .
$$

Using Corollary 3.5 we obtain,

$$
{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{1}
\end{array} ; x\right) \boxplus_{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{2}
\end{array} ; x\right)=(-1)^{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{1}+b_{2}+n-1
\end{array} ; x\right) .
$$

By Equation (18), this can be rewritten in terms of Laguerre polynomials as

$$
L_{n}^{(\alpha)}(x) \boxplus_{n} L_{n}^{(\beta)}(x)=\frac{(-1)^{n}}{n!} L_{n}^{(\alpha+\beta+n+1)}(x) .
$$

Example 3.8. Euler's transformation (see identity (10) in [27]) is

$$
{ }_{1} F_{0}\left(\begin{array}{c}
c_{1}+c_{2}-d \\
\cdot
\end{array}{ }^{2}\right){ }_{2} F_{1}\binom{d-c_{1}, d-c_{2}}{d}={ }_{2} F_{1}\binom{c_{1}, c_{2}}{d} .
$$

Using Corollary 3.5 and some straightforward simplifications, we obtain

$$
{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{1}+b_{2}-a
\end{array} ; x\right) \boxplus_{n}{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
a-n+1-b_{1}, a-n+1-b_{2}
\end{array} ; x\right)=(-1)^{n}{ }_{2} \mathcal{F}_{2}\left(\begin{array}{l}
-n, a \\
b_{1}, b_{2}
\end{array} ; x\right) .
$$

In terms of Laguerre polynomials we can write it as

$$
L_{n}^{\left(b_{1}+b_{2}-a-1\right)}(x) \boxplus_{n}{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
a-n+1-b_{1}, a-n+1-b_{2}
\end{array} ; x\right)=\frac{(-1)^{n}}{n!}{ }_{2} \mathcal{F}_{2}\left(\begin{array}{l}
-n, a \\
b_{1}, b_{2}
\end{array} ; x\right) .
$$

Example 3.9. Clausen's formula (see identity (11) in [27]) asserts that

$$
\left[{ }_{2} F_{1}\left(\begin{array}{c}
c, d \\
c+d+1 / 2
\end{array} ; x\right)\right]^{2}={ }_{3} F_{2}\left(\begin{array}{c}
2 c, 2 d, c+d \\
c+d+1 / 2,2 c+2 d
\end{array} ; x\right) .
$$

With an appropriate change of parameters, Corollary 3.5 yields that with

$$
\begin{equation*}
p(x)={ }_{2} \mathcal{F}_{2}\binom{-n, a+b-1 / 2}{a-\frac{n-1}{2}, b-\frac{n-1}{2} ; x}, \tag{52}
\end{equation*}
$$

we have that for

$$
p(x) \boxplus_{n} p(x)=(-1)^{n} \frac{(a+b-1 / 2)^{\bar{n}}}{(2 a+2 b+n-1)^{\bar{n}}}{ }_{3} \mathcal{F}_{3}\left(\begin{array}{c}
-n, a+b-1 / 2,2 a+2 b+n-1  \tag{53}\\
2 a, 2 b, a+b
\end{array} ;\right) .
$$

Example 3.10. Identity (18) in [27], related to the product of Bessel functions, is

$$
{ }_{0} F_{1}\left(\begin{array}{c}
\ddots \\
c
\end{array} ; x\right){ }_{0} F_{1}\left(\begin{array}{l}
\cdot \\
d
\end{array}, x\right)={ }_{2} F_{3}\left(\begin{array}{c}
\frac{c+d}{2}, \frac{c+d-1}{2} \\
c, d, c+d-1
\end{array} ; 4 x\right) .
$$

By Corollary 3.5 and formula (41), the additive convolution $p \boxplus_{n} q$ of the hypergeometric polynomials (closely related to Bessel polynomials, defined in (19))

$$
p(x)={ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n,-c-n+1  \tag{54}\\
\cdot
\end{array} ; x\right), \quad q(x)={ }_{2} \mathcal{F}_{0}\binom{-n,-d-n+1}{\cdot x},
$$

is given by

$$
\frac{(-4)^{n}}{(c+d-1)^{\bar{n}}} 4 \mathcal{F}_{2}\left(\begin{array}{c}
-n,-c-n+1,-d-n+1,-c-d-n+2 \\
-\frac{c+d}{2}-n+1,-\frac{c+d-1}{2}-n+1
\end{array} x / 4\right) .
$$

We can simplify this expression by setting $a=-c-n+1$ and $b=-d-n+1$, so that

$$
{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, \\
\cdot
\end{array} \quad ; x\right) \boxplus_{n}{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, b \\
\cdot
\end{array} ; x\right)=\frac{(-4)^{n}}{(a+b+n)^{\bar{n}}}{ }_{4} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a, b, a+b+n \\
\frac{a+b}{2}, \frac{a+b+1}{2}
\end{array} x^{2}\right) .
$$

In particular, with $a=b$, we get

$$
{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, a \\
; x) \boxplus_{n}{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, a \\
\cdot
\end{array} ; x\right)=\frac{(-4)^{n}}{(2 a+n)^{\bar{n}}}{ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a, 2 a+n \\
a+\frac{1}{2}
\end{array} ; x / 4\right) . . ~
\end{array}\right.
$$

Example 3.11. By identity (17) in [27],

$$
{ }_{1} F_{0}\left(\begin{array}{c}
2 c-2 d \\
\cdot
\end{array} ; x\right){ }_{3} F_{2}\left(\begin{array}{c}
2 d-1, d+1 / 2, d-c-1 / 2 \\
c+d+1 / 2, d-1 / 2
\end{array} ; x\right)={ }_{3} F_{2}\left(\begin{array}{c}
2 c-1, c+1 / 2, c-d-1 / 2 \\
c+d+1 / 2, c-1 / 2
\end{array} ; x\right) .
$$

This implies that the additive convolution $p \boxplus_{n} q$ of the hypergeometric polynomials

$$
p(x)={ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n  \tag{55}\\
2 d-2 c-n+1
\end{array} ; x\right)
$$

and

$$
q(x)={ }_{3} \mathcal{F}_{3}\left(\begin{array}{c}
-n,-c-d-n+1 / 2,-d-n+3 / 2 \\
-2 d-n+2,-d-n+1 / 2, c-d-n+3 / 2
\end{array} ; x\right)
$$

is

$$
\frac{(-1)^{n}(d-1 / 2)^{\bar{n}}}{(c-1 / 2)^{\bar{n}}}{ }_{3} \mathcal{F}_{3}\left(\begin{array}{c}
-n,-c-d-n+1 / 2,-c-n+3 / 2 \\
-2 c-n+2,-c-n+1 / 2, d-c-n+3 / 2
\end{array} ; x\right) .
$$

In other words, additive convolution of $q$ with the polynomial $p$ in (55) swaps the parameters $c$ and $d$ in $q$, up to a multiplicative constant.

## 4. Real zeros of hypergeometric polynomials

A representation of a hypergeometric polynomial as a finite free convolution of more elementary blocks combined with the properties of preservation of the real zeros and interlacing of the free convolutions (see Section 2.5) is an effective tool that allows us to analyze when all roots of a specific hypergeometric polynomial are real ${ }^{4}$.

In order to use this tool, we need to create an inventory of the simplest hypergeometric polynomials with real (or positive) roots that will serve as basic building blocks for more complicated functions.

### 4.1. Simplest real hypergeometric polynomials.

For small values of $i$ and $j$, the cases when

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right)
$$

has only real roots are well studied and follow from the explicit expressions appearing in Section 2.3. For example, for ${ }_{1} F_{0}$ this is a consequence of formula (15), while for the ${ }_{1} F_{1}$ case we can use the connection with the Laguerre polynomials (18), whose zeros are well understood. In particular, it follows that all roots of

$$
p(x)={ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b
\end{array} ; x\right),
$$

which up to a constant coincides with the Laguerre polynomial $L_{n}^{(b-1)}$, are positive only when $b>0$; they are non-negative if we also admit the values $b \in\left(-\mathbb{Z}_{n}\right)$ (in this case, the polynomial has zeros at the origin with multiplicity $-b+1$, see (17)), and $p \in \mathbb{P}_{n}(\mathbb{R})$ also if $b \in(-1,0)$, see e.g. [53, §6.73].

Several results on the zero interlacing of Laguerre polynomials can be found in [4, 22, 23]. For instance, for $\alpha>-1$,

$$
L_{n}^{\alpha} \preccurlyeq L_{n}^{\alpha+t}, \quad 0 \leq t \leq 2 ;
$$

also, if $\alpha+1 \geq n$, then

$$
L_{n}^{\alpha} \preccurlyeq L_{n}^{\alpha+3} .
$$

4 As it was mentioned, some of the results below established by the multiplicative free convolution can have alternative proofs in the contexts of finite multiplier sequences.

These facts have the following translation in terms of the ${ }_{1} F_{1}$ hypergeometric polynomials: for $b>0$,

$$
{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n  \tag{56}\\
b
\end{array} ; x\right) \preccurlyeq{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b+t
\end{array} ; x\right), \quad 0 \leq t \leq 2 ;
$$

also, if $b \geq n$, then

$$
{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n  \tag{57}\\
b
\end{array} ; x\right) \preccurlyeq{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b+3
\end{array} ; x\right) .
$$

In the case of Bessel or reciprocal Laguerre polynomials, by (19),

$$
{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n,  \tag{58}\\
\cdot
\end{array} ; x\right)=x^{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
-n-a+1
\end{array} ;-\frac{1}{x}\right)=n!x^{n} L_{n}^{(-n-a)}(-1 / x),
$$

which shows that the zeros of

$$
{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, a \\
\cdot
\end{array} ; x\right)
$$

are negative when $a<-n+1$, and real when $-n+1<a<-n+2$. Furthermore, since for $-n-a-1 \in(-\infty,-1) \backslash\left(-\mathbb{Z}_{n}\right)$ we know that $L_{n}^{(-n-a)}$ has all its roots different from 0 , and has at least one complex root, we conclude that for $a>-n+2$ (and $a \notin\left(-\mathbb{Z}_{n}\right)$ ), not all zeros of

$$
{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, a \\
\cdot
\end{array} ; x\right)
$$

are real. Finally, recall that in the remaining cases, when $a \in\left(-\mathbb{Z}_{n}\right)$, we obtain a real rooted polynomial of degree $-a$ (smaller degree than $n$ ).

From the interlacing property (56) we readily deduce that for $0 \leq t \leq 2$ and $a<-n+1$ one has

$$
{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, a  \tag{59}\\
\cdot
\end{array} ; x\right) \preccurlyeq{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, a-t \\
\cdot
\end{array} x^{-n}\right) .
$$

We summarize in Table 1 the real-rooted cases discussed so far.

| $\mathbf{a}$ | $\mathbf{b}$ | Roots in | Comments |
| :---: | :---: | :---: | :---: |
| $\cdot$ | $\cdot$ | $\{1\}$ | Identity $(1-x)^{n}$ |
| $\cdot$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ | Standard Laguerre |
| $\cdot$ | $(-1,0)$ | $\mathbb{R}_{>-1}$ | Non-standard Laguerre |
| $\cdot$ | $-\mathbb{Z}_{n}$ | $\mathbb{R}_{\geq 0}$ | Laguerre root mult $-b+1$ at 0 |
| $\mathbb{R}_{<-n+1}$ | $\cdot$ | $\mathbb{R}_{<0}$ | Bessel |
| $(-n+1,-n+2)$ | $\cdot$ | $\mathbb{R}$ | Bessel |

TABLE 1. Real zeros of ${ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}-n, a \\ b\end{array} ; x\right)$ for $0 \leq i+j \leq 1$. By standard Laguerre we understand $L_{n}^{(\alpha)}$, given in (16), with $\alpha>-1$. Here $\mathbb{R}_{<c}:=(-\infty, c), \mathbb{R}_{>c}:=$ $(c,+\infty)$, and $\mathbb{R}_{\geq c}:=[c,+\infty)$.

Finally, by (20)-(22), the case of ${ }_{2} F_{1}$ is equivalent to studying Jacobi polynomials $P_{n}^{(\alpha, \beta)}$, see, e.g., $[45,53]$. In particular, all pairs of parameters $(\alpha, \beta)$ for which their zeros are real and simple have been described in the literature (see [17]). For a small degree, $n=1,2,3$, a complete description appears in [17, Prop. 4]; see [17, Thm. 5] for higher degrees. Formulas (24)-(25) also give us the cases where polynomials have multiple roots (which can occur only at $\pm 1$ ).

All these facts can be transferred to hypergeometric polynomials ${ }_{2} F_{1}$ using identities (27)-(31). In Table 2 we summarize the known information, identifying when the roots are all non-positive, all non-negative, or when we have at least one positive and one negative root.

Remark 4.1. A particular interesting case follows from (30) by taking $k=1$ : for every $b \in \mathbb{R} \backslash\{-n\}$ one has

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+1  \tag{60}\\
b
\end{array} ; x\right)=(1-x)^{n-1}(b-x(b+n))=(-1)^{n}(b+n)(x-1)^{n-1}\left(x-\frac{b}{b+n}\right) .
$$

Notice that the only root of the polynomial in (60) that is not at $x=1$ is negative if $-n<b<0$, and positive if $b<-n$ or $b>0$. Using this expression, a direct computation yields that given a real rooted polynomial $p(x)$,

$$
p(x) \boxtimes_{n} \quad \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+1 \\
b
\end{array} ; x\right)=(-1)^{n}(b+1)^{\overline{n-1}}\left(b p(x)+x p^{\prime}(x)\right),
$$

see for instance [2, Lemma 3.5] for similar type of computation.
Moreover, since ${ }_{2} \mathcal{F}_{1}(\stackrel{-n, b}{b+1} ; x)$ interlaces the multiplicative identity ${ }_{1} \mathcal{F}_{0}\left({ }^{-n} ; x\right)$ (either to the left or to the right, depending on the sign of $b /(b+n)$ ), we get in the same fashion that $p(x)$


More generally, by (20)-(23), (30) and Table 2, we have that for $k \in \mathbb{Z}_{n}$, polynomial

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+k  \tag{61}\\
b
\end{array} ; x\right)
$$

has a root at $x=1$ of multiplicity $n-k$; the remaining roots are all in $[0,1]$ if $b>0$, and bigger than 1 if $b<-n-k+1$.

Several results on the zero interlacing of Jacobi polynomials can be found in [21]. For instance, for $\alpha, \beta>-1$,

$$
P_{n}^{(\alpha+t, \beta)} \preccurlyeq P_{n}^{(\alpha, \beta+s)}, \quad 0 \leq t, s \leq 2 ;
$$

actually, in both cases the interlacing is strict $(\prec)$, unless $t=s=0$. This fact has the following translation in terms of the ${ }_{2} F_{1}$ hypergeometric polynomials:

- for $b>0$ and $a>n+b$,

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a+s  \tag{62}\\
b
\end{array} ; x\right) \preccurlyeq{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a+t \\
b+t
\end{array} ; x\right), \quad 0 \leq s, t \leq 2 ;
$$

- for $b>0$ and $a<-n+1$,

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a  \tag{63}\\
b+t
\end{array} ; x\right) \preccurlyeq{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a-s \\
b
\end{array} ; x\right), \quad 0 \leq s, t \leq 2 ;
$$

- For $b<a-n+1$ and $a<-n+1$,

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a-t  \tag{64}\\
b-t
\end{array} ; x\right) \preccurlyeq{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a \\
b-s
\end{array} ; x\right), \quad 0 \leq s, t \leq 2 .
$$

| $\mathbf{a}$ | $\mathbf{b}$ | Roots in | Ref. |
| :---: | :---: | :---: | :---: |
| $\mathbb{R}_{<-n+1}$ | $\left(-\mathbb{Z}_{n}\right) \cup \mathbb{R}_{\geq 0}$ | $\mathbb{R}_{\leq 0}$ | $[17$, Thm 1], (28) |
| $\{b+1, b+2, \ldots\} \cup \mathbb{R}_{>b+n-2}$ | $\left(-\mathbb{Z}_{n}\right) \cup \mathbb{R}_{\geq 0}$ | $\mathbb{R}_{\geq 0}$ | $[17$, Thm 1,8$],(28)-(31)$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<a-n+2} \cup\{a-1, a-2, \ldots\}$ | $\mathbb{R}_{>0}$ | $[17$, Thm 1,8$],(30)$ |
| $(-n+1,-n+2)$ | $\left(-\mathbb{Z}_{n}\right) \cup \mathbb{R}_{>-1}$ | $\mathbb{R}$ | $[17$, Thm 6,8$],(28)$ |
| $(-n+1,-n+2)$ | $\mathbb{R}_{<a-n+2} \cup\{a-1, a-2, \ldots\}$ | $\mathbb{R}$ | $[17$, Thm 6,7$],(30)$ |
| $\mathbb{R}_{<-n+1} \cup \mathbb{R}_{>b+n-2}$ | $(-1,0)$ | $\mathbb{R}$ | $[17$, Thm 6,7$]$ |

TABLE 2. Real zeros of ${ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}-n, a \\ b\end{array} ; x\right)$. Recall that we always assume (13), so that $a \notin\left(-\mathbb{Z}_{n}\right)$, and the polynomial is of degree exactly $n$. Moreover, a zero at $x=0$ appears only when $b \in\left(-\mathbb{Z}_{n}\right)$.
4.2. General hypergeometric polynomials. In this section, we will use the tools of Theorems 3.1 and 3.4 and Corollary 3.5.

For instance, a finite multiplicative convolution with a Laguerre polynomial yields the following result, which shows that we can add a positive parameter downstairs without affecting the realrootedness of a hypergeometric polynomial. Moreover, if the parameters we add differ in less than 2 , then we get interlacing and monotonicity:
Theorem 4.2. Let $\boldsymbol{a} \in \mathbb{R}^{i}, \boldsymbol{b} \in \mathbb{R}^{j}$, and $\gamma>0$. Then

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}  \tag{65}\\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}) \quad \Longrightarrow \quad{ }_{i+1} \mathcal{F}_{j+1}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}, \gamma
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}) .
$$

Moreover, if $0 \leq t \leq 2$,

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \quad \Longrightarrow \quad{ }_{i+1} \mathcal{F}_{j+1}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}, \gamma
\end{array} ; x\right) \preccurlyeq{ }_{i+1} \mathcal{F}_{j+1}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}, \gamma+t
\end{array} ; x\right) .
$$

Proof. This is a straightforward consequence of the formulas in Theorem 3.1 with the explicit expression (18), the interlacing (56), and the properties of the multiplicative convolution stated in Section 2.5.

Remark 4.3. In the previous proposition, we just illustrate the case that might be more useful, but there are several other interesting side results that either follow from the proposition or are its slight modifications. We collect some of these interesting facts next:
(i) First, the addition of a positive parameter $\gamma$ below not only preserves the class $\mathbb{P}_{n}(\mathbb{R})$, but also $\mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$ and $\mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right)$.
(ii) Also, notice that instead of "adding" a positive parameter downstairs, we can also "remove" a positive parameter from upstairs (or even "move" it from upstairs to downstairs). For instance, with the same hypothesis of Theorem 4.2, we obtain that

$$
{ }_{i+2} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}, \gamma  \tag{66}\\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}) \quad \Longrightarrow \quad{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}) .
$$

This follows from the fact that if we already have a parameter $\gamma$ upstairs, then by Theorem 4.2 we can add a parameter $\gamma$ downstairs and then cancel both.
(iii) The interlacing preservation by the multiplicative convolution with a Laguerre polynomial can be stated in a more general form. Namely, if $\boldsymbol{a}_{1} \in \mathbb{R}^{i_{1}}, \boldsymbol{a}_{2} \in \mathbb{R}^{i_{2}}, \boldsymbol{b}_{1} \in \mathbb{R}^{j_{1}}, \boldsymbol{b}_{2} \in \mathbb{R}^{j_{2}}$ are such that for the real-rooted hypergeometeric polynomials, the interlacing

$$
{ }_{i_{1}+1} \mathcal{F}_{j_{1}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}
\end{array} ; x\right) \preccurlyeq i_{i_{2}+1} \mathcal{F}_{j_{2}}\left(\begin{array}{c}
-n, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}
\end{array} ; x\right)
$$

holds, then, for $\gamma>0$,

$$
{ }_{i_{1}+1} \mathcal{F}_{j_{1}+1}\left(\begin{array}{c}
-n, \boldsymbol{a}_{1} \\
\boldsymbol{b}_{1}, \gamma
\end{array} ; x\right) \preccurlyeq{ }_{i_{2}+1} \mathcal{F}_{j_{2}+1}\left(\begin{array}{c}
-n, \boldsymbol{a}_{2} \\
\boldsymbol{b}_{2}, \gamma
\end{array} ; x\right) .
$$

(iv) Finally, notice that so far we have only been concerned with the case where we multiply by a standard Laguerre polynomial, corresponding to Row 2 in Table 1. However, we can adapt Theorem 4.2 (and its modifications that we just mentioned) to include Rows 3 and 4. The reader should be aware that in some cases we need stronger assumptions on the hypergeometric polynomial. For example, if we want to use the non-standard Laguerre polynomials in row 3 in Table 1 , which are not in $\mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$, then the other polynomial must belong to $\mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$ rather than $\mathbb{P}_{n}(\mathbb{R})$.
Although Theorem 4.2 is rather limited, it already covers useful results from the literature. Notice, for instance, that the well-know fact that

$$
\sum_{k=0}^{n} a_{k} x^{k} \in \mathbb{P}_{n}(\mathbb{R}) \quad \Rightarrow \quad \sum_{k=0}^{n} \frac{a_{k}}{k!} x^{k} \in \mathbb{P}_{n}(\mathbb{R})
$$

(see [46, Theorem 2.4.1] or [47, Problem V.1.65]) is just a particular case of (65) with $\gamma=1$.
In the same fashion, we can use convolution with Bessel polynomials (see Table 1 and interlacing (59)) to derive the following result:

Theorem 4.4. Let $\boldsymbol{a} \in \mathbb{R}^{i}, \boldsymbol{b} \in \mathbb{R}^{j}$, and $\gamma<-n+1$. Then

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}  \tag{67}\\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}) \quad \Longrightarrow \quad{ }_{i+2} \mathcal{F}_{j}\binom{-n, \boldsymbol{a}, \gamma}{\boldsymbol{b}} \in \mathbb{P}_{n}(\mathbb{R}) .
$$

Moreover, if $0 \leq t \leq 2$, then

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \quad \Longrightarrow \quad{ }_{i+2} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}, \gamma \\
\boldsymbol{b}
\end{array} ; x\right) \preccurlyeq{ }_{i+2} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a}, \gamma-t \\
\boldsymbol{b}
\end{array} ; x\right) .
$$

Following the same reasoning of Remark 4.3 used to extend Theorem 4.2, we can adapt Theorem 4.4 to produce related results. For example, we can remove a parameter $\gamma<-n+1$ from downstairs, or we can preserve the interlacing of the given polynomial. We can also obtain a similar result using Rows 6 and 7 of Table 1 instead of just Row 5 . We avoid the details for the sake of brevity.

Another example of how the free multiplicative convolution with Bessel polynomials allows us to give a straightforward proof of a known result is as follows: by (16),

$$
r(x)=x^{n} L_{n}^{(0)}(1 / x)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \frac{1}{k!} x^{n-k} .
$$

Hence, if

$$
p(x)=\sum_{k=0}^{n} a_{k} x^{k}=\sum_{k=0}^{n}(-1)^{k}\left((-1)^{k} a_{n-k}\right) x^{n-k}
$$

and

$$
q(x)=\sum_{k=0}^{n} b_{k} x^{k}=\sum_{k=0}^{n}(-1)^{k}\left((-1)^{k} b_{n-k}\right) x^{n-k}
$$

then

$$
p(x) \boxtimes_{n} q(x) \boxtimes_{n} r(x)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}^{-1} \frac{a_{n-k} b_{n-k}}{k!} x^{n-k}=\frac{(-1)^{n}}{n!} \sum_{k=0}^{n} k!a_{k} b_{k}(-x)^{k} .
$$

We have that $r \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$; if additionally, $p, q \in \mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right)$, then by Proposition 2.7 (and the "rule of sign" formulated there), we have that $p(x) \boxtimes_{n} q(x) \boxtimes_{n} r(x) \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$. Thus,

$$
p, q \in \mathbb{R}_{\leq 0} \quad \Rightarrow \quad \sum_{k=0}^{n} k!a_{k} b_{k} x^{k} \text { has only real zeros, }
$$

which is a weaker version of Schur's theorem (where the assumptions are that $p, q \in \mathbb{P}_{n}(\mathbb{R})$ and $a_{k}, b_{k} \geq 0$ for all $k$ ); it was first proved in [50], and appears also in [47, Problems V.2.155-156].

If we now consider the free multiplicative convolution with Jacobi polynomials, we get
Theorem 4.5. Let $\boldsymbol{a} \in \mathbb{R}^{i}, \boldsymbol{b} \in \mathbb{R}^{j}, \beta>0$, and $\alpha>\beta+n-1$. Then

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}) \quad \Longrightarrow \quad{ }_{i+1} \mathcal{F}_{j+1}\left(\begin{array}{c}
-n, \boldsymbol{a}, \alpha \\
\boldsymbol{b}, \beta
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R})
$$

Moreover, for $0 \leq t, s \leq 2$ :

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \quad \Longrightarrow \quad{ }_{i+1} \mathcal{F}_{j+1}\left(\begin{array}{c}
-n, \boldsymbol{a}, \alpha+s \\
\boldsymbol{b}, \beta
\end{array} ; x\right) \preccurlyeq{ }_{i+1} \mathcal{F}_{j+1}\left(\begin{array}{c}
-n, \boldsymbol{a}, \alpha+t \\
\boldsymbol{b}, \beta+t
\end{array} ; x\right) .
$$

For the last assertion, we used interlacing properties (62)-(64). Following the same reasoning of Remark 4.3, used to extend Theorem 4.2, we can adapt Theorem 4.5 to yield related results. For example, the previous result corresponds to multiplication with a specific type of Jacobi polynomial, corresponding to row 2 of Table 2, but we can also obtain a similar result using the other rows of Table 2.

If we consider Laguerre, Bessel, and Jacobi polynomials as building blocks, and iteratively apply Theorems 4.2, 4.4, or 4.5 , we can directly prove that a large class of hypergeometric polynomials (with several parameters) is real-rooted, or even more, their roots are all positive or all negative. Here are some illustrations.

Theorem 4.6. For any $i, j \geq 0$, if $b_{1}, \ldots, b_{j}>0$ and $a_{1}, \ldots, a_{i}<-n+1$ then the roots of the hypergeometric polynomial

$$
p(x):={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right),
$$

with $\boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right), \boldsymbol{b}=\left(b_{1}, \ldots, b_{j}\right)$, are all real and have the same sign. Specifically, if $i$ is even, the roots are all positive, and if $i$ is odd, the roots are all negative.

Furthermore, if additionally $0 \leq t \leq 2$ and $i$ is even, then

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
b_{1}, \ldots, b_{j}
\end{array} ; x\right) \preccurlyeq{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
b_{1}+t, b_{2}, \ldots, b_{j}
\end{array} ; x\right),
$$

and

$$
{ }_{i+1} \mathcal{F}_{j}\binom{-n, a_{1}-t, a_{2}, \ldots, a_{i}}{\boldsymbol{b}} \preccurlyeq{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, a_{1}, \ldots, a_{i} \\
\boldsymbol{b}
\end{array}{ }^{2}\right) .
$$

If $i$ is odd, both interlacings should be reversed.
Proof. By Theorem 3.1,
$p(x)={ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}-n, a_{1} \\ \cdot\end{array} x\right) \boxtimes_{n} \cdots \boxtimes_{n}{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}-n, a_{i} \\ \cdot\end{array} x\right) \boxtimes_{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}-n, \\ b_{1}\end{array} ; x\right) \boxtimes_{n} \cdots \boxtimes_{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}-n, \\ b_{j}\end{array} ; x\right)$.
By Table 1, rows 2 and 5 , the first $i$ polynomials in the product are Bessel polynomials with all negative roots, while the the last $j$ polynomials in the product are Laguerre polynomials with all positive roots. By the rule of signs from Section 2.5 applied several times, we find that all roots of
$p$ have the same sign, and the sign depends on the parity of $i$, the number of Bessel polynomials that we multiply.

The first interlacing result follows from the same factorization, but grouping all terms except the one with $b_{1}$ :

$$
p(x)={ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{1}
\end{array} ; x\right) \boxtimes_{n}{ }_{i+1} \mathcal{F}_{j-1}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
b_{2}, \ldots, b_{j}
\end{array} ; x\right)
$$

Then, Theorem 4.2 with $\gamma=b_{1}$ yields the desired result. Similarly, the second interlacing result follows from Theorem 4.4 with $\gamma=a_{1}$. Of course, by symmetry, the interlacing results hold when we vary any given parameter in the polynomial, and not only $a_{1}$ or $b_{1}$.

The following proposition is established in a similar way, but now we require the use of Jacobi polynomials.
Theorem 4.7. If $j \geq i, b_{1}, \ldots, b_{j}>0$ and $a_{1}, \ldots, a_{i} \in \mathbb{R}$ such that $a_{s} \geq n-1+b_{s}$ for $s=1, \ldots, i$, then the hypergeometric polynomial

$$
p(x)={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \\
\boldsymbol{b}
\end{array} ; x\right)
$$

with $\boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right), \boldsymbol{b}=\left(b_{1}, \ldots, b_{j}\right)$, has all positive roots.
Proof. First, we consider the case of $i=j$. Then by Theorem 3.1,

$$
p(x):={ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1} \\
b_{1}
\end{array} ; x\right) \boxtimes_{n} \cdots \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{i} \\
b_{i}
\end{array} ; x\right)
$$

with $b_{1}, \ldots, b_{j}, \in(0, \infty)$, and $a_{s} \geq n-1+b_{s}$ for $s=1, \ldots, i$. By (27) (see also Table 2, second row), this is a multiplicative convolution of polynomials with zeros in $(0,1)$, so that all roots of $p$ are positive.

Now, if $j>i$, the assertion follows from what we just established by invoking (65).
Remark 4.8. Similarly to Theorem 4.6, we can obtain interlacing results by varying the parameters of the polynomial. Since this factorization involves Jacobi polynomials, we need to use Theorem 4.5 and vary the parameters accordingly.

Our final observation in this section is that, by taking the reciprocal polynomial, the study of ${ }_{i+1} F_{j}$ polynomials is in a certain sense dual to the study of ${ }_{j+1} F_{i}$ polynomials.
Remark 4.9. Given a polynomial $p \in \mathbb{P}_{n}(\mathbb{C})$, its reciprocal polynomial is defined formally by

$$
\begin{equation*}
\hat{p}(x):=x^{n} p(1 / x) . \tag{68}
\end{equation*}
$$

Alternatively, its coefficients are given by $e_{j}(\hat{p})=(-1)^{n} e_{n-j}(p)$, for $j=0,1, \ldots, n$.
It is not difficult to check that when restricted to $\mathbb{P}_{n}(\mathbb{C} \backslash\{0\})$, the reciprocation operation is actually an involution that maps a polynomial with roots $\lambda_{1}, \ldots, \lambda_{n}$, to a polynomial with roots $1 / \lambda_{1}, \ldots, 1 / \lambda_{n}$. In particular, the sets $\mathbb{P}_{n}(\mathbb{R} \backslash\{0\}), \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$ and $\mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)$ are invariant under this operation. Moreover, Lemma 2.1 has the simple consequence that

$$
{ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right) \quad \text { and } \quad{ }_{j+1} \mathcal{F}_{i}\left(\begin{array}{c}
-n,-n-\boldsymbol{b}+1 \\
-n-\boldsymbol{a}+1
\end{array} ;(-1)^{i+j} x\right)
$$

are reciprocal polynomials. This implies that the reciprocation operation defines a bijection from the ${ }_{i+1} F_{j}$ polynomials in $\mathbb{P}_{n}(\mathbb{C} \backslash\{0\})$ to the ${ }_{j+1} F_{i}$ polynomials in $\mathbb{P}_{n}(\mathbb{C} \backslash\{0\})$. More precisely, if we let

$$
p(x)={ }_{i+1} \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} \\
\boldsymbol{b}
\end{array} ; x\right), \quad q(x)={ }_{j+1} \mathcal{F}_{i}\left(\begin{array}{c}
-n,-n-\boldsymbol{b}+1 \\
-n-\boldsymbol{a}+1
\end{array} ; x\right),
$$

then

$$
p \in \mathbb{P}_{n}(\mathbb{R} \backslash\{0\}) \quad \Longleftrightarrow \quad q \in \mathbb{P}_{n}(\mathbb{R} \backslash\{0\})
$$

and

$$
p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) \Longleftrightarrow q \in \begin{cases}\mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) & \text { if } i+j \text { is even } \\ \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right) & \text { if } i+j \text { is odd }\end{cases}
$$

After this discussion, it should be clear that we can focus our study on polynomials of the type $i \leq j$ and then extrapolate the results to the case $i>j$. Notice that the fact that the properties of the Bessel polynomials follow from those of the Laguerre polynomials is the particular case of this bijection when $i=0, j=1$.

In the following sections, we will discuss in more detail what can be said about ${ }_{2} F_{2},{ }_{3} F_{1}$ and ${ }_{3} F_{2}$ hypergeometric polynomials, since these appear frequently in practical applications, but are much less studied than the ${ }_{2} F_{1}$ functions. Once again, we seek to illustrate our approach without aspiring to provide comprehensive results on real-rootedness or interlacing of these polynomials.

## 4.3. ${ }_{2} F_{2}$ and ${ }_{3} F_{1}$ Hypergeometric polynomials.

Several conclusions about ${ }_{2} F_{2}$ and ${ }_{3} F_{1}$ polynomials can be reached using the results in Section 4.2. Some of them are known (and we provide a bibliographic reference whenever available or known to us), and others are apparently new.

By Remark 4.9, the ${ }_{3} F_{1}$ polynomials are just reciprocal ${ }_{2} F_{2}$ polynomials. Therefore, we will focus on the ${ }_{2} F_{2}$ family and discuss some consequences for the ${ }_{3} F_{1}$ polynomials at the end of the section.

Table 3 summarizes some results that we can obtain directly using additive or multiplicative convolution of our building blocks (e.g. Laguerre, Bessel, and Jacobi). In the following, we provide a brief justification when the result is not trivial.

A particular case of the identity from Theorem 3.1 is

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a  \tag{69}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a \\
b_{1}
\end{array} ; x\right) \boxtimes_{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{2}
\end{array} ; x\right) .
$$

Recall that whenever both polynomials on the right-hand side of (69) are in $\mathbb{P}_{n}(\mathbb{R})$ and, additionally, one of them has all its roots of the same sign, we can conclude that the ${ }_{2} F_{2}$ polynomial on the left in (69) is also in $\mathbb{P}_{n}(\mathbb{R})$; this is the essence of Theorem 4.2 in the case $i=j=1$. Furthermore, we can narrow down the location of its roots to a smaller subset of $\mathbb{R}$ provided that we have additional information on the roots of the two factors on the right. Therefore, the first six rows of Table 3 is a result of combining rows $1-6$ of Table 2 with row 2 of Table 1 via the identity (69). The other rows are a consequence of the following proposition:

Proposition 4.10. Let $n \geq 4, k \in \mathbb{Z}_{n}$, and $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$.
The polynomial

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)
$$

if $b_{2}>0$, and additionally, one of the following conditions holds:
(i) $a=k+1 / 2$ and either $b_{1}=2-b_{2}>0$ or $b_{1}=1-b_{2}>0$;
(ii) $a=b_{1}+k-1 / 2$, and $b_{1}=\left(b_{2}+t+1\right) / 2$;
(iii) $a=\left(b_{1}+1\right) / 2+k$, and $b_{1}=2\left(b_{2}-1+t\right)$;
(iv) $a=b_{1} / 2+k$ and $b_{1}=2\left(b_{2}+t\right)-1$.

The polynomial

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R})
$$

| $\mathbf{a}$ | $\mathbf{b}_{\mathbf{1}}$ | $\mathbf{b}_{\mathbf{2}}$ | Roots in |
| :---: | :---: | :---: | :---: |
| $\mathbb{R}_{<-n+1}$ | $\left(-\mathbb{Z}_{n}\right) \cup \mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{\leq 0}$ |
| $\left\{b_{1}+1, b_{1}+2, \ldots\right\} \cup \mathbb{R}_{>b_{1}+n-2}$ | $\left(-\mathbb{Z}_{n}\right) \cup \mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{\geq 0}$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<a-n+2} \cup\{a-1, a-2, \ldots\}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $(-n+1,-n+2)$ | $\left(-\mathbb{Z}_{n}\right) \cup \mathbb{R}_{>-1}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $(-n+1,-n+2)$ | $\mathbb{R}_{<a-n+2} \cup\{a-1, a-2, \ldots\}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $\mathbb{R}_{<-n+1} \cup \mathbb{R}_{>b_{1}+n-2}$ | $(-1,0)$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $k+1 / 2$ | $2-b_{2}>0$ or $1-b_{2}>0$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $b_{1}+k-1 / 2$ | $\left(b_{2}+t+1\right) / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $\left(b_{1}+1\right) / 2+k$ | $2\left(b_{2}-1+t\right)$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $b_{1} / 2+k$ | $2\left(b_{2}+t\right)-1$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $b_{2}-1 / 2$ | $2 b_{2}-2$ | $(0,1)$ | $\mathbb{R}$ |
| $b_{2}-1 / 2$ | $2 b_{2}-1$ | $(-1,0)$ | $\mathbb{R}$ |
| $b_{2}+k-1 / 2$ | $2 b_{2}-2$ | $(1 / 2,1)$ | $\mathbb{R}$ |
| $k+1 / 2$ | $1-b_{2}$ or $2-b_{2}$ | $(-1,0)$ | $\mathbb{R}$ |

Table 3. Real zeros of ${ }_{2} \mathcal{F}_{2}\left(\frac{-n, a}{b_{1}, b_{2}} ; x\right)$. The first six rows are a consequence of combining the cases from Table 2 and Table 1 via the multiplicative convolution identity (69). For the remaining rows, see Proposition 4.10. In each appearance in the table above, $k \in \mathbb{Z}_{n}$ while $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$. Recall that we always assume (13), so that $a \notin\left(-\mathbb{Z}_{n}\right)$, and the polynomial is of degree exactly $n$. Moreover, a zero at $x=0$ appears only when either $b_{i} \in\left(-\mathbb{Z}_{n}\right)$.

## if one of the following conditions holds:

(v) $a=b_{2}-1 / 2, b_{1}=2 b_{2}-2$, and $b_{2} \in(0,1)$;
(vi) $a=b_{2}-1 / 2, b_{1}=2 b_{2}-1$, and $b_{2} \in(-1,0)$;
(vii) $a=b_{2}+k-1 / 2, b_{1}=2 b_{2}-2$, and $b_{2} \in(1 / 2,1)$;
(viii) $a=k+1 / 2$, and $b_{1}+b_{2} \in\{1,2\}$, if $b_{2} \in(-1,0)$.

Recall that in practice, $b_{1}$ and $b_{2}$ are indistinguishable, and their the roles can be interchanged.
Proof. In Example 3.10 we wrote the polynomial (up to a constant term, and a change of variable $x / 4 \mapsto x)$

$$
p(x)={ }_{4} \mathcal{F}_{2}\binom{-n,-c-n+1,-d-n+1,-c-d-n+2}{-\frac{c+d}{2}-n+1,-\frac{c+d-1}{2}-n+1}
$$

as an additive convolution of two Bessel polynomials. Recall that the Bessel polynomials (54) in Example 3.10 have real roots for $c, d>-1$ and only negative roots for $c, d>0$. Since by (12), for this polynomial $p$,

$$
\frac{e_{n}(p)}{e_{0}(p)}=\frac{(-1)^{n}}{4^{n}} \frac{(c+d+n-1)^{\bar{n}}}{(c)^{\bar{n}}(d)^{\bar{n}}}
$$

we conclude that for $c, d>-1, c, d \neq 0$, an appropriately normalized $p$ has no roots at the origin and $p \in \mathbb{P}_{n}(\mathbb{R})$. Moreover, $p \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)$ if $c, d>0$.

As a next step, we can use the reciprocal polynomial as in Remark 4.9 to transfer these results to a ${ }_{3} F_{3}$ polynomial: namely, we get that

$$
\begin{equation*}
{ }_{3} \mathcal{F}_{3}\binom{-n, \frac{c+d}{2}, \frac{c+d-1}{2}}{c, d, c+d-1} \tag{70}
\end{equation*}
$$

is real rooted for $c, d>-1$, with all roots positive for $c, d>0$.
Next, we can get a ${ }_{2} F_{2}$ function using the cancellation of some parameters in the hypergeometric expression above; obviously, all conclusions about the location of their zeros remain. Referring to the cases enumerated in the statement of the theorem:
(a) Setting in (70) $c=d-1$ we conclude that ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, d-1 / 2 \\ d, 2 d-2\end{array} ; x\right)$ is real-rooted for $d>0, d \neq 1$, with all roots positive for $d>1$.
(b) With $c=d$ in (70), we get that ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, d-1 / 2 \\ d, 2 d-1\end{array} x\right)$ is real-rooted for $d>-1, d \neq 0$, with all roots positive for $d>0$.
(c) With $c=2-d$ in (70), we see that ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, 1 / 2 \\ d, 2-d\end{array}, x\right)$ is real-rooted for $-1<d<3, d \neq 0,2$, with all roots positive for $0<d<2$.
(d) Finally, $c=1-d$ yield that ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, 1 / 2 \\ d, 1-d\end{array} ; x\right)$ is real-rooted for $-1<d<2, c \neq 0,1$, with all roots positive for $0<d<1$.
the assertions in (a) and (b) for the real-rooted case yield (v) and (vi) of the proposition, respectively. All other assertions can be extended to larger families by "replacing" a parameter upstairs by using the finite free multiplicative convolution of the polynomials from above with certain ${ }_{2} F_{1}$ polynomials from row 1 of Table $2,{ }^{5}$

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}  \tag{71}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1} \\
a_{2}
\end{array} ; x\right) .
$$

Namely, using (71) to combine polynomials from the assertions (a) and (b) above with the hypergeometric polynomial ${ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}-n, d+k-1 / 2 \\ d-1 / 2\end{array} x\right)$, yields that for $k=1,2, \ldots, n-1$,
(a') ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, d+k-1 / 2 \\ d, 2 d-2\end{array} x\right)$ is real-rooted for $d>1 / 2, d \neq 1$, with all roots positive for $d>1$.
(b') ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, d+k-1 / 2 \\ d, 2 d-1\end{array} ; x\right)$ has all roots positive for $d>1 / 2$.
the real-rooted case in ( $\mathrm{a}^{\prime}$ ) yields (vii) from the proposition.
Analogously, applying (71) to combine polynomials from (c) and (d) above with the hypergeometric polynomial ${ }_{2} \mathcal{F}_{1}\left({ }_{1 / 2}^{-n, k+1 / 2} ; x\right)$, we conclude that
(c') ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, k+1 / 2 \\ d, 2-d\end{array} ; x\right)$ is real-rooted for $-1<d<3, d \neq 0,2$, with all roots positive for $0<d<2$.
(d') ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, k+1 / 2 \\ d, 1-d\end{array} ; x\right)$ is real-rooted for $-1<d<2, d \neq 0,1$, with all roots positive for $0<d<1$.
These yield (i) of the proposition, in the case of all positive roots, and (viii) otherwise.
In a similar fashion, we can replace some parameters downstairs. For instance, using

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}  \tag{72}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1} \\
b_{1}, b_{3}
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b_{3} \\
b_{2}
\end{array} ; x\right)
$$

[^3]to combine polynomials from ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ) above with the polynomials ${ }_{2} \mathcal{F}_{1}\left({ }_{b}^{\left.-n,{ }_{b}^{2 d-2} ; x\right) \text { and }}\right.$ ${ }_{2} \mathcal{F}_{1}\left({ }^{-n,}{ }_{b}^{2 d-1} ; x\right)$, all of them satisfying the conditions of row 2 in table 2 , yields that for $n \geq 4$, $b>0$ and $k \in \mathbb{Z}_{n}$, the following families of ${ }_{2} \mathcal{F}_{2}$ polynomials are real-rooted and their zeros all positive:

(a") ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, \underset{d, b}{d+k-1 / 2} ; x) \text { for } 2 d-1=b+t \text {, where either } t \in \mathbb{Z}_{n} \text { or } t>n-2 . ~ . ~\end{array}\right.$
This gives us (ii) of the proposition. If we use (72) to combine polynomials from (a') and (b') above with ${ }_{2} \mathcal{F}_{1}\left({ }_{b}^{d} ; x\right)$ satisfying the conditions of row 2 in table 2 , then we find that for $n \geq 4$, $b>0$ and $k \in \mathbb{Z}_{n}$, the following families of ${ }_{2} \mathcal{F}_{2}$ polynomials are real-rooted and all their zeros positive:
(b") ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, d+k-1 / 2 \\ 2 d-2, b\end{array} ; x\right)$ for $d=b+t$, where either $t \in \mathbb{Z}_{n}$ or $t>n-2$.
(c") ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, d+k-1 / 2 \\ 2 d-1, b\end{array} ; x\right)$ for $d=b+t$, where either $t \in \mathbb{Z}_{n}$ or $t>n-2$.
These imply (iii) and (iv), respectively.
Remark 4.11. As we mentioned earlier, our approach is not exhaustive and Table 3 does not contain all combinations of parameters that produce real-rooted polynomials. However, we can use our method to exclude some combinations of parameters. For example, the contrapositive of (ii) in Proposition 2.7 states that $p \boxtimes_{n} q \notin \mathbb{P}_{n}(\mathbb{R}), q \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right) \Rightarrow p \notin \mathbb{P}(\mathbb{R})$. We can use it with factorization

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a  \tag{73}\\
b_{1}, b_{2}
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{0}\left(\begin{array}{c}
-n, b_{2} \\
\cdot
\end{array} ; x\right)={ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a \\
b_{1}
\end{array} ; x\right) .
$$

Notice that for $b_{2}<-n+1$, the second term on the left-hand side is a Bessel polynomial with all negative roots. Thus, if the pair $\left(a, b_{1}\right)$ does not satisfy some of the conditions of Table 2 (so that the right-hand side is a Jacobi polynomial with at least one complex root), then ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{l}-n, a \\ b_{1}, b_{2}\end{array} ; x\right)$ also has at least one complex root. This kind of argument allows one to find several major regions of parameters where we can assure that the corresponding polynomials are not real-rooted polynomials. For instance, we have that

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
b_{1}, b_{2}
\end{array} ; x\right) \notin \mathbb{P}(\mathbb{R}),
$$

whenever one of the following assumptions holds:

- $b_{1}, b_{2}<-n+1$ and $a>0$ or $a<\max \left\{b_{1}-n+2, b_{2}-n+2\right\}$; or
- $b_{1}<-n+1, a>0$ and $b_{2}>a+n-2$.

We can also draw conclusions about the interlacing of the ${ }_{2} \mathcal{F}_{2}$ polynomials using (56)-(57) and (62)-(64). For instance, applying Theorem 4.2 to the polynomials in Table 2 we can obtain the following result that covers several important cases:

Corollary 4.12. Let $c \in(0, \infty)$ and let $a, b \in \mathbb{R}$ be two parameters such that ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, a \\ b\end{array} ; x\right) \in$ $\mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right)$ (for instance, $(a, b)$ belong to a case covered in Table 2). Then

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
b, c
\end{array} ; x\right) \preccurlyeq{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a \\
b, c+t
\end{array} ; x\right), \quad 0 \leq t \leq 2 .
$$

If ${ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}-n, a \\ b\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right)$, the interlacing should be reversed.

Several interesting results on real-rootedness and zero interlacing of ${ }_{2} F_{2}$ polynomials have been obtained in [31, Section 2]. We revisit them next, using our approach, which allows us to obtain some generalizations.

For example, the fact that for $c>0, k \in \mathbb{Z}_{n}$, and $b+k \notin\left(-\mathbb{Z}_{n}\right)$, with either $b>0, b<-n-k+1$, or $b \in\left(-\mathbb{Z}_{n}\right)$, then

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, b+k \\
b, c
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{\geq 0}\right),
$$

which follows from rows 2 and 3 of Table 3, partially generalizes the statement of [31, Theorem 2.2] (where it is claimed that at least $n-k$ roots are distinct and positive). Moreover, in the particular case of $k=1$, identity (69) reads as

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, b+1 \\
b, c
\end{array} ; x\right)={ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
c
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+1 \\
b
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R}),
$$

and we know that all roots are positive if $b \notin[-n, 0]$. Moreover, by Remark 4.1 we know that the resulting polynomial interlaces ${ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}-n \\ c\end{array} ; x\right)$. These claims are precisely the content of [31, Theorem 2.3]. Actually, from the interlacing property of the Laguerre polynomials we can also derive that for $0 \leq t \leq 2$ the following interlacing holds:

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, b+1 \\
b, c
\end{array} ; x\right) \preccurlyeq{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, b+1 \\
b, c+t
\end{array} ; x\right) .
$$

With a similar procedure, for the case $k=2$ we can factorize

$$
{ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, b+2 \\
b, c
\end{array} ; x\right):={ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
c
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, b+2 \\
b
\end{array} ; x\right) .
$$

The conclusions of [31, Theorem 2.4] then follow from the properties of the ${ }_{2} F_{1}$ polynomial on the right and the multiplicative convolution.
Remark 4.13. The results in [31] are based on the quasi-orthogonality property of the corresponding hypergeometric polynomials. Several examples show that a finite free convolution of (quasi)orthogonal polynomials can generate families of orthogonal or multiple orthogonal polynomials. Understanding this property further is an interesting open problem in this field.

To finish this section, we use Remark 4.9 to claim that ${ }_{3} F_{1}$ polynomials are just reciprocal ${ }_{2} F_{2}$ polynomials. To be more precise, a combination of parameters ( $a, b_{1}, b_{2}$ ) satisfying a condition of any row of Table 3 implies that

$$
{ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}
-n,-b_{1}-n+1,-b_{2}-n+1  \tag{74}\\
-a-n+1
\end{array} ; x\right)
$$

is real-rooted. We illustrate this assertion in the following Corollary that is a result of taking the reciprocal polynomials from Proposition 4.10:

Corollary 4.14. Let $n \geq 4, k \in \mathbb{Z}_{n}$, and $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$.
The polynomial

$$
{ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)
$$

if $a_{2}<-n+1$, and additionally, one of the following conditions holds:
(i) $b=-n-k+1 / 2$ and either $a_{1}=-a_{2}-2 n<-n+1$ or $a_{1}=-a_{2}-2 n+1<-n+1$;
(ii) $b=a_{1}-k+1 / 2$, and $a_{1}=\left(a_{2}-n-t\right) / 2$;
(iii) $b=\left(a_{1}-n\right) / 2-k$, and $a_{1}=2 a_{2}+n+1-2 t$;
(iv) $b=\left(a_{1}-n+1\right) / 2-k$ and $a_{1}=2 a_{2}+n-2 t$.

Moreover, the polynomial

$$
{ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b
\end{array}{ }^{2}\right) \in \mathbb{P}_{n}(\mathbb{R})
$$

if one of the following conditions holds:
(v) $b=a_{2}+1 / 2, a_{1}=2 a_{2}+n+1$, and $a_{2} \in(-n,-n+1)$;
(vi) $b=a_{2}+1 / 2, a_{1}=2 a_{2}+n$, and $a_{2} \in(-n+1,-n+2)$;
(vii) $b=a_{2}-k+1 / 2, a_{1}=2 a_{2}+n+1$, and $a_{2} \in(-n,-n+1 / 2)$;
(viii) $b=-n-k+1 / 2$, and $a_{1}+a_{2}+2 n \in\{0,1\}$, if $a_{2} \in(-n+1,-n+2)$.

We summarize some of our results on the real zeros of ${ }_{3} F_{1}$ polynomials in Table 4.

| $\mathbf{a}_{\mathbf{1}}$ | $\mathbf{a}_{\mathbf{2}}$ | $\mathbf{b}$ | Roots in |
| :---: | :---: | :---: | :---: |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<a_{1}-n+2}$ | $\mathbb{R}_{<0}$ |
| $\mathbb{R}_{>b+n-2}$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $\mathbb{R}_{<-n+2} \backslash\{-n+1\}$ | $\mathbb{R}_{<-n+1}$ | $(-1,0)$ | $\mathbb{R}$ |
| $\mathbb{R}_{>b+n-2}$ | $\mathbb{R}_{<-n+1}$ | $(-1,0)$ | $\mathbb{R}$ |
| $(-n+1,-n+2)$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<a_{1}-n+2} \cup \mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $\left\{-a_{2}-2 n,-a_{2}-2 n+1\right\} \cap \mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<-n+1}$ | $-n-k+1 / 2$ | $\mathbb{R}_{<0}$ |
| $\left(a_{2}-n-t\right) / 2$ | $\mathbb{R}_{<-n+1}$ | $a_{1}-k+1 / 2$ | $\mathbb{R}_{<0}$ |
| $2 a_{2}+n+1-2 t$ | $\mathbb{R}_{<-n+1}$ | $\left(a_{1}-n\right) / 2-k$ | $\mathbb{R}_{<0}$ |
| $2 a_{2}+n-2 t$ | $\mathbb{R}_{<-n+1}$ | $\left(a_{1}-n+1\right) / 2-k$ | $\mathbb{R}_{<0}$ |
| $2 a_{2}+n+1$ | $(-n,-n+1)$ | $a_{2}+1 / 2$ | $\mathbb{R}$ |
| $2 a_{2}+n$ | $(-n+1,-n+2)$ | $a_{2}+1 / 2$ | $\mathbb{R}$ |
| $2 a_{2}+n+1$ | $(-n,-n+1 / 2)$ | $a_{2}-k+1 / 2$ | $\mathbb{R}$ |
| $-a_{2}-2 n+j, j \in\{0,1\}$ | $(-n+1,-n+2)$ | $-n-k+1 / 2$ | $\mathbb{R}$ |

TABLE 4. Real zeros of ${ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}-n, a_{1}, a_{2} \\ b\end{array} x\right)$. The first six rows are a consequence of using (74) with the corresponding rows of Table 3. For the remaining rows, see Corollary 4.14. In each appearance in the table above, $k \in \mathbb{Z}_{n}$ while $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$. Recall that we always assume (13), so that $a_{i} \notin\left(-\mathbb{Z}_{n}\right)$, and the polynomial is of degree exactly $n$. Moreover, a zero at $x=0$ appears only when $b \in\left(-\mathbb{Z}_{n}\right)$.
4.4. ${ }_{3} F_{2}$ Generalized hypergeometric polynomials. Several results on real-rootedness of ${ }_{3} F_{2}$ were obtained in the literature, in particular in [18, 20, 30, 31]. In this section, we focus on how to establish some generalizations of these results using finite free multiplicative convolution (Theorem 3.1).

As in the previous section, we factorize the ${ }_{3} \mathcal{F}_{2}$ polynomial into the multiplicative convolution of two or more real-rooted polynomials, all but one of them with all roots of the same sign. Obviously, these representations are not unique and depend on how we partition the parameter space $\boldsymbol{a} \times \boldsymbol{b}$, with $\boldsymbol{a}=\left(a_{1}, a_{2}\right)$ and $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$, into subsets.

The most basic option is to represent $\boldsymbol{a} \times \boldsymbol{b}$ as the union of $\left(\left\{a_{j}\right\},\{\cdot\}\right)$ and $\left(\{\cdot\},\left\{b_{j}\right\}\right)$, with $j=1,2$, which produces a representation of the ${ }_{3} \mathcal{F}_{2}$ polynomial as ${ }_{2} \mathcal{F}_{0} \boxtimes{ }_{2} \mathcal{F}_{0} \boxtimes{ }_{1} \mathcal{F}_{1} \boxtimes{ }_{1} \mathcal{F}_{1}$. To obtain real rooted polynomials, each parameter must satisfy rather restrictive conditions. In general, we can do better by using other partitions, namely:

- $\left(\left\{a_{1}\right\},\left\{b_{1}\right\}\right) \cup\left(\left\{a_{2}\right\},\left\{b_{2}\right\}\right)$, which produces a representation ${ }_{2} \mathcal{F}_{1} \boxtimes_{2} \mathcal{F}_{1}$;
- $\left(\left\{a_{1}\right\},\left\{b_{1}, b_{2}\right\}\right) \cup\left(\left\{a_{2}\right\},\{\cdot\}\right)$, which produces a representation ${ }_{2} \mathcal{F}_{2} \boxtimes_{2} \mathcal{F}_{0}$;
- $\left(\left\{a_{1}, a_{2}\right\},\left\{b_{1}\right\}\right) \cup\left(\{\cdot\},\left\{b_{2}\right\}\right)$, which produces a representation ${ }_{3} \mathcal{F}_{1} \boxtimes_{1} \mathcal{F}_{1}$.

Let us discuss these three partitions more systematically.
Case 1: we can generate real-rooted polynomials by using the representation

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2}  \tag{75}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1} \\
b_{1}
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{2} \\
b_{2}
\end{array} ; x\right)
$$

and the entries of Table 2. Namely, we can combine the parameters of any row of Table 2 with those in the rows corresponding to nonnegative (or nonpositive) zeros (rows 1-3). More precise information on the location of the zeros is obtained if we restrict ourselves to rows 1-3 only.

Since the methodology is straightforward, we are not going to provide a comprehensive list of the outcomes of such representations. Instead, we highlight some of the most interesting combinations of parameters $a_{i}$ and $b_{i}$ for which the polynomial on the left-hand side of (75) is real rooted, and point out how they generalize the already known results. Obviously, the roles of $a_{1}$ and $a_{2}$ (as well as $b_{1}$ and $b_{2}$ ) can be freely interchanged.

For instance, by combining the major intervals of parameters in rows 1-3 from Table 2 we obtain six different domains of parameters for which the zeros of the polynomials are all real and have the same sign:

Proposition 4.15. Consider

$$
p(x)={ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) .
$$

(i) if $b_{1}, b_{2}>0, a_{1}<-n+1$ and $a_{2}>\min \left\{b_{1}, b_{2}\right\}+n-2$ then $p \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)$.
(ii) if $b_{1}, b_{2}>0, a_{1}>b_{1}+n-2$ and $a_{2}>b_{2}+n-2$, then $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$.
(iii) if $b_{1}, b_{2}>0, a_{1}, a_{2}<-n+1$ then $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$.
(iv) if $a_{1}, a_{2}<-n+1, b_{1}>0$ and $b_{2}<\min \left\{a_{1}, a_{2}\right\}-n+2$ then $p \in \mathbb{P}_{n}\left(\mathbb{R}_{\leq 0}\right)$.
(v) if $a_{1}, a_{2}<-n+1, b_{1}<a_{1}-n+2$ and $b_{2}<a_{2}-n+2$ then $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$.
(vi) if $a_{1}<-n+1, b_{1}<a_{1}-n+2, b_{2}>0$ and $a_{2}>b_{2}+n-2$ then $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$.

The result in (iii) generalizes [20, Theorem 9]. We summarize these six main regions in Table 5.

| $\mathbf{a}_{\mathbf{1}}$ | $\mathbf{a}_{\mathbf{2}}$ | $\mathbf{b}_{\mathbf{1}}$ | $\mathbf{b}_{\mathbf{2}}$ | Roots in |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{>\min \left\{b_{1}, b_{2}\right\}+n-2}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $\mathbb{R}_{>b_{1}+n-2}$ | $\mathbb{R}_{>b_{2}+n-2}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<\min \left\{a_{1}, a_{2}\right\}-n+2}$ | $\mathbb{R}_{<0}$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{<a_{1}-n+2}$ | $\mathbb{R}_{<a_{2}-n+2}$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{<-n+1}$ | $\mathbb{R}_{>b_{2}+n-2}$ | $\mathbb{R}_{<a_{1}-n+2}$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{>0}$ |

Table 5. Real zeros of ${ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}-n, a_{1}, a_{2} \\ b_{1}, b_{2}\end{array} ; x\right)$, as described in Propositions 4.15. Since in this case always $a_{i} \notin\left(-\mathbb{Z}_{n}\right)$, all polynomials are of degree exactly $n$.

In addition to these six domains of parameters, we can obtain more admissible combinations using the remaining values from rows 1-3 in Table 2. Since the detailed explanation is tedious, our exposition here will be more schematic.

Namely, any assertion from Proposition 4.15 (equivalently, any row from Table 5) can be extended as follows:
(R1) by replacing condition $b_{i}>0$ by $b \in\left(-\mathbb{Z}_{n}\right)$ we arrive at the same conclusion but with possible roots at the origin.
(R2) by replacing condition $b_{i}<a_{i}-n+2$ (or equivalently, $a_{i}>b_{i}+n-2$ ) by $b_{i} \in\left\{a_{i}-1, a_{i}-\right.$ $\left.2, \ldots, a_{i}-n+1\right\}$ (or equivalently, $a_{i} \in\left\{b_{i}+1, b_{i}+2, \ldots, b_{i}+n-1\right\}$ ) we get the same conclusion as before.
This procedure can be iterated with the other set of parameters as long as the conditions are met.
Finally, we can apply (75) combining the parameters from rows $1-3$ in Table 2 with those in rows $4-6$. In this case, we get real-rooted polynomials, although we cannot guarantee that all the roots will be of the same sign. Once again, any assertion of Proposition 4.15 (or the one obtained after applying procedures (R1)-(R2)) can be extended as follows:
(R3) by replacing condition $b_{i}>0$ by $b_{i}>-1$, or
(R4) by replacing condition $a_{i}<-n+1$ by $a_{i}<-n+2$,
which yields real-rooted polynomials. Notice however that procedures (R3)-(R4) cannot be iterated: a second replacement amounts to finding the multiplicative convolution of two real-rooted polynomials (and not all roots are necessarily of the same sign), whose outcome is not determined a priori.

Let us illustrate the considerations above by retrieving some previously known results.
By applying replacement (R2) to parameters from row 1 in Table 5 we conclude that

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, b_{2}+k \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right) \quad \text { whenever } b_{1}, b_{2}>0, \text { and } a_{1}<-n+1 .
$$

This result (together with row 1 in Table 5 itself) generalizes [20, Theorem 7].
Analogously, applying replacement (R2) to parameters from rows 2, 4-6 in Table 5 (and with an appropriate reparametrization) we obtain that for

$$
p(x)={ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, c+k \\
b_{1}, c
\end{array} ; x\right), \quad k=1, \ldots, n-1
$$

- $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$ whenever $b_{1}, c>0$, and $a_{1}>b_{1}+n-2$.
- $p \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)$ whenever $b_{1}>0, c<-n-k+1$, and $a_{1}<-n+1$.
- $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$ whenever $a_{1}<-n+1, c<-n-k+1$, and $b_{1}<a_{1}-n+2$.
- $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$ whenever $c>0, a_{1}<-n+1$, and $b_{1}<a_{1}-n+2$.
- $p \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$ whenever $b_{1}>0, c<-n-k+1$, and $a_{1}>b_{1}+n-2$.

These results partially extend [31, Corollary 3.2].
Case 2: we consider the representation

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2}  \tag{76}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{2} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1} \\
b_{1}, b_{2}
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{0}\binom{-n, a_{2}}{\cdot x}
$$

combined with the results from Table 3 and the Bessel polynomials, rows 5-6 from Table 1. Again, we need one of the polynomials to be real-rooted and the other one to have only nonnegative or only nonpositive roots.

Notice that the first 6 rows of Table 3 were obtained using the representation of the ${ }_{2} F_{2}$ polynomials as ${ }_{2} \mathcal{F}_{1} \boxtimes_{1} \mathcal{F}_{1}$. Therefore, a combination of these rows with rows $5-6$ of Table 1 is equivalent to the factorization ${ }_{2} \mathcal{F}_{1} \boxtimes_{1} \mathcal{F}_{1} \boxtimes_{2} \mathcal{F}_{0}$, which is already included in case 1 . Hence, here we focus only on rows $7-15$ of Table 3 (Proposition 4.10 ), which were obtained using additive convolution. For instance, a multiplicative convolution with row 5 of Table 1 yields:

Proposition 4.16. Let $n \geq 4, k \in \mathbb{Z}_{n}$, and $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$.

The polynomial

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)
$$

if $a_{2}<-n+1, b_{2}>0$, and additionally, one of the following conditions holds:
(i) $a_{1}=k+1 / 2$ and either $b_{1}=2-b_{2}>0$ or $b_{1}=1-b_{2}>0$;
(ii) $a_{1}=b_{1}+k-1 / 2$, and $b_{1}=\left(b_{2}+t+1\right) / 2$;
(iii) $a_{1}=\left(b_{1}+1\right) / 2+k$, and $b_{1}=2\left(b_{2}-1+t\right)$;
(iv) $a_{1}=b_{1} / 2+k$ and $b_{1}=2\left(b_{2}+t\right)-1$.

The polynomial

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}(\mathbb{R})
$$

if $a_{2}<-n+1$ and one of the following conditions holds:
(v) $a_{1}=b_{2}-1 / 2, b_{1}=2 b_{2}-2$, and $b_{2} \in(0,1)$;
(vi) $a_{1}=b_{2}-1 / 2, b_{1}=2 b_{2}-1$, and $b_{2} \in(-1,0)$;
(vii) $a_{1}=b_{2}+k-1 / 2, b_{1}=2 b_{2}-2$, and $b_{2} \in(1 / 2,1)$;
(viii) $a_{1}=k+1 / 2$, and $b_{1}+b_{2} \in\{1,2\}$, if $b_{2} \in(-1,0)$.

Once again, we gather these domains of parameters in Table 6.

| $\mathbf{a}_{1}$ | $\mathbf{a}_{2}$ | $\mathbf{b}_{\mathbf{1}}$ | $\mathbf{b}_{\mathbf{2}}$ | Roots in |
| :---: | :---: | :---: | :---: | :---: |
| $k+1 / 2$ | $\mathbb{R}_{<-n+1}$ | $2-b_{2}>0$ or $1-b_{2}>0$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $b_{1}+k-1 / 2$ | $\mathbb{R}_{<-n+1}$ | $\left(b_{2}+t+1\right) / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $\left(b_{1}+1\right) / 2+k$ | $\mathbb{R}_{<-n+1}$ | $2\left(b_{2}-1+t\right)$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $b_{1} / 2+k$ | $\mathbb{R}_{<-n+1}$ | $2\left(b_{2}+t\right)-1$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $b_{2}-1 / 2$ | $\mathbb{R}_{<-n+1}$ | $2 b_{2}-2$ | $(0,1)$ | $\mathbb{R}$ |
| $b_{2}-1 / 2$ | $\mathbb{R}_{<-n+1}$ | $2 b_{2}-1$ | $(-1,0)$ | $\mathbb{R}$ |
| $b_{2}+k-1 / 2$ | $\mathbb{R}_{<-n+1}$ | $2 b_{2}-2$ | $(1 / 2,1)$ | $\mathbb{R}$ |
| $k+1 / 2$ | $\mathbb{R}_{<-n+1}$ | $1-b_{2}$ or $2-b_{2}$ | $(-1,0)$ | $\mathbb{R}$ |

TABLE 6. Real zeros of ${ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}-n, a_{1}, a_{2} \\ b_{1}, b_{2}\end{array} ; x\right)$, as described in Proposition 4.16. In each appearance in the table above, $k \in \mathbb{Z}_{n}$ while $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>_{n-2}}$. Recall that we always assume (13), so $a_{i} \notin\left(-\mathbb{Z}_{n}\right)$, and the polynomial is of degree exactly $n$. Moreover, a zero at $x=0$ appears only when $b_{i} \in\left(-\mathbb{Z}_{n}\right)$.

A particular case of the assertions (vi) and (ii) (with $k=t=0$ ) of Proposition 4.16 is a generalization of [20, Theorem 8]. Furthermore, taking $b_{1}=b_{2}=1$ and $k=t=0$ in assertion (ii) of Proposition 4.16, we conclude that

$$
p(x)={ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, 1 / 2,-n \pm 1 / 2 \\
1,1
\end{array} x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)
$$

the real-rootedness of this polynomial was conjectured by B. Ringeling and W. Zudilin ${ }^{6}$.
Case 3: we consider the representation

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2}  \tag{77}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b_{1}
\end{array}{ }^{2}\right) \boxtimes_{n}{ }_{1} \mathcal{F}_{1}\left(\begin{array}{c}
-n \\
b_{2}
\end{array} ; x\right)
$$

[^4]combined with the results from Table 4 and the Laguerre polynomials, rows 2-3 from Table 1. Notice that if $b_{2}>0$, it is sufficient for the ${ }_{1} F_{1}$ polynomial to be real rooted. On the other hand, using Remark 4.9 and taking the reciprocal polynomials for both terms in (76) we can show that Case 3 is in a certain sense dual to Case 2. Thus, many of the results below can be derived alternatively using this duality.

For instance, combining the results of Theorem 4.2 and Corollary 4.14 using (77) we get
Proposition 4.17. Let $n \geq 4, k \in \mathbb{Z}_{n}$, and $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$.
The polynomial

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{<0}\right)
$$

if $a_{2}<-n+1, b_{2}>0$, and additionally, one of the following conditions holds:
(i) $b_{1}=-n-k+1 / 2$ and either $a_{1}=-a_{2}-2 n<-n+1$ or $a_{1}=-a_{2}-2 n+1<-n+1$;
(ii) $b_{1}=a_{1}-k+1 / 2$, and $a_{1}=\left(a_{2}-n-t\right) / 2$;
(iii) $b_{1}=\left(a_{1}-n\right) / 2-k$, and $a_{1}=2 a_{2}+n+1-2 t$;
(iv) $b_{1}=\left(a_{1}-n+1\right) / 2-k$ and $a_{1}=2 a_{2}+n-2 t$.

Moreover, the polynomial

$$
{ }_{3} \mathcal{F}_{1}\left(\begin{array}{c}
-n, \\
a_{1}, \\
b
\end{array} a_{2} ; x\right) \in \mathbb{P}_{n}(\mathbb{R})
$$

if $b_{2}>0$ and one of the following conditions holds:
(v) $b_{1}=a_{2}+1 / 2, a_{1}=2 a_{2}+n+1$, and $a_{2} \in(-n,-n+1)$;
(vi) $b_{1}=a_{2}+1 / 2, a_{1}=2 a_{2}+n$, and $a_{2} \in(-n+1,-n+2)$;
(vii) $b_{1}=a_{2}-k+1 / 2, a_{1}=2 a_{2}+n+1$, and $a_{2} \in(-n,-n+1 / 2)$;
(viii) $b_{1}=-n-k+1 / 2$, and $a_{1}+a_{2}+2 n \in\{0,1\}$, if $a_{2} \in(-n+1,-n+2)$.

We summarize these results in Table 7.

| $\mathbf{a}_{1}$ | $\mathbf{a}_{2}$ | $\mathbf{b}_{\mathbf{1}}$ | $\mathbf{b}_{\mathbf{2}}$ | Roots in |
| :---: | :---: | :---: | :---: | :---: |
| $-a_{2}-2 n+j<-n+1$ | $\mathbb{R}_{<-n+1}$ | $-n-k+1 / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $\left(a_{2}-n-t\right) / 2$ | $\mathbb{R}_{<-n+1}$ | $a_{1}-k+1 / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $2 a_{2}+n+1-2 t$ | $\mathbb{R}_{<-n+1}$ | $\left(a_{1}-n\right) / 2-k$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $2 a_{2}+n-2 t$ | $\mathbb{R}_{<-n+1}$ | $\left(a_{1}-n+1\right) / 2-k$ | $\mathbb{R}_{>0}$ | $\mathbb{R}_{<0}$ |
| $2 a_{2}+n+1$ | $(-n,-n+1)$ | $a_{2}+1 / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $2 a_{2}+n$ | $(-n+1,-n+2)$ | $a_{2}+1 / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $2 a_{2}+n+1$ | $(-n,-n+1 / 2)$ | $a_{2}-k+1 / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |
| $-a_{2}-2 n+j$ | $(-n+1,-n+2)$ | $-n-k+1 / 2$ | $\mathbb{R}_{>0}$ | $\mathbb{R}$ |

Table 7. Real zeros of ${ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}-n, a_{1}, a_{2} \\ b_{1}, b_{2}\end{array}, x\right)$, as described in Proposition 4.17. In each appearance in the table above, $k \in \mathbb{Z}_{n}, j \in\{0,1\}$, and $t \in \mathbb{Z}_{n} \cup \mathbb{R}_{>n-2}$. Recall that we always assume (13), so that $a_{i} \notin\left(-\mathbb{Z}_{n}\right)$, and the polynomial is of degree exactly $n$. Moreover, a zero at $x=0$ appears only when $b_{i} \in\left(-\mathbb{Z}_{n}\right)$.

As we have mentioned a few times, we do not claim that our approach is universal, and there are several results in the literature that we do not yet know how to prove using our method. To bridge this gap, we could try to use a combination of additive and multiplicative convolutions, similar to what was done in Proposition 4.10. However, we have not been able to find new combinations of parameters that lead to real-rooted families using this idea.

Also, it is tempting to use the identity

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{2}  \tag{78}\\
b_{1}, b_{2}
\end{array} ; x\right)={ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a_{1}, a_{3} \\
b_{1}, b_{2}
\end{array} ; x\right) \boxtimes_{n}{ }_{2} \mathcal{F}_{1}\left(\begin{array}{c}
-n, a_{1} \\
a_{3}
\end{array} ; x\right),
$$

to extend previous assertions to some other combination of parameters. Nevertheless, at this stage, it does not lead to new results. The reason is that all real-rooted ${ }_{3} \mathcal{F}_{2}$ polynomials obtained so far are a result of the multiplicative convolution of more elementary "blocks", so that by replacing a parameter in a factor we get another factorization that was already considered.

However, we can use (78) to extend some results in the literature to wider regions of parameters. We finish this section by illustrating it with some examples from [18].

For example, in [18, Theorem 3.6] it was proved that

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, n+1,1 / 2 \\
b_{1}, 2-b_{1}
\end{array} ; x\right) \in \mathbb{P}_{n}(0,1)
$$

if $b_{1} \in(0,2)$. A multiplicative convolution with the polynomial

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{l}
-n, a \\
n+1
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) \quad \text { for } a>2 n-1,
$$

satisfying conditions from Row 2 of Table 2, shows that for $a>2 n-1$,

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, a, 1 / 2 \\
b_{1}, 2-b_{1}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) .
$$

Analogously, by [18, Theorem 3.3],

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, 2 b_{1}+n, b_{1}-1 / 2 \\
b_{1}, 2 b_{1}-1
\end{array} x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)
$$

if $b_{1}>0$. Thus, a multiplicative convolution with the polynomial

$$
{ }_{2} \mathcal{F}_{1}\binom{-n, a_{1}}{2 b_{1}+n} \in \begin{cases}\mathbb{P}_{n}\left(\mathbb{R}_{<0}\right) & \text { for } a_{1}<-n+1, \\ \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) & \text { for } a_{1}>2\left(b_{1}+n-1\right),\end{cases}
$$

satisfying conditions from Rows 1 and 2 of Table 2, shows that for $a>2\left(b_{1}+n-1\right)$,

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{cl}
-n, a_{1}, b_{1}-1 / 2 \\
b_{1}, 2 b_{1}-1
\end{array} ; x\right) \in \begin{cases}\mathbb{P}_{n}\left(\mathbb{R}_{<0}\right) & \text { for } a_{1}<-n+1, b_{1}>0 \\
\mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) & \text { for } a_{1}>2\left(b_{1}+n-1\right), b_{1}>0\end{cases}
$$

Finally, by [18, Theorem 3.4],

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}
-n, 2 b_{1}+n-1, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) \in \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)
$$

if $a_{2}=b_{1}-1 / 2, b_{2}=2 b_{1}-2$, and $b_{1}>1$. Taking a multiplicative convolution with the polynomial

$$
{ }_{2} \mathcal{F}_{1}\left(\begin{array}{cl}
-n, a_{1} \\
2 b_{1}+n-1
\end{array} ; x\right) \in \begin{cases}\mathbb{P}_{n}\left(\mathbb{R}_{<0}\right) & \text { for } a_{1}<-n+1, \\
\mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) & \text { for } a_{1}>2\left(b_{1}+n\right)-3,\end{cases}
$$

satisfying conditions from Rows 1 and 2 of Table 2, it shows that

$$
{ }_{3} \mathcal{F}_{2}\left(\begin{array}{cl}
-n, a_{1}, a_{2} \\
b_{1}, b_{2}
\end{array} ; x\right) \in \begin{cases}\mathbb{P}_{n}\left(\mathbb{R}_{<0}\right) & \text { for } a_{1}<-n+1, \\
\mathbb{P}_{n}\left(\mathbb{R}_{>0}\right) & \text { for } a_{1}>2\left(b_{1}+n\right)-3,\end{cases}
$$

again, if $a_{2}=b_{1}-1 / 2, b_{2}=2 b_{1}-2$, and $b_{1}>1$.
We summarize these final results in Table 8.

| $\mathbf{a}_{1}$ | $\mathbf{a}_{2}$ | $\mathbf{b}_{\mathbf{1}}$ | $\mathbf{b}_{\mathbf{2}}$ | Roots in |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbb{R}_{>2 n-1}$ | $1 / 2$ | $(0,2)$ | $2-b_{1}$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{>2\left(b_{1}+n-1\right)}$ | $b_{1}-1 / 2$ | $\mathbb{R}_{>0}$ | $2 b_{1}-1$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{<-n+1}$ | $b_{1}-1 / 2$ | $\mathbb{R}_{>0}$ | $2 b_{1}-1$ | $\mathbb{R}_{<0}$ |
| $\mathbb{R}_{>2\left(b_{1}+n\right)-3}$ | $b_{1}-1 / 2$ | $\mathbb{R}_{>1}$ | $2 b_{1}-2$ | $\mathbb{R}_{>0}$ |
| $\mathbb{R}_{<-n+1}$ | $b_{1}-1 / 2$ | $\mathbb{R}_{>1}$ | $2 b_{1}-2$ | $\mathbb{R}_{<0}$ |

TABLE 8. Some additional cases of real zeros of ${ }_{3} \mathcal{F}_{2}\left(\begin{array}{c}-n, a_{1}, a_{2} \\ b_{1}, b_{2}\end{array} ; x\right)$. Recall that we always assume (13), so that $a_{i} \notin\left(-\mathbb{Z}_{n}\right)$, and the polynomial is of degree exactly $n$.

## 5. Finite free probability and asymptotics

### 5.1. Free probability.

The goal of this section is to briefly explain how we can recast the previous results in the framework of free probability. Free probability is a theory that studies non-commutative random variables, and it is especially useful in the study of the spectra of large random matrices.

There are several natural parallels between the commutative and non-commutative theories. Since the concept of independence in classical probability theory is commutative in nature, it is replaced by the notion of "freeness" or free independence, which is better suited to non-commutative random variables. Moreover, the central operations are the free additive $\boxplus$ and the free multiplicative convolution $\boxtimes$ of the measures which naturally correspond to the sum and multiplication of free random variables. The study of the free convolutions $\boxplus$ and $\boxtimes$ can be addressed either using the original Voiculescu's analytic tools such as $R$-transform and $S$-transform, or by the combinatorial theory developed by Nica and Speicher that makes use of free cumulants and noncrossing set partitions. Throughout this section, we assume that the reader has some familiarity with the theory of free probability; the standard references are [54] for the analytical perspective and [44] for the combinatorics perspective.

The connection between the convolutions of polynomials and free probability (reason for the name of "finite free" convolutions) was first noticed by Marcus, Spielman, and Srivastava in [40], when they used Voiculescu's $R$-transform and $S$-transform to improve the bounds on the largest root of a convolution of two real-rooted polynomials. This connection was explored further in [38], where Marcus defined a finite $R$-transform and $S$-transform that are related to Voiculescu's transforms in the limit. Using finite free cumulants, Arizmendi and Perales [3], showed that finite free additive convolution becomes a free additive convolution. This was later proved for the multiplicative convolution by Arizmendi, Garza-Vargas and Perales [2].

There is a natural way to associate a probability measure with a polynomial: given a polynomial $p$ of degree $n$ and roots $\lambda_{j}(p), j=1, \ldots, n$ (not necessarily all distinct), its (normalized) zero counting measure (also known in this context as the empirical root distribution of $p$ ) is

$$
\begin{equation*}
\mu(p):=\frac{1}{n} \sum_{j=1}^{n} \delta_{\lambda_{j}(p)}, \tag{79}
\end{equation*}
$$

where $\delta_{z}$ is the Dirac delta (unit mass) placed at the point $z$. The corresponding moments of $\mu(p)$ (which we also call the moments of $p$, stretching the terminology a bit) are

$$
m_{k}(p):=\frac{1}{n} \sum_{j=1}^{n} \lambda_{j}^{k}(p)=\int x^{k} d \mu_{p}, \quad k=0,1,2, \ldots
$$

As mentioned above, the connection between finite and standard free probability is revealed in the asymptotic regime, when we let the degree $n \rightarrow \infty$. We say that the sequence of polynomials $\mathfrak{p}=\left(p_{n}\right)_{n=1}^{\infty}$ such that each $p_{n}$ is real-rooted and of degree exactly $n$ (weakly) converges (or converges in moments) if there is a probability measure $\nu(\mathfrak{p})$ on $\mathbb{R}$ with all its moments finite such that

$$
\lim _{n \rightarrow \infty} m_{k}\left(p_{n}\right)=m_{k}(\nu(\mathfrak{p})), \quad k=0,1,2, \ldots
$$

Note that if the moment problem for $\nu(\mathfrak{p})$ is determined, this implies the weak-* convergence of the sequence $\mu\left(p_{n}\right)$ to $\nu(\mathfrak{p})$.
Proposition 5.1 (Corollary 5.5 in [3], and Theorem 1.4 in [2]). Let $\mathfrak{p}:=\left(p_{n}\right)_{n=1}^{\infty}$ and $\mathfrak{q}:=\left(q_{n}\right)_{n=1}^{\infty}$ be two sequences of real-rooted polynomials as above, and let $\nu(\mathfrak{p})$ and $\nu(\mathfrak{q})$ be two compactly supported probability Borel measures on $\mathbb{R}$ such that $\mathfrak{p}$ (respectively, $\mathfrak{q}$ ) weakly converges to $\nu(\mathfrak{p})$ (respectively, $\nu(\mathfrak{q})$ ). Then
(i) $\left(p_{n} \boxplus_{n} q_{n}\right)_{n=1}^{\infty}$ weakly converges to $\nu(\mathfrak{p}) \boxplus \nu(\mathfrak{q})$.
(ii) if, additionally, for all sufficiently large $n$, $p_{n}, q_{n} \subset \mathbb{P}_{n}\left(\mathbb{R}_{>0}\right)$ then $\left(p_{n} \boxtimes_{n} q_{n}\right)_{n=1}^{\infty}$ weakly converges to $\nu(\mathfrak{p}) \boxtimes \nu(\mathfrak{q})$.

These results imply that, in the limit $n \rightarrow \infty$, we can replace the finite free convolution with the standard free convolution of measures. Thus, by combining this property with the results of this paper, we can systematically study the asymptotics of the root counting measures of families of hypergeometric polynomials.

In the rest of this section, we illustrate these ideas in the simplest cases. A deeper analysis (in particular, with applications in approximation theory) is one of the goals of future work.

### 5.2. Parameter rescaling.

In order to obtain nontrivial sequences of weakly converging hypergeometric polynomials, we need to allow the parameters $\boldsymbol{a}$ and $\boldsymbol{b}$ to depend on degree $n$. To simplify the presentation, we introduce the following notation:

Notation 5.2. Given $i, j, n \in \mathbb{N}$, $\boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right) \in \mathbb{R}^{i}$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{j}\right) \in \mathbb{R}^{j}$, we denote by $\mathcal{H}_{n}\left[\begin{array}{c}b \\ a\end{array}\right](x)$ the unique monic polynomial of degree $n$ with coefficients in representation (1) given by

$$
e_{k}\left(\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b} \\
\boldsymbol{a}
\end{array}\right]\right):=\binom{n}{k} \frac{(\boldsymbol{b} n)^{\underline{k}}}{(\boldsymbol{a} n)^{\underline{k}}}, \quad \text { for } k=1, \ldots, n
$$

In order to avoid indeterminacy, in this section we assume that

$$
a_{s} \notin\left\{\frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}\right\}, \quad s=1, \ldots, i .
$$

There is a direct connection of the polynomials we just introduced with the hypergeometric polynomials in standard normalization:

$$
\begin{align*}
\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b} \\
\boldsymbol{a}
\end{array}\right](x) & =\frac{(-1)^{n}}{(\boldsymbol{a} n)^{n}} i+1 \mathcal{F}_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} n-n+1 \\
\boldsymbol{b} n-n+1
\end{array} ; x\right)  \tag{80}\\
& =\frac{(-1)^{n}(\boldsymbol{b} n)^{\underline{n}}}{(\boldsymbol{a} n)^{\underline{n}}}{ }_{i+1} F_{j}\left(\begin{array}{c}
-n, \boldsymbol{a} n-n+1 \\
\boldsymbol{b} n-n+1
\end{array} ; x\right),
\end{align*}
$$

where $\boldsymbol{c} n-n+1$ means that we multiply each entry of $\boldsymbol{c}$ by $n$ and then add $-n+1$.
With the new notation, the simplest families of real rooted polynomials look as follows:
Identity for the multiplicative convolution: $\mathcal{H}_{n}\left[\begin{array}{l}\boldsymbol{a} \\ \boldsymbol{a}\end{array}\right](x)=\mathcal{H}_{n}\left[\begin{array}{l}- \\ -\end{array}\right](x)=(x-1)^{n}$.

Identity for the additive convolution: $\mathcal{H}_{n}\left[\begin{array}{l}0 \\ \boldsymbol{a}\end{array}\right](x)=x^{n}$.
Laguerre polynomials: $\mathcal{H}_{n}\left[\begin{array}{c}b \\ -\end{array}\right]$,

- $\mathcal{H}_{n}\left[\begin{array}{c}b \\ -\end{array}\right] \in \mathbb{P}\left(\mathbb{R}_{>0}\right)$ when $b>1-\frac{1}{n}$.
- $\mathcal{H}_{n}\left[\begin{array}{c}b \\ -\end{array}\right] \in \mathbb{P}\left(\mathbb{R}_{\geq 0}\right)$ when $b \in\left\{\frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}\right\}$, with a multiplicity of $(1-b) n$ at 0 .
- $\mathcal{H}_{n}\left[\begin{array}{c}b \\ -\end{array}\right] \in \mathbb{P}(\mathbb{R})$ when $b \in\left(\frac{n-2}{n}, \frac{n-1}{n}\right)$.

Bessel polynomials: $\mathcal{H}_{n}\left[\begin{array}{c}- \\ a\end{array}\right]$,

- $\mathcal{H}_{n}\left[\begin{array}{c}- \\ a\end{array}\right] \in \mathbb{P}\left(\mathbb{R}_{<0}\right)$ when $a<0$.
- $\mathcal{H}_{n}\left[\begin{array}{c}- \\ a\end{array}\right] \in \mathbb{P}(\mathbb{R})$ when $a \in\left(0, \frac{1}{n}\right)$.

Jacobi polynomials: $\mathcal{H}_{n}\left[\begin{array}{l}b \\ a\end{array}\right]$,

- $\mathcal{H}_{n}\left[\begin{array}{l}b \\ a\end{array}\right] \in \mathbb{P}([0,1])$ when $b>1$ and $a>b+1$.
- $\mathcal{H}_{n}\left[\begin{array}{l}b \\ a\end{array}\right] \in \mathbb{P}\left(\mathbb{R}_{<0}\right)$ when $b>1$ and $a<0$.
- $\mathcal{H}_{n}\left[\begin{array}{l}b \\ a\end{array}\right] \in \mathbb{P}\left(\mathbb{R}_{>0}\right)$ when $a<0$ and $b<a-1$.

Take note that the case of Jacobi polynomials does not cover all the combination of parameters that lead to real-rooted polynomials; the reader is referred to Table 2 for further details.

One combination that is particularly interesting corresponds to polynomials with only roots at 1 and 0 :

$$
\mathcal{H}_{n}\left[\begin{array}{c}
k / n \\
1
\end{array}\right](x)=(x-1)^{k} x^{n-k}, \quad \text { for } k=0,1,2, \ldots, n
$$

Remark 5.3. In the realm of finite free probability, the Laguerre polynomials were first studied by Marcus [38, Section 6.2.3] using the finite $R$-transform and later in [3] using finite free cumulants. To our knowledge, the families of Bessel and Jacobi polynomials have not been studied in this context, except for some particular cases, such as Gegenbauer (or ultraspherical) polynomials that appeared in [26, Section 6].

Notice that our previous results can be easily rewritten in the new notation. For instance, consider tuples $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{a}_{3}, \boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \boldsymbol{b}_{3}$ of sizes $i_{1}, i_{2}, i_{3}, j_{1}, j_{2}, j_{3}$, respectively, then two reciprocal polynomials from Remark 4.9 are of the form

$$
\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}  \tag{81}\\
\boldsymbol{a}
\end{array}\right](x) \quad \text { and } \quad \mathcal{H}_{n}\left[\begin{array}{c}
-\boldsymbol{a}+1-1 / n \\
-\boldsymbol{b}+1-1 / n
\end{array}\right]\left((-1)^{i+j} x\right) .
$$

The multiplicative convolution (Theorem 3.1) works in exactly the same way:

$$
\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}_{1}  \tag{82}\\
\boldsymbol{a}_{1}
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}_{2} \\
\boldsymbol{a}_{2}
\end{array}\right]=\mathcal{H}_{n}\left[\begin{array}{c}
\boldsymbol{b}_{1}, \boldsymbol{b}_{2} \\
\boldsymbol{a}_{1}, \boldsymbol{a}_{2}
\end{array}\right] .
$$

And the additive convolution, specifically Corollary 3.5, can be rephrased as follows: assume that the following factorization holds,

$$
{ }_{j_{1}} F_{i_{1}}\left(\begin{array}{l}
-n \boldsymbol{b}_{1}  \tag{83}\\
-n \boldsymbol{a}_{1}
\end{array} ; x\right){ }_{j_{2}} F_{i_{2}}\left(\begin{array}{l}
-n \boldsymbol{b}_{2} \\
-n \boldsymbol{a}_{2}
\end{array} ; x\right)={ }_{j_{3}} F_{i_{3}}\left(\begin{array}{l}
-n \boldsymbol{b}_{3} \\
-n \boldsymbol{a}_{3}
\end{array} ; x\right) .
$$

Then, considering the signs $s_{l}=(-1)^{i_{l}+j_{l}+1}$ for $l=1,2,3$, we have that

$$
\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}_{1}  \tag{84}\\
\boldsymbol{a}_{1}
\end{array}\right]\left(s_{1} x\right) \boxplus_{n} \mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}_{2} \\
\boldsymbol{a}_{2}
\end{array}\right]\left(s_{2} x\right)=\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}_{3} \\
\boldsymbol{a}_{3}
\end{array}\right]\left(s_{3} x\right)
$$

The same applies to examples from Section 3.2 that provide nontrivial cases with interesting interpretation from the point of view of finite free probability:

- From Example 3.7 it follows that

$$
\mathcal{H}_{n}\left[\begin{array}{c}
b_{1} \\
-
\end{array}\right] \boxplus_{n} \mathcal{H}_{n}\left[\begin{array}{c}
b_{2} \\
-
\end{array}\right]=\mathcal{H}_{n}\left[\begin{array}{c}
b_{1}+b_{2} \\
-
\end{array}\right], \quad b_{1}, b_{2} \in \mathbb{R}
$$

The Laguerre polynomials are one of the basic families of polynomials studied within the framework of finite free probability. This result is a direct consequence of the finite $R$-transform of the Laguerre polynomials calculated by Marcus [38, Section 6.2.3]. Equivalently, this result follows from the fact that all finite free cumulants of a Laguerre polynomial $\mathcal{H}_{n}\left[\begin{array}{l}b \\ -\end{array}\right]$ are all equal to $b$ [3, Example 6.2].

- Example 3.8 we obtain

$$
\mathcal{H}_{n}\left[\begin{array}{c}
a_{1}+a_{2}-b \\
-
\end{array}\right] \boxplus_{n} \mathcal{H}_{n}\left[\begin{array}{c}
b-a_{1}, b-a_{2} \\
b
\end{array}\right]=\mathcal{H}_{n}\left[\begin{array}{c}
a_{1}, a_{2} \\
b
\end{array}\right], \quad a_{1}, a_{2}, b \in \mathbb{R} .
$$

- Example 3.9 yields

$$
\mathcal{H}_{n}\left[\begin{array}{c}
a, b \\
a+b-\frac{1}{2 n}
\end{array}\right]^{\left(\boxplus_{n}\right) 2}=\mathcal{H}_{n}\left[\begin{array}{c}
2 a, 2 b, a+b \\
a+b-\frac{1}{2 n}, 2 a+2 b
\end{array}\right], \quad a, b \in \mathbb{R} .
$$

- By Example 3.10,

$$
\mathcal{H}_{n}\left[\begin{array}{c}
- \\
2 a
\end{array}\right] \boxplus_{n} \mathcal{H}_{n}\left[\begin{array}{c}
- \\
2 b
\end{array}\right]=\mathrm{Dil}_{4} \mathcal{H}_{n}\left[\begin{array}{c}
a+b, a+b-\frac{1}{2 n} \\
2 a, 2 b, 2 a+2 b-\frac{1}{n}
\end{array}\right], \quad a, b \in \mathbb{R},
$$

where

$$
\begin{equation*}
\operatorname{Dil}_{s} p(x):=s^{n} p(x / s), \quad s>0 . \tag{85}
\end{equation*}
$$

In what follows, we derive some asymptotic formulas for the zero distribution of hypergeometric polynomials that can be represented in terms of some more elementary "building blocks". Thus, we start by discussing the zero distribution of the most basic sequences of real-rooted polynomials.

### 5.3. Asymptotic results and new insights in free probability.

Proposition 5.1 allows us to infer the asymptotic zero distribution of a sequence of polynomials that can be represented as a finite free convolution of simpler components, such as Laguerre, Bessel and Jacobi polynomials. We use the following notation for reparameterized polynomials:

$$
\begin{aligned}
\widehat{L}_{n}^{(a)} & :=\operatorname{Dil}_{1 / n} \mathcal{H}_{n}\left[\begin{array}{l}
a \\
-
\end{array}\right]=\frac{1}{n^{n}} \mathcal{H}_{n}\left[\begin{array}{l}
a \\
-
\end{array}\right](n x), \\
\widehat{B}_{n}^{(a)}(x) & :=\operatorname{Dil}_{n} \mathcal{H}_{n}\left[\begin{array}{l}
- \\
a
\end{array}\right]=n^{n} \mathcal{H}_{n}\left[\begin{array}{c}
- \\
a
\end{array}\right](x / n), \\
\widehat{J}_{n}^{(b, a)}(x) & :=\mathcal{H}_{n}\left[\begin{array}{l}
b \\
a
\end{array}\right](x),
\end{aligned}
$$

where the dilation operator is defined in (85).
Rescaling is needed in the case of Laguerre and Bessel polynomials, where otherwise the zeros would not be uniformly bounded (and weak compactness of the zero-counting measures is not guaranteed). With this definition, actually all three sequences, of Laguerre $\widehat{L}^{(b)}:=\left(\widehat{L}_{n}^{(b)}\right)_{n=1}^{\infty}$, Bessel $\widehat{B}^{(a)}:=\left(\widehat{B}_{n}^{(a)}\right)_{n=1}^{\infty}$ and Jacobi $\widehat{J}^{(b, a)}:=\left(\widehat{J}_{n}^{(b, a)}\right)_{n=1}^{\infty}$ polynomials, whenever real-rooted, are weakly converging. Their limiting measures are well known and can be computed using standard arguments from the theory of orthogonal polynomials:

- Laguerre polynomials $\widehat{L}^{(b)}:=\left(\widehat{L}_{n}^{(b)}\right)_{n=1}^{\infty}$ : for $b>1$, the limiting measure is $\nu\left(\widehat{L}^{(b)}\right)=\mu_{\mathrm{MP}_{b}}$, the Marchenko-Pastur law with parameter $b$, which is an absolutely continuous probability measure on $\left[r_{-}, r_{+}\right]$, with

$$
d \mu_{\mathrm{MP}_{b}}=\frac{1}{2 \pi} \frac{\sqrt{\left(r_{+}-x\right)\left(x-r_{-}\right)}}{x} d x, \quad \text { where } \quad r_{ \pm}=b+1 \pm 2 \sqrt{b} .
$$

This distribution has been rediscovered many times and can be obtained from different perspectives: as the equilibrium measure on $\mathbb{R}_{+}$in presence of an external field (see [49, Ch. IV]), from the integral representation of the Laguerre polynomials [5, 15, 25], or from their differential equation [41, 42].

For $b \in(0,1)$, formulas (17)-(18) suggest that in the limit we get the Marchenko-Pastur distribution with an additional atom (mass point or Dirac delta) at $x=0$. This is indeed the case, as it can be easily established by either of the methods mentioned above.

- Bessel polynomials is $\widehat{B}^{(a)}:=\left(\widehat{B}_{n}^{(a)}\right)_{n=1}^{\infty}:$ for $a<0$, the limiting measure $\mu_{\operatorname{RMP}_{a}}$ is the reciprocal of a Marchenko-Pastur law of parameter $1-a$ :

$$
d \mu_{\mathrm{RMP}_{a}}=\frac{-a}{2 \pi} \frac{\sqrt{\left(r_{+}-x\right)\left(x-r_{-}\right)}}{x^{2}} d x, \quad \text { where } \quad r_{ \pm}=\frac{1}{a-2 \pm 2 \sqrt{1-a}}
$$

which is a simple consequence of their connection with the Laguerre polynomials.

- Jacobi polynomials $\widehat{J}^{(b, a)}:=\left(\widehat{J}_{n}^{(b, a)}\right)_{n=1}^{\infty}$ : their asymptotic zero distribution $\mu_{b, a}:=\nu\left(\widehat{J}^{(b, a)}\right)$ depends on which of the three major parameters regions we are considering: (J1) When $b>1$ and $a>b+1$,
$d \mu_{b, a}=\frac{a}{4 \pi} \frac{\sqrt{\left(r_{+}-x\right)\left(x-r_{-}\right)}}{x(1-x)} d x, \quad$ where $\quad r_{ \pm}=\left(\frac{\sqrt{a-b} \pm \sqrt{(a-1) b}}{a}\right)^{2}$.
(J2) When $b>1$ and $a<0$,
$d \mu_{b, a}=\frac{-a}{4 \pi} \frac{x-1}{x} \sqrt{\left(r_{+}-x\right)\left(x-r_{-}\right)} d x, \quad$ where $\quad r_{ \pm}=-\left(\frac{\sqrt{1-a} \mp \sqrt{b(b-a)}}{\sqrt{(1-a)(b-a)} \pm \sqrt{b}}\right)^{2}$.
(J3) When $a<0$ and $b<a-1$.

$$
\begin{equation*}
d \mu_{b, a}=\frac{-a x}{4 \pi} \frac{\sqrt{\left(r_{+}-x\right)\left(x-r_{-}\right)}}{x-1} d x, \quad \text { where } \quad r_{ \pm}=\left(\frac{b-1}{\sqrt{(a-1) b} \mp \sqrt{a-b}}\right)^{2} . \tag{86}
\end{equation*}
$$

As in the case of the Laguerre polynomials, these results follow considering either the weighed equilibrium problem for the logarithmic potential in an external field [49, Ch. IV]), their integral representation [15], their differential equation [41, 42], or even from their orthogonality relations [37] combined with the Riemann-Hilbert method [36].

The distribution $\mu_{b, a}$ in case (J1) has already been studied in the realm of free probability in [56, Definition 3.10.]. ${ }^{7}$ In that work, for $c, d>1$, the free beta distribution is given by $f \beta(c, d)=\mu_{c, c+d}$. This is hardly a surprise, since a direct consequence of equation (82) is the following identity:

$$
\widehat{J}_{n}^{(c, c+d)} \boxtimes_{n} \widehat{L}_{n}^{(c+d)}=\widehat{L}_{n}^{(c)},
$$

7 We thank Katsunori Fujie and Yuki Ueda for mentioning to the third author this reference and the possible connection.
which can be informally restated as that the Jacobi polynomials can be obtained as a quotient (in the free convolution sense) of two Laguerre polynomials. By letting $n \rightarrow \infty$ we see that Yoshida's free beta distribution satisfies

$$
f \beta(a, b) \boxtimes \mathrm{MP}_{a+b}=\mathrm{MP}_{a},
$$

where as before, $\mathrm{MP}_{c}$ denotes the Marchenko-Pastur distribution of parameter $c$. This is consistent with the fact that the free beta distribution can be obtained as a quotient of variables distributed according to a Marchenko-Pastur of different parameters. ${ }^{8}$

In [56], the parameters are also allowed to be in the larger set $c, d>0$ (instead of $c, d>1)$ with the additional condition that $c+d>1$, in which case, as the formulas (24)-(26) for Jacobi polynomials suggest, the distribution can have atoms. Once again, this fact is rigorously established using any of the asymptotic methods mentioned above.

After the previous discussion, one should be convinced that the Jacobi polynomials are the finite free analogue of the free beta distribution. This parallel can be observed also in random matrix theory. It is well known that the Hermite polynomials are tied to the study of the Gaussian Orthogonal Ensemble and the Laguerre polynomials are related to the real Wishart matrices (for a discussion of this in the realm of finite free probability see [2, Section 5]). In the same spirit, the Jacobi polynomials are related to the Jacobi ensembles, which are precisely those that can be constructed by taking the quotient of two Wishart ensembles. We refer the reader to [10] for a detailed study of eigenvalues of Jacobi ensembles using Jacobi polynomials and free probability.

Our previous analysis combined with the results from Sections 3-4, allows us to write the asymptotic zero distribution of diverse families of real-rooted hypergeometric polynomials in terms of free convolution of explicit distributions (Marchenko-Pastur, reciprocal Marchenko-Pastur, and Free Beta) enumerated above. We present some examples without going into explicit calculations, starting with the sequences of polynomials

$$
p:=\mathcal{H}_{n}\left[\begin{array}{l}
\boldsymbol{b}  \tag{87}\\
\boldsymbol{a}
\end{array}\right], \quad \text { with } \boldsymbol{a}=\left(a_{1}, \ldots, a_{i}\right), \boldsymbol{b}=\left(b_{1}, \ldots, b_{j}\right) .
$$

- If $b_{1}, \ldots, b_{j}>1$ and $a_{1}, \ldots, a_{i}<0$, then the sequence (87) is weakly converging. By Theorem 4.6, its asymptotic zero distribution can be written as

$$
\nu(p)=\mu_{\mathrm{RMPa}_{1}} \boxtimes \cdots \boxtimes \mu_{\mathrm{RMP}_{i}} \boxtimes \mu_{\mathrm{MPb}_{1}} \boxtimes \cdots \boxtimes \mu_{\mathrm{MP}_{j}} .
$$

- If $j \geq i, b_{1}, \ldots, b_{j}>0$, and $a_{1}, \ldots, a_{i} \in \mathbb{R}$ such that $a_{s} \geq b_{s}+1$ for $s=1, \ldots, i$, then the sequence (87) is weakly converging. By Theorem 4.7, its asymptotic zero distribution can be written as

$$
\nu(p)=f \beta\left(b_{1}, a_{1}-b_{1}\right) \boxtimes \cdots \boxtimes f \beta\left(b_{i}, a_{i}-b_{i}\right) \boxtimes \mu_{\mathrm{MP}_{i+1}} \boxtimes \cdots \boxtimes \mu_{\mathrm{MP}_{j}} .
$$

Other examples of asymptotic distributions can be obtained from the multiplicative convolution discussed at the end of Section 5.2:

- For $a_{1}, a_{2}, b \in \mathbb{R}$ that satisfy the following conditions $a_{1}, a_{2}>1, b>a_{1}+1, b>a_{2}+1$, and $a_{1}+a_{2}-b>1$, we have the following relation between real rooted Laguerre and Jacobi polynomials:

$$
\mathcal{H}_{n}\left[\begin{array}{c}
a_{1}+a_{2}-b \\
-
\end{array}\right] \boxplus_{n}\left(\mathcal{H}_{n}\left[\begin{array}{c}
b-a_{1} \\
b
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{c}
b-a_{2} \\
-
\end{array}\right]\right)=\left(\mathcal{H}_{n}\left[\begin{array}{c}
a_{1} \\
b
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{c}
a_{2} \\
-
\end{array}\right]\right) .
$$

[^5]In the limit, this translates into a relation between the Marchenko-Pastur distribution and the free beta distribution:

$$
\mu_{\mathrm{MP} a_{1}+a_{2}-b} \boxplus\left(f \beta\left(b-a_{1}, a_{1}\right) \boxtimes \mu_{\mathrm{MP} b-a_{2}}\right)=f \beta\left(a_{1}, b-a_{1}\right) \boxtimes \mu_{\mathrm{MP} a_{2}} .
$$

- For $a, b \in \mathbb{R}$ such that $a, b>1, a>b+1$, the following identity in terms of the real-rooted Laguerre and Jacobi polynomials holds

$$
\left(\mathcal{H}_{n}\left[\begin{array}{c}
a \\
a+b-\frac{1}{2 n}
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{c}
b \\
-
\end{array}\right]\right)^{\left(\boxplus_{n}\right) 2}=\mathcal{H}_{n}\left[\begin{array}{c}
2 b \\
a+b-\frac{1}{2 n}
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{c}
2 a \\
2 a+2 b
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{c}
a+b \\
-
\end{array}\right] .
$$

In the limit it becomes

$$
\left(f \beta(a, b) \boxtimes \mu_{\mathrm{MPb}}\right)^{\boxplus 2}=f \beta(2 b, a-b) \boxtimes f \beta(2 a, 2 b) \boxtimes \mu_{\mathrm{MP} a+b}
$$

- For $a<0$ and $b<a-1$, we have the following relation between real-rooted Bessel and Jacobi polynomials:

$$
\mathcal{H}_{n}\left[\begin{array}{c}
- \\
2 a
\end{array}\right] \boxplus_{n} \mathcal{H}_{n}\left[\begin{array}{c}
- \\
2 b
\end{array}\right]=\mathcal{H}_{n}\left[\begin{array}{c}
a+b \\
2 a
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}\left[\begin{array}{c}
a+b-\frac{1}{2 n} \\
2 a+2 b-\frac{1}{n}
\end{array}\right] \boxtimes_{n} \mathcal{H}_{n}[\overline{2 b}] .
$$

Leaving $n \rightarrow \infty$ this yields the following identity:

$$
\mu_{\mathrm{RMP} a} \boxplus \mu_{\mathrm{RMP} b}=\mu_{a+b, 2 a} \boxtimes \mu_{a+b, 2 a+2 b} \boxtimes \mu_{\mathrm{RMP} 2 b},
$$

where $\mu_{\mathrm{RMP} c}$ stands for the reciprocal Marchenko-Pastur distribution of parameter $c$ and $\mu_{c, d}$ is the distribution obtained in Equation (86).

## Acknowledgments

The first author was partially supported by Simons Foundation Collaboration Grants for Mathematicians (grant 710499). He also acknowledges the support of the project PID2021-124472NB-I00, funded by MCIN/AEI/10.13039/501100011033 and by "ERDF A way of making Europe", as well as the support of of Junta de Andalucía (research group FQM-229 and Instituto Interuniversitario Carlos I de Física Teórica y Computacional).

The third author was partially supported by the Simons Foundation via Michael Anshelevich's grant. He expresses his gratitude for the warm hospitality and stimulating atmosphere at Baylor University.

This work has greatly benefited from our discussions with multiple colleagues: Octavio Arizmendi, Kathy Driver, Katsunori Fujie, Jorge Garza-Vargas, Kerstin Jordaan, Dmitry Karp, Vladimir Kostov, Ana Loureiro, Boris Shapiro, Yuki Ueda, Wadim Zudilin, to mention a few (this list is incomplete). The discussions that originated this project started at a Brazos Analysis Seminar, and we are grateful to the organizers for giving us this opportunity.

## References

[1] J.-P. Allouche and M. Mendès France. Hadamard grade of power series. J. Number Theory, 131(11):2013-2022, 2011.
[2] O. Arizmendi, J. Garza-Vargas, and D. Perales. Finite free cumulants: Multiplicative convolutions, genus expansion and infinitesimal distributions. Transactions of the American Mathematical Society, 376(06):43834420, 2023.
[3] O. Arizmendi and D. Perales. Cumulants for finite free convolution. Journal of Combinatorial Theory, Series A, 155:244-266, 2018.
[4] J. Arvesú, K. Driver, and L. Littlejohn. Interlacing of zeros of Laguerre polynomials of equal and consecutive degree. Integral Transforms and Special Functions, 32(5-8):346-360, 2021.
[5] C. Bosbach and W. Gawronski. Strong asymptotics for Laguerre polynomials with varying weights. In Proceedings of the VIIIth Symposium on Orthogonal Polynomials and Their Applications (Seville, 1997), volume 99, pages 77-89, 1998.
[6] P. Brändén. On linear transformations preserving the Pólya frequency property. Trans. Amer. Math. Soc., 358(8):3697-3716, 2006.
[7] P. Brändén. Iterated sequences and the geometry of zeros. J. Reine Angew. Math., 658:115-131, 2011.
[8] P. Brändén, I. Krasikov, and B. Shapiro. Elements of Pólya-Schur theory in the finite difference setting. Proc. Am. Math. Soc., 144(11):4831-4843, 2016.
[9] P. Brändén and E. Ottergren. A characterization of multiplier sequences for generalized Laguerre bases. Constr. Approx., 39(3):585-596, 2014.
[10] B. Collins. Product of random projections, Jacobi ensembles and universality problems arising from free probability. Probability Theory and Related Fields, 133(3):315-344, 2005.
[11] T. Craven and G. Csordas. Multiplier sequences for fields. Illinois J. Math., 21(4):801-817, 1977.
[12] T. Craven and G. Csordas. Problems and theorems in the theory of multiplier sequences. Serdica Math. J., 22(4):515-524, 1996.
[13] J.-P. Dedieu. Obreschkoff's theorem revisited: what convex sets are contained in the set of hyperbolic polynomials? J. Pure Appl. Algebra, 81(3):269-278, 1992.
[14] J.-P. Dedieu and R. J. Gregorac. Corrigendum: "Obreschkoff's theorem revisited: what convex sets are contained in the set of hyperbolic polynomials?" [J. Pure Appl. Algebra 81 (1992), no. 3, 269-278; MR1179101 (93g:12001)] by Dedieu. J. Pure Appl. Algebra, 93(1):111-112, 1994.
[15] H. Dette and W. J. Studden. Some new asymptotic properties for the zeros of Jacobi, Laguerre, and Hermite polynomials. Constr. Approx., 11(2):227-238, 1995.
[16] D. K. Dimitrov. A late report on interlacing of zeros of polynomials. In Constructive theory of functions, pages 69-79. Prof. M. Drinov Acad. Publ. House, Sofia, 2012.
[17] D. Dominici, S. J. Johnston, and K. Jordaan. Real zeros of ${ }_{2} F_{1}$ hypergeometric polynomials. Journal of Computational and Applied Mathematics, 247:152-161, 2013.
[18] K. Driver and K. Jordaan. Zeros of ${ }_{3} F_{2}\left(\begin{array}{c}-n, b, c \\ d, e\end{array} ; z\right)$ polynomials. Numer. Algorithms, 30:323-333, 2002.
[19] K. Driver and K. Jordaan. Zeros of Jacobi polynomials $P_{n}^{(\alpha, \beta)},-2<\alpha, \beta<-1$. Numer. Algorithms, 79(4):10751085, 2018.
[20] K. Driver, K. Jordaan, and A. Martínez-Finkelshtein. Pólya frequency sequences and real zeros of some ${ }_{3} F_{2}$ polynomials. J. Math. Anal. Appl., 332(2):1045-1055, 2007.
[21] K. Driver, K. Jordaan, and N. Mbuyi. Interlacing of the zeros of Jacobi polynomials with different parameters. Numerical Algorithms, 49(1-4):143, 2008.
[22] K. Driver and M. E. Muldoon. Interlacing properties of real zeros of general Laguerre polynomials. J. Inequal. Spec. Funct, 7:1-17, 2016.
[23] K. Driver and M. E. Muldoon. Sharp parameter intervals for interlacing of zeros of equal degree Laguerre polynomials. Journal of Approximation Theory, 248:105303, 2019.
[24] T. Forgács and A. Piotrowski. Multiplier sequences for generalized Laguerre bases. Rocky Mountain J. Math., 43(4):1141-1159, 2013.
[25] W. Gawronski. Strong asymptotics and the asymptotic zero distributions of Laguerre polynomials $L_{n}^{(a n+\alpha)}$ and Hermite polynomials $H_{n}^{(a n+\alpha)}$. Analysis, 13(1-2):29-67, 1993.
[26] A. Gribinski and A. W. Marcus. A rectangular additive convolution for polynomials. Combinatorial Theory, 2 (1), 2022.
[27] A. Z. Grinshpan. Generalized hypergeometric functions: product identities and weighted norm inequalities. The Ramanujan Journal, 31:53-66, 2013.
[28] A. Iserles, S. P. Nørsett, and E. B. Saff. On transformations and zeros of polynomials. Rocky Mountain J. Math., 21(1):331-357, 1991.
[29] M. E. H. Ismail. Classical and quantum orthogonal polynomials in one variable, volume 98 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 2009. With two chapters by Walter Van Assche, With a foreword by Richard A. Askey, Reprint of the 2005 original.
[30] S. J. Johnston. Properties and Zeros of ${ }_{3} F_{2}$ Hypergeometric Functions. PhD thesis, University of the Witwatersrand, 2006.
[31] S. J. Johnston and K. Jordaan. Quasi-orthogonality and real zeros of some ${ }_{2} F_{2}$ and ${ }_{3} F_{2}$ polynomials. Appl. Numer. Math., 90:1-8, 2015.
[32] O. Katkova, B. Shapiro, and A. Vishnyakova. Multiplier sequences and logarithmic mesh. C. R. Math. Acad. Sci. Paris, 349(1-2):35-38, 2011.
[33] R. Koekoek, P. A. Lesky, and R. F. Swarttouw. Hypergeometric orthogonal polynomials and their q-analogues. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2010. With a foreword by Tom H. Koornwinder.
[34] V. Kostov and B. Shapiro. On the Schur-Szegö composition of polynomials. C. R. Math. Acad. Sci. Paris, 343(2):81-86, 2006.
[35] V. P. Kostov. The Schur-Szegő composition for hyperbolic polynomials. C. R. Math. Acad. Sci. Paris, 345(9):483-488, 2007.
[36] A. B. J. Kuijlaars and A. Martínez-Finkelshtein. Strong asymptotics for Jacobi polynomials with varying nonstandard parameters. J. Anal. Math., 94:195-234, 2004.
[37] A. B. J. Kuijlaars, A. Martinez-Finkelshtein, and R. Orive. Orthogonality of Jacobi polynomials with general parameters. Electron. Trans. Numer. Anal., 19:1-17, 2005.
[38] A. W. Marcus. Polynomial convolutions and (finite) free probability. Preprint arXiv:2108.07054, 2021.
[39] A. W. Marcus, D. A. Spielman, and N. Srivastava. Interlacing families I: Bipartite Ramanujan graphs of all degrees. Annals of Mathematics, pages 307-325, 2015.
[40] A. W. Marcus, D. A. Spielman, and N. Srivastava. Finite free convolutions of polynomials. Probab. Theory Related Fields, 182(3-4):807-848, 2022.
[41] A. Martinez, A. Zarzo, and R. Yañez. Two approaches to the asymptotics of the zeros of a class of polynomials of hypergeometric type. Mat. Sb., 83(2):483-494, 1995.
[42] A. Martínez-Finkelshtein, P. Martínez-González, and A. Zarzo. WKB approach to zero distribution of solutions of linear second order differential equations. J. Comput. Appl. Math., 145(1):167-182, 2002.
[43] A. Martinez-Finkelshtein, R. Morales, and D. Perales. Zero asymptotics of hypergeometric polynomials via free convolution. preprint, work in progress.
[44] A. Nica and R. Speicher. Lectures on the combinatorics of free probability, volume 13. Cambridge University Press, 2006.
[45] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, editors. NIST handbook of mathematical functions. U.S. Department of Commerce, National Institute of Standards and Technology, Washington, DC; Cambridge University Press, Cambridge, 2010.
[46] G. Pólya and J. Schur. Über zwei Arten von Faktorfolgen. J. Reine Angew. Math., 144:89-133, 1914.
[47] G. Pólya and G. Szegő. Problems and Theorems in Analysis II. Springer-Verlag, New York, 1976.
[48] Q. I. Rahman and G. Schmeisser. Analytic theory of polynomials. The Clarendon Press, Oxford University Press, Oxford, 2002.
[49] E. B. Saff and V. Totik. Logarithmic potentials with external fields, volume 316 of Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1997. Appendix B by Thomas Bloom.
[50] I. Schur. Zwei Sätze über algebraische Gleichungen mit lauter reellen Wurzeln. J. Reine Angew. Math., 144:7588, 1914.
[51] A. D. Sokal. When does a hypergeometric function ${ }_{p} F_{q}$ belong to the Laguerre-Pólya class $L P^{+}$? J. Math. Anal. Appl., 515(2):Paper No. 126432, 8, 2022.
[52] G. Szegö. Bemerkungen zu einem Satz von J. H. Grace über die Wurzeln algebraischer Gleichungen. Mathematische Zeitschrift, 13(1):28-55, 1922.
[53] G. Szegő. Orthogonal polynomials, 4th edn., vol. In XXIII (American Mathematical Society, Colloquium Publications, Providence, 1975) MATH, 1975.
[54] D. V. Voiculescu, K. J. Dykema, and A. Nica. Free random variables. Number 1. American Mathematical Society, 1992.
[55] J. L. Walsh. On the location of the roots of certain types of polynomials. Transactions of the American Mathematical Society, 24(3):163-180, 1922.
[56] H. Yoshida. Remarks on a free analogue of the beta prime distribution. Journal of Theoretical Probability, 33:1363-1400, 2020.
(AMF) Department of Mathematics, Baylor University, TX, USA, and Department of Mathematics, University of Almería, Spain

Email address: A_Martinez-Finkelshtein@baylor.edu
(RM) Department of Mathematics, Baylor University, TX, USA
Email address: rafael_morales2@baylor.edu
(DP) Department of Mathematics, Texas A\&M University, TX, USA
Email address: daniel.perales@tamu.edu


[^0]:    Date: May 3, 2024.
    2020 Mathematics Subject Classification. Primary: 33C20; Secondary: 33C45, 42C05, 46L54.
    Key words and phrases. Hypergeometric polynomials; Finite free convolution; Free probability; Zeros.

[^1]:    ${ }^{1}$ Another standard notation for the raising factorial is $(a)_{j}$. We prefer to use the notation defined here.

[^2]:    ${ }^{3}$ Here $r^{(j)}(x)$ denotes the $j$-th derivative of $r$ with respect to $x$.

[^3]:    ${ }^{5}$ Obviously, there are some alternative (sometimes more direct) ways to obtain these results.

[^4]:    ${ }^{6}$ Personal communication.

[^5]:    ${ }^{8}$ We did not find an explicit formula but this is inferred implicitly in [56] due to the relation between the free beta and the free beta prime distributions.

