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#### Abstract

In this paper, we investigate a category of constrained fractional optimization problems that emerge in various practical applications. The objective function for this category is characterized by the ratio of a numerator and denominator, both being convex, semi-algebraic, Lipschitz continuous, and differentiable with Lipschitz continuous gradients over the constraint sets. The constrained sets associated with these problems are closed, convex, and semi-algebraic. We propose an efficient algorithm that is inspired by the proximal gradient method, and we provide a thorough convergence analysis. Our algorithm offers several benefits compared to existing methods. It requires only a single proximal gradient operation per iteration, thus avoiding the complicated inner-loop concave maximization usually required. Additionally, our method converges to a critical point without the typical need for a nonnegative numerator, and this critical point becomes a globally optimal solution with an appropriate condition. Our approach is adaptable to unbounded constraint sets as well. Therefore, our approach is viable for many more practical models. Numerical experiments show that our method not only reliably reaches ground-truth solutions in some model problems but also outperforms several existing methods in maximizing the Sharpe ratio with real-world financial data.
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1. Introduction. Single-ratio fractional optimization aims to minimize the ratio of two functions subject to a given constraint set. It can be formulated as

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \Omega}\left\{\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})}\right\} \tag{1.1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are two functions, and $\Omega \subset \mathbb{R}^{n}$ is the constraint set within which this optimization takes place. Interested readers are referred to $[16,20$, 34] for reviews of this field. Fractional optimization has applications in various areas such as operations research [12, 28], mathematical finance [15, 21], signal processing [35, 36], wireless communications [37, 38], and beyond.

An interesting special case of (1.1) is the concave-convex fractional problem, expressed as

$$
\begin{equation*}
\max _{\boldsymbol{x} \in \Omega}\left\{\frac{-f(\boldsymbol{x})}{g(\boldsymbol{x})}\right\} \tag{1.2}
\end{equation*}
$$

where the constraint set $\Omega$ is convex, closed and bounded; function $-f$ is continuous and concave on $\Omega$; and the function $g$ is continuous, convex, and strictly positive over

[^0]$\Omega$. This problem can primarily be solved by Dinkelbach's method [18, 29, 33], the details of which are presented in Section 2.1. This method transforms the original fractional optimization model into a parametric subtractive form and then alternates between solving the subtractive concave maximization problem and updating the parameter in the subtractive model. While Dinkelbach's method is intuitive and efficient, it has at least three shortcomings that could be significantly improved. First, it requires a starting point $\boldsymbol{x}^{0} \in \Omega$ such that $f\left(\boldsymbol{x}^{0}\right) \leqslant 0$. If this condition is not met, the subtractive maximization model may not remain concave, making it difficult to find an optimal solution numerically. Second, even with concavity retained, many inner iterations may be needed to resolve this subproblem. Third, the boundedness requirement of $\Omega$ limits the applicability of the method, as it excludes certain practical scenarios.

Other methods exist for other special cases of problem (1.1). For instance, Pang [28] proposes optimizing the Sharpe ratio (SR) with $f(\boldsymbol{x})=-\boldsymbol{\mu}^{\top} \boldsymbol{x}$ and $g(\boldsymbol{x})=\sqrt{\boldsymbol{x}^{\top} \boldsymbol{V} \boldsymbol{x}}$ on a closed and bounded domain $\Omega$, where $\boldsymbol{\mu} \in \mathbb{R}^{n}$ and the positive definite matrix $\boldsymbol{V} \in \mathbb{R}^{n \times n}$ represent the expected return vector and its covariance matrix for $n$ assets in a financial market, respectively. While this problem meets the assumptions for Dinkelbach's method, the corresponding subtractive concave maximization problem lacks a closed-form solution. Instead of using Dinkelbach's method, Pang [28] reformulated the SR maximization model as a linear complementarity problem and solved it using the principle pivoting algorithm [14]. This method requires a vector $\tilde{\boldsymbol{x}} \in \Omega$ such that $f(\tilde{\boldsymbol{x}})<0$.

Boţ and Csetnek [7] introduced a proximal gradient algorithm tailored to address model (1.1) when the numerator is proper, lower semicontinuous, and convex, with a smooth denominator. Subsequently, Bots et al. [8] proposed a proximal subgradient algorithm that incorporates extrapolations for the single-ratio fractional optimization model with a proper and lower semicontinuous numerator and denominator, which are not necessarily convex. Extending their work, Bots et al. [9] developed an inertial proximal block coordinate method for solving nonsmooth sum-of-ratios fractional optimization problems with block structure. Zhang and Li [39] proposed a proximal gradient subgradient algorithm to solve a class of problems (1.1), where $g$ is convex but may not be smooth and $f$ is potentially nonconvex and nonsmooth. This method stipulates that $f(\boldsymbol{x}) \geqslant 0$ for all $\boldsymbol{x} \in \Omega$, and the level-boundedness of $f / g$, to guarantee convergence to a critical point of the subtractive form of the objective function. While these proximal gradient or subgradient methods ensure convergence to critical points of the fractional optimization models, they do not guarantee globally optimal solutions.

In this paper, we propose an efficient algorithm and establish its globally optimal solutions for a class of problems (1.1), where both $f$ and $g$ are convex, semi-algebraic, Lipschitz continuous, and differentiable with Lipschitz continuous gradients on the constraint set $\Omega$, and $\Omega$ is closed, convex, and semi-algebraic. The contributions of our work are threefold:

1. Our algorithm involves only a single proximal gradient operation per iteration, as opposed to a full-scale nontrivial inner-loop optimization, yielding substantial computational savings. In contrast to the theoretical convergence results reported in existing literature on proximal gradient-type algorithms for fractional optimization, our algorithm is theoretically guaranteed to converge to a globally optimal solution, not just to a critical point.
2. Our algorithm dispenses with the commonly required nonnegativity condition
for the numerator $-f$ (or $f$ ), thereby accommodating a broader range of scenarios. While many algorithms necessitate a condition no less stringent than $-f(\boldsymbol{x}) \geqslant 0[16,29,33]$ or $f(\boldsymbol{x}) \geqslant 0$ [39] for all $\boldsymbol{x} \in \Omega$, our algorithm only requires that $f\left(\boldsymbol{x}^{*}\right) \leqslant 0$ at the critical point $\boldsymbol{x}^{*}$ to which it converges, in order to attain a globally optimal solution.
3. The boundedness of the constraint set is not a prerequisite for our algorithm. By foregoing the nonnegativity of $-f$ (or $f$ ) and the boundedness of $\Omega$, we avoid the limitations of many existing algorithms that either lack feasible points or fail to converge. Our algorithm, however, guarantees the attainment of at least one critical point.
The rest of this paper is organized as follows. Section 2 reviews several closely related works, underscoring the novelty of our algorithm. Section 3 provides a detailed explanation of our algorithm. Section 4 demonstrates the application of our algorithm to practical tasks, including the prevalent and crucial task of Sharpe ratio maximization. Section 5 presents experimental results confirming that our algorithm not only achieves ground-truth optimal solutions but also excels in real-world optimization tasks. Finally, we conclude our paper in Section 6.
4. Related works. Interested readers may refer to review papers [16, 20, 34] for more comprehensive information on the topic of fractional optimization. In this section, we discuss several works closely related to ours to better under score the motivations and contributions of our proposed method.
2.1. Dinkelbach's approach. Dinkelbach's approach [18] to solve (1.2) consists of the following steps.
Step 1. Choose an initial point $\boldsymbol{x}^{0} \in \Omega$ and compute $c_{0}=\frac{-f\left(\boldsymbol{x}^{0}\right)}{g\left(\boldsymbol{x}^{0}\right)}$. Set $k=0$.
Step 2. Solve the concave maximization problem:

$$
\begin{equation*}
\max _{\boldsymbol{x} \in \Omega}\left\{-f(\boldsymbol{x})-c_{k} g(\boldsymbol{x})\right\} \tag{2.1}
\end{equation*}
$$

to obtain an optimal solution $\boldsymbol{x}^{k+1}$.
Step 3. If $f\left(\boldsymbol{x}^{k+1}\right)+c_{k} g\left(\boldsymbol{x}^{k+1}\right)=0$, then define the optimal solution as $\boldsymbol{x}^{*}:=\boldsymbol{x}^{k+1}$ and stop.
Step 4. If $f\left(\boldsymbol{x}^{k+1}\right)+c_{k} g\left(\boldsymbol{x}^{k+1}\right)<0$, update $c_{k+1}=\frac{-f\left(\boldsymbol{x}^{k+1}\right)}{g\left(\boldsymbol{x}^{k+1}\right)}$, increment $k$ by one, and return to Step 2.
This approach primarily establishes a connection between (1.2) and its parametric counterpart:

$$
\begin{gather*}
F(c):=\max _{\boldsymbol{x} \in \Omega}\{-f(\boldsymbol{x})-c g(\boldsymbol{x})\}  \tag{2.2}\\
c^{*}=\frac{-f\left(\boldsymbol{x}^{*}\right)}{g\left(\boldsymbol{x}^{*}\right)}=\max _{\boldsymbol{x} \in \Omega}\left\{\frac{-f(\boldsymbol{x})}{g(\boldsymbol{x})}\right\} \quad \text { if and only if } \quad F\left(c^{*}\right)=0 .
\end{gather*}
$$

Problem (1.2) is thus equivalent to finding a number $c^{*}$ such that $F\left(c^{*}\right)=0$. It is crucial to maintain (2.2) as a concave maximization model for $\boldsymbol{x}$ to ensure that an optimal point is obtained numerically. For this purpose, one must choose an initial point $\boldsymbol{x}^{0} \in \Omega$ to satisfy $c_{0} \geqslant 0$. Consequently, the sequence $\left\{c_{k}\right\}$ will be strictly monotonically increasing, preserving the concavity of the maximization objective function in (2.2).

However, Dinkelbach's method becomes inapplicable if $f(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in$ $\Omega$, because the maximization objective function in (2.2) may become nonconcave.

Moreover, if the constraint set $\Omega$ is unbounded, a solution to (2.2) or (1.2) may not exist. Additionally, even the concave maximization problem (2.2) could incur high computational costs. Therefore, there are critical aspects of this approach that warrant significant improvements.
2.2. Pang's approach. When (1.2) assumes specific forms, it can be reformulated as problems other than (2.2). For instance, in the case of Sharpe ratio optimization [28],

$$
\begin{gathered}
f(\boldsymbol{x}):=-\boldsymbol{\mu}^{\top} \boldsymbol{x}, \quad g(\boldsymbol{x}):=\sqrt{\boldsymbol{x}^{\top} \boldsymbol{V} \boldsymbol{x}} \\
\Omega:=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid \boldsymbol{x} \geqslant \mathbf{0}_{n}, \quad \boldsymbol{x}^{\top} \mathbf{1}_{n}=1 \text { and } \boldsymbol{C} \boldsymbol{x} \leqslant \boldsymbol{d}\right\}
\end{gathered}
$$

where $\mathbf{0}_{n}$ and $\mathbf{1}_{n}$ represent the $n$-dimensional zero and one vectors, respectively. Here, $\boldsymbol{C} \in \mathbb{R}^{m \times n}$ and $\boldsymbol{d} \in \mathbb{R}^{m}$ constitute a linear constraint for $\boldsymbol{x}$. The aforementioned problem is equivalent to a linear complementarity problem:

$$
\left\{\begin{array}{l}
\boldsymbol{u}=-\boldsymbol{\mu}+\boldsymbol{V} \boldsymbol{x}+\left(\boldsymbol{C}^{\top}-\mathbf{1}_{n} \boldsymbol{d}^{\top}\right) \boldsymbol{y} \geqslant \mathbf{0}_{n}, \quad \boldsymbol{x} \geqslant \mathbf{0}_{n} \\
\boldsymbol{v}=-\left(\boldsymbol{C}-\boldsymbol{d} \mathbf{1}_{n}^{\top}\right) \boldsymbol{x} \geqslant \mathbf{0}_{m}, \quad \boldsymbol{y} \geqslant \mathbf{0}_{m} \\
\boldsymbol{u}^{\top} \boldsymbol{x}=\boldsymbol{v}^{\top} \boldsymbol{y}=0
\end{array}\right.
$$

This can be efficiently solved using the principle pivoting algorithm [14], yielding a globally optimal solution. The approach necessitates that $\mu_{i}>0$ for some $i$, indicating that at least an asset exhibits a positive return.

Our work explores a more general form of fractional optimization that encompasses the Sharpe ratio optimization. Our method guarantees convergence to a critical point without the prerequisite of $\mu_{i}>0$, broadening its applicability to a variety of scenarios.
2.3. Zhang and Li's approach. Recently, Zhang and Li [39] addressed a category of nonconvex fractional optimization problems:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \Omega}\left\{\frac{h_{1}(\boldsymbol{x})+h_{2}(\boldsymbol{x})}{g(\boldsymbol{x})}\right\} \tag{2.3}
\end{equation*}
$$

where $h_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is possibly nonconvex and nonsmooth, $h_{2}$ is Lipschitz differentiable, $h_{1}+h_{2}$ is nonnegative over $\mathbb{R}^{n}$, and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is positive and convex. They proposed a proximal gradient subgradient algorithm, described by the iteration scheme:

$$
\left\{\begin{array}{l}
\boldsymbol{y}^{k+1} \in \partial g\left(\boldsymbol{x}^{k}\right) \\
c_{k}=\frac{h_{1}\left(\boldsymbol{x}^{k}\right)+h_{2}\left(\boldsymbol{x}^{k}\right)}{g\left(\boldsymbol{x}^{k}\right)} \\
\boldsymbol{x}^{k+1} \in \operatorname{prox}_{\alpha_{k} h_{1}}\left(\boldsymbol{x}^{k}-\alpha_{k} \nabla h_{2}\left(\boldsymbol{x}^{k}\right)+\alpha_{k} c_{k} \boldsymbol{y}^{k+1}\right)
\end{array},\right.
$$

where $\left\{\alpha_{k}\right\}$ are algorithmic parameters. The symbols ' $\partial$ ' and 'prox' denote the limiting-subdifferential and the proximity operator, respectively, with definitions provided later in Definition 3.3 (ii) and (3.10). This algorithm is designed to find a critical point $\boldsymbol{x}^{*}$ of the surrogate objective function with the subtractive form $h_{1}+h_{2}-c^{*} g$, where $c^{*}:=\frac{h_{1}\left(\boldsymbol{x}^{*}\right)+h_{2}\left(\boldsymbol{x}^{*}\right)}{g\left(\boldsymbol{x}^{*}\right)}$. Given that the sign of $\left(h_{1}+h_{2}\right)$ is opposite to that in Dinkelbach's method, the resulting $\boldsymbol{x}^{*}$ is not necessarily a local or global optimum of either the surrogate objective function or the original objective function defined by (2.3). In this paper, we examine a distinct class of fractional optimization problems from (2.3), where we are able to secure globally optimal solutions.
3. Proximal gradient algorithm for fractional optimization problems. In this section, we develop a proximal gradient algorithm (PGA) for solving a specific class of fractional optimization problems. We will prove that, under certain assumptions, our proposed algorithm is capable of converging to a globally optimal solution of the nonconvex fractional optimization model.

To more effectively describe the model we intend to solve, we first revisit the concepts of semi-algebraic sets and functions as defined by Attouch et al. (2010) [2]. Throughout this paper, $\overline{\mathbb{R}}$ denotes the extended real number set $\mathbb{R} \cup\{+\infty\}$.

Definition 3.1 (Semi-algebraic sets and functions). A subset $\mathcal{S} \subset \mathbb{R}^{n}$ is called semi-algebraic if it can be expressed as $\mathcal{S}=\bigcup_{j=1}^{s} \bigcap_{i=1}^{t}\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid p_{i j}(\boldsymbol{x})=0, q_{i j}(\boldsymbol{x})<0\right\}$, with $p_{i j}$ and $q_{i j}$ being real polynomial functions for each $i \in \mathbb{N}_{t}$ and $j \in \mathbb{N}_{s}$, given some positive integers $s, t \in \mathbb{N}_{+}$. A function $\psi: \mathcal{S} \rightarrow \overline{\mathbb{R}}$ is semi-algebraic if its graph, defined as $\{(\boldsymbol{x}, y) \in \mathcal{S} \times \mathbb{R} \mid y=\psi(\boldsymbol{x})\}$, is a semi-algebraic subset of $\mathbb{R}^{n+1}$.

This paper deals with a category of fractional optimization problems as depicted in (1.1), where $\Omega \subset \mathbb{R}^{n}$ is a set that is closed, convex, and semi-algebraic. The functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ adhere to the subsequent two assumptions:
Assumption 1. The functions $f$ and $g$ are both convex, semi-algebraic, Lipschitz continuous, and differentiable with Lipschitz continuous gradients over $\Omega$. Furthermore, $g(\boldsymbol{x})>0$ for every $\boldsymbol{x} \in \Omega$.
Assumption 2. For any $d \in\left\{\left.\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \right\rvert\, \boldsymbol{x} \in \Omega\right\}$, the level set $\left\{\boldsymbol{x} \in \Omega \left\lvert\, \frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \leq d\right.\right\}$ is bounded.

It is worth noting that Assumption 2 is less stringent than the bounded-constraintset assumption which is commonly required by many existing methods. The former leverages the level-boundedness of the function to ease the constraint on the variable, while the latter imposes a direct constraint on the variable independent of the properties of the function. It is also straightforward to identify examples that fulfill the former assumption but not the latter, as discussed in Section 4.3. Significantly, Assumption 2 is also less demanding than the general sense of level-boundedness it only needs to apply within the set $\left\{\left.\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \right\rvert\, \boldsymbol{x} \in \Omega\right\}$, rather than across the entirety of $\mathbb{R}$.

Proposition 3.2. Given a closed set $\Omega \subset \mathbb{R}^{n}$, and two continuous functions $f$ and $g$ on $\Omega$ that fulfill Assumption 2, with $g(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \Omega$, there exists a real number $M$ such that $\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \geq M$ for all $\boldsymbol{x} \in \Omega$.

Proof. The function $f / g$ is continuous on $\Omega$. If $\Omega$ is bounded, then it is compact, and hence $f / g$ is bounded on $\Omega$, which confirms the proposition.

For the case where $\Omega$ is unbounded, we argue by contradiction. Suppose that for any $M \in \mathbb{R}$, there exists $\boldsymbol{x} \in \Omega$ such that $f(\boldsymbol{x}) / g(\boldsymbol{x})<M$. Note that for any $k \in \mathbb{N}_{+}$, there exists $m_{k} \in\{f(\boldsymbol{x}) / g(\boldsymbol{x}) \mid \boldsymbol{x} \in \Omega\}$ such that $f(\boldsymbol{x}) / g(\boldsymbol{x}) \geqslant m_{k}$ for all $\boldsymbol{x}$ in the compact set $\left\{\boldsymbol{x} \in \Omega \mid\|\boldsymbol{x}\|_{2} \leqslant k\right\}$, and the sequence $\left\{m_{k}\right\}_{k \in \mathbb{N}_{+}}$is monotonically decreasing. This together with the assumption for contradiction imply that for any $k \in$ $\mathbb{N}_{+}$, there must be $\boldsymbol{x}_{k} \in \Omega$ such that $f\left(\boldsymbol{x}_{k}\right) / g\left(\boldsymbol{x}_{k}\right)<m_{k}$ and $\left\|\boldsymbol{x}_{k}\right\|_{2}>k$. Setting $d=$ $m_{1}$, we then have $\left\{\boldsymbol{x}_{k}\right\}_{k \in \mathbb{N}_{+}} \subset\{\boldsymbol{x} \in \Omega \mid f(\boldsymbol{x}) / g(\boldsymbol{x}) \leqslant d\}$, leading to the conclusion that the level set $\{\boldsymbol{x} \in \Omega \mid f(\boldsymbol{x}) / g(\boldsymbol{x}) \leqslant d\}$ is unbounded, which contradicts Assumption 2. This contradiction completes the proof.

To solve (1.1), we first recast it as an equivalent fractional optimization model whose objective function is guaranteed to be nonnegative. The nonnegativity of the objective function is essential for the later convergence proof of our algorithm. Propo-
sition 3.2 ensures the existence of an $M \in \mathbb{R}$ such that $f(\boldsymbol{x})-M g(\boldsymbol{x}) \geq 0$. We then define the function $\tilde{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\tilde{f}(\boldsymbol{x}):=f(\boldsymbol{x})-M g(\boldsymbol{x}), \tag{3.1}
\end{equation*}
$$

and denote $L_{f}$ and $L_{\nabla f}$ as the Lipschitz constants of $f$ and its gradient, respectively; similarly, $L_{g}$ and $L_{\nabla g}$ for $g$ and its gradient. Then, the following facts are established: Fact $1 \tilde{f}(\boldsymbol{x}) \geqslant 0$ for all $\boldsymbol{x} \in \Omega$.
Fact 2 For any $d \in\left\{\left.\frac{\tilde{f}(\boldsymbol{x})}{g(\boldsymbol{x})} \right\rvert\, \boldsymbol{x} \in \Omega\right\}$, the level set $\left\{\boldsymbol{x} \in \Omega \left\lvert\, \frac{\tilde{f}(\boldsymbol{x})}{g(\boldsymbol{x})} \leqslant d\right.\right\}$ is bounded.
Fact 3 The functions $\tilde{f}$ and $\nabla \tilde{f}$ are $L_{\tilde{f}}$ and $L_{\nabla \tilde{f}}$-Lipschitz continuous on $\Omega$, respectively, where $L_{\tilde{f}}:=L_{f}+|M| \cdot L_{g}$ and $L_{\nabla \tilde{f}}:=L_{\nabla f}+|M| \cdot L_{\nabla g}$.

We also define the indicator function $\iota_{\Omega}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ by

$$
\iota_{\Omega}(\boldsymbol{x}):= \begin{cases}0, & \text { if } \boldsymbol{x} \in \Omega  \tag{3.2}\\ +\infty, & \text { otherwise }\end{cases}
$$

Note that $\iota_{\Omega}$ is lower semicontinuous and convex because $\Omega$ is closed and convex (refer to Example 1.25 and Example 8.3 in [4]). Now, (1.1) is equivalent to

$$
\begin{equation*}
\min _{\boldsymbol{x} \in\left\{\boldsymbol{u} \in \mathbb{R}^{n} \mid g(\boldsymbol{u}) \neq 0\right\}}\left\{F(\boldsymbol{x}):=\frac{\tilde{f}(\boldsymbol{x})+\iota_{\Omega}(\boldsymbol{x})}{g(\boldsymbol{x})}\right\} . \tag{3.3}
\end{equation*}
$$

We will then focus on solving (3.3).
3.1. Development of proximal gradient algorithm. In this subsection, we develop a Proximal Gradient Algorithm (PGA) to solve (3.3). To this end, we will establish the relationship between the global optimal solution of the model and the proximal characterization (see Proposition 3.10), and then propose the PGA based on this characterization.

We first recall the notions of subdifferentials and critical points [27]. Let $B(\boldsymbol{x} ; \delta)$ denote the neighborhood of $\boldsymbol{x}$ with radius $\delta>0$. The lower limit of function $\psi$ at $\boldsymbol{x}$ and the domain of $\psi$ are defined by

$$
\liminf _{\substack{\boldsymbol{y} \rightarrow \boldsymbol{x} \\ \boldsymbol{y} \neq \boldsymbol{x}}} \psi(\boldsymbol{y}):=\lim _{\delta \rightarrow 0^{+}}\left(\inf _{\boldsymbol{y} \in B(\boldsymbol{x} ; \delta)} \psi(\boldsymbol{y})\right) \text { and } \operatorname{dom} \psi:=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid \psi(\boldsymbol{x})<+\infty\right\}
$$

respectively.
Definition 3.3 (Subdifferentials and critical point). Let $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a proper lower semicontinuous function.
(i) For each $\boldsymbol{x} \in \operatorname{dom} \psi$, the Fréchet subdifferential of $\psi$ at $\boldsymbol{x}$, denoted by $\hat{\partial} \psi(\boldsymbol{x})$, is the set of all vectors $\boldsymbol{u} \in \mathbb{R}^{n}$ that satisfy $\liminf _{\substack{\boldsymbol{y} \rightarrow \boldsymbol{x} \\ \boldsymbol{y} \neq \boldsymbol{x}}} \frac{\psi(\boldsymbol{y})-\psi(\boldsymbol{x})-\langle\boldsymbol{u}, \boldsymbol{y}-\boldsymbol{x}\rangle}{\|\boldsymbol{y}-\boldsymbol{x}\|_{2}} \geqslant 0$. When $\boldsymbol{x} \notin \operatorname{dom} \psi$, we define $\hat{\partial} \psi(\boldsymbol{x})=\varnothing$.
(ii) The limiting-subdifferential, or simply the subdifferential of $\psi$ at $\boldsymbol{x} \in \operatorname{dom} \psi$, denoted by $\partial \psi(\boldsymbol{x})$, is defined through the following closure process:

$$
\partial \psi(\boldsymbol{x}):=\left\{\boldsymbol{u} \in \mathbb{R}^{n} \mid \exists \boldsymbol{x}^{k} \rightarrow \boldsymbol{x}, \psi\left(\boldsymbol{x}^{k}\right) \rightarrow \psi(\boldsymbol{x}) \text { and } \boldsymbol{u}^{k} \in \hat{\partial} \psi\left(\boldsymbol{x}^{k}\right) \rightarrow \boldsymbol{u} \text { as } k \rightarrow+\infty\right\} .
$$

We say that $\boldsymbol{x}$ is a critical point of $\psi$ if $\mathbf{0}_{n} \in \partial \psi(\boldsymbol{x})$.
We also recall the following three known results about subdifferential, presented as the following Lemmas 3.4, 3.5, and 3.6. These are directly from Theorem 10.1, Exercise 8.8 (c) and Proposition 8.12 of [31], respectively.

Lemma 3.4 (Fermat's rule [31, Theorem 10.1]). Let $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a proper function. If $\boldsymbol{x} \in \mathbb{R}^{n}$ is a local minimizer of $\psi$, then $\mathbf{0}_{n} \in \partial \psi(\boldsymbol{x})$.

Lemma 3.5 ([31, Exercise 8.8 (c)]). Let $\psi_{1}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ and $\psi_{2}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be two proper lower semicontinuous functions, and let $\boldsymbol{x} \in \mathbb{R}^{n}$. If $\psi_{1}$ is differentiable in a neighborhood of $\boldsymbol{x}$, and $\psi_{2}$ is finite at $\boldsymbol{x}$, then $\partial\left(\psi_{1}+\psi_{2}\right)(\boldsymbol{x})=\nabla \psi_{1}(\boldsymbol{x})+\partial \psi_{2}(\boldsymbol{x})$.

Lemma 3.6 ([31, Proposition 8.12]). If $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ is a proper and convex function, then for any $\boldsymbol{x} \in \mathbb{R}^{n}$,

$$
\partial \psi(\boldsymbol{x})=\hat{\partial} \psi(\boldsymbol{x})=\left\{\boldsymbol{u} \in \mathbb{R}^{n} \mid \psi(\boldsymbol{y}) \geqslant \psi(\boldsymbol{x})+\langle\boldsymbol{u}, \boldsymbol{y}-\boldsymbol{x}\rangle \text { for all } \boldsymbol{y} \in \mathbb{R}^{n}\right\} .
$$

In addition, according to the definition of the subdifferential, we introduce the following lemma.

Lemma 3.7. Let $\psi_{1}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ and $\psi_{2}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be two proper lower semicontinuous functions such that dom $\psi_{1}=\operatorname{dom} \psi_{2}$, and both $\psi_{1}$ and $\psi_{2}$ are continuous on dom $\psi_{1}$. If $\hat{\partial} \psi_{1}(\boldsymbol{x})=\hat{\partial} \psi_{2}(\boldsymbol{x})$ for all $\boldsymbol{x} \in \operatorname{dom} \psi_{1}$, then $\partial \psi_{1}(\boldsymbol{x})=\partial \psi_{2}(\boldsymbol{x})$ for all $\boldsymbol{x} \in \operatorname{dom} \psi_{1}$.

Proof. Let $\boldsymbol{x}$ be any vector in dom $\psi_{1}$. Then, $\boldsymbol{x} \in \operatorname{dom} \psi_{2}$ since dom $\psi_{1}=\operatorname{dom} \psi_{2}$. We first prove that $\partial \psi_{1}(\boldsymbol{x}) \subset \partial \psi_{2}(\boldsymbol{x})$. Let $\boldsymbol{u} \in \partial \psi_{1}(\boldsymbol{x})$. By the definition of subdifferential, there exists a sequence $\left\{\boldsymbol{x}^{k}\right\}$ satisfying $\boldsymbol{x}^{k} \rightarrow \boldsymbol{x}, \psi_{1}\left(\boldsymbol{x}^{k}\right) \rightarrow \psi_{1}(\boldsymbol{x})$ and a sequence $\left\{\boldsymbol{u}^{k}\right\}$ such that $\boldsymbol{u}^{k}=\boldsymbol{u}$ and for each $k$, we have $\boldsymbol{u}^{k} \in \hat{\partial} \psi_{1}\left(\boldsymbol{x}^{k}\right)$. Since $\hat{\partial} \psi_{1}\left(\boldsymbol{x}^{k}\right) \neq \varnothing$, it follows that $\boldsymbol{x}^{k} \in \operatorname{dom} \psi_{1}$. The continuity of $\psi_{2}$ on dom $\psi_{1}$, along with the fact $\lim _{k \rightarrow \infty} \boldsymbol{x}^{k}=\boldsymbol{x}$, implies that $\lim _{k \rightarrow \infty} \psi_{2}\left(\boldsymbol{x}^{k}\right)=\psi_{2}(\boldsymbol{x})$. Additionally, given that $\hat{\partial} \psi_{1}(\boldsymbol{v})=\hat{\partial} \psi_{2}(\boldsymbol{v})$ for all $\boldsymbol{v} \in \operatorname{dom} \psi_{1}$, it follows that $\boldsymbol{u}^{k} \in \hat{\partial} \psi_{2}\left(\boldsymbol{x}^{k}\right)$ for all $k$. Consequently, $\boldsymbol{u} \in \partial \psi_{2}(\boldsymbol{x})$, which shows that $\partial \psi_{1}(\boldsymbol{x}) \subset \partial \psi_{2}(\boldsymbol{x})$.

In a similar manner, if $\boldsymbol{u} \in \partial \psi_{2}(\boldsymbol{x})$, we can prove that $\boldsymbol{u} \in \partial \psi_{1}(\boldsymbol{x})$, i.e., $\partial \psi_{2}(\boldsymbol{x}) \subset$ $\partial \psi_{1}(\boldsymbol{x})$. Therefore, we conclude that $\partial \psi_{1}(\boldsymbol{x})=\partial \psi_{2}(\boldsymbol{x})$, which completes the proof. $\square$

We then establish the relationship between the original fractional function $F$ in (3.3) and its corresponding subtractive form, as seen in [5, 18]. To illustrate this, we introduce the following two propositions.

Proposition 3.8. Let the function $F$ be defined as in (3.3), let $\boldsymbol{x}^{*} \in \Omega$, and define $c^{*}:=F\left(\boldsymbol{x}^{*}\right)$. Then, $\boldsymbol{x}^{*}$ is a globally optimal solution of (3.3) if and only if it is a globally optimal solution of

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \tilde{f}(\boldsymbol{x})+\iota_{\Omega}(\boldsymbol{x})-c^{*} g(\boldsymbol{x}) \tag{3.4}
\end{equation*}
$$

Proof. The assertion that $\boldsymbol{x}^{*}$ is a globally optimal solution of (3.3) implies

$$
\begin{equation*}
c^{*} \leqslant \frac{\tilde{f}(\boldsymbol{x})}{g(\boldsymbol{x})}, \quad \text { for all } \boldsymbol{x} \in \Omega \tag{3.5}
\end{equation*}
$$

Considering that $g(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \Omega$, (3.5) is equivalent to $0 \leqslant \tilde{f}(\boldsymbol{x})-c^{*} g(\boldsymbol{x})$ for all $\boldsymbol{x} \in \Omega$, which can be rewritten as $\tilde{f}\left(\boldsymbol{x}^{*}\right)+\iota_{\Omega}\left(\boldsymbol{x}^{*}\right)-c^{*} g\left(\boldsymbol{x}^{*}\right) \leqslant \tilde{f}(\boldsymbol{x})+\iota_{\Omega}(\boldsymbol{x})-c^{*} g(\boldsymbol{x})$ for all $\boldsymbol{x} \in \Omega$. This is equivalent to the assertion that $\boldsymbol{x}^{*}$ is a globally optimal solution of (3.4), thus completing the proof.

Proposition 3.9. Let the function $F$ be defined as in (3.3), let $\boldsymbol{x}^{*} \in \Omega$, and define $c^{*}:=F\left(\boldsymbol{x}^{*}\right)$. Then, $\boldsymbol{x}^{*}$ is a critical point of $F$ if and only if $\mathbf{0}_{n} \in \partial \iota_{\Omega}\left(\boldsymbol{x}^{*}\right)+$ $\nabla \tilde{f}\left(\boldsymbol{x}^{*}\right)-c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)$.

Proof. Note that dom $F=\Omega$. For $\boldsymbol{x} \in \Omega$, we define $a_{1}:=\tilde{f}(\boldsymbol{x})$ and $a_{2}:=g(\boldsymbol{x})$. Given $\boldsymbol{u} \in \Omega$ and $\boldsymbol{v} \in \mathbb{R}^{n}$, we can directly compute

$$
\begin{equation*}
\frac{\frac{\tilde{f}(\boldsymbol{u})}{g(\boldsymbol{u})}-\frac{a_{1}}{a_{2}}-\langle\boldsymbol{v}, \boldsymbol{u}-\boldsymbol{x}\rangle}{\|\boldsymbol{u}-\boldsymbol{x}\|_{2}}=\frac{a_{2} \tilde{f}(\boldsymbol{u})-a_{1} g(\boldsymbol{u})-\left\langle a_{2}^{2} \boldsymbol{v}, \boldsymbol{u}-\boldsymbol{x}\right\rangle}{a_{2}^{2}\|\boldsymbol{u}-\boldsymbol{x}\|_{2}}+R(\boldsymbol{u}, \boldsymbol{x}) \tag{3.6}
\end{equation*}
$$

where $R(\boldsymbol{u}, \boldsymbol{x}):=\frac{\left(a_{2}-g(\boldsymbol{u})\right)\left(a_{2} \tilde{f}(\boldsymbol{u})-a_{1} g(\boldsymbol{u})\right)}{a_{2}^{2} g(\boldsymbol{u})\|\boldsymbol{u}-\boldsymbol{x}\|_{2}}$. Recall that $g(\boldsymbol{u})>0$ for $\boldsymbol{u} \in \Omega, g$ is $L_{g}$-Lipschitz continuous on $\Omega$, and $f$ is continuous at $\boldsymbol{x}$. These conditions ensure that

$$
\lim _{\substack{u \rightarrow \boldsymbol{x} \\ \boldsymbol{u} \in \Omega}}|R(\boldsymbol{u}, \boldsymbol{x})| \leqslant \lim _{\substack{u \rightarrow \boldsymbol{x} \\ \boldsymbol{u} \in \Omega}} \frac{L_{g}\left|a_{2} \tilde{f}(\boldsymbol{u})-a_{1} g(\boldsymbol{u})\right|}{a_{2}^{2}|g(\boldsymbol{u})|}=0
$$

that is,

$$
\begin{equation*}
\lim _{\substack{u \rightarrow \boldsymbol{x} \\ \boldsymbol{u} \in \Omega}} R(\boldsymbol{u}, \boldsymbol{x})=0 \tag{3.7}
\end{equation*}
$$

Let $\varphi:=a_{2}\left(\tilde{f}+\iota_{\Omega}\right)-a_{1} g$. It follows from (3.6), (3.7), and the fact $\varphi(\boldsymbol{x})=0$, that

$$
\begin{align*}
\hat{\partial} F(\boldsymbol{x}) & =\left\{\boldsymbol{v} \in \mathbb{R}^{n}: \liminf _{\boldsymbol{u} \rightarrow \boldsymbol{x}}^{\boldsymbol{u} \in \Omega}\right. \\
& \left.\frac{\frac{\tilde{f}(\boldsymbol{u})}{g(\boldsymbol{u})}-\frac{a_{1}}{a_{2}}-\langle\boldsymbol{v}, \boldsymbol{u}-\boldsymbol{x}\rangle}{\|\boldsymbol{u}-\boldsymbol{x}\|_{2}} \geqslant 0\right\} \\
& =\left\{\boldsymbol{v} \in \mathbb{R}^{n}: \liminf _{\substack{u \rightarrow x \\
\boldsymbol{u} \in \Omega}} \frac{a_{2} \tilde{f}(\boldsymbol{u})-a_{1} g(\boldsymbol{u})-\left\langle a_{2}^{2} \boldsymbol{v}, \boldsymbol{u}-\boldsymbol{x}\right\rangle}{a_{2}^{2}\|\boldsymbol{u}-\boldsymbol{x}\|_{2}} \geqslant 0\right\} \\
& =\left\{\boldsymbol{v} \in \mathbb{R}^{n}: \liminf _{\substack{\boldsymbol{u} \rightarrow \boldsymbol{x} \\
\boldsymbol{u} \in \Omega}} \frac{\varphi(\boldsymbol{u})-\varphi(\boldsymbol{x})-\left\langle a_{2}^{2} \boldsymbol{v}, \boldsymbol{u}-\boldsymbol{x}\right\rangle}{\|\boldsymbol{u}-\boldsymbol{x}\|_{2}} \geqslant 0\right\}  \tag{3.8}\\
& =\frac{\hat{\partial} \varphi(\boldsymbol{x})}{a_{2}^{2}},
\end{align*}
$$

for all $\boldsymbol{x} \in \Omega$. Then, according to Lemma 3.7 and (3.8), we see that

$$
\begin{equation*}
\partial F(\boldsymbol{x})=\frac{\partial \varphi(\boldsymbol{x})}{a_{2}^{2}}, \text { for all } \boldsymbol{x} \in \Omega \tag{3.9}
\end{equation*}
$$

Now, for $\boldsymbol{x}^{*} \in \Omega$, by defining $a_{1}^{*}:=\tilde{f}\left(\boldsymbol{x}^{*}\right), a_{2}^{*}:=g\left(\boldsymbol{x}^{*}\right)$, and using Lemma 3.5, we conclude that $\boldsymbol{x}^{*}$ is a critical point of $F$ if and only if $\mathbf{0}_{n} \in \frac{\partial\left[a_{2}^{*}\left(\tilde{f}+\iota_{\Omega}\right)-a_{1}^{*} g\right]\left(\boldsymbol{x}^{*}\right)}{a_{2}^{* 2}}$, that is, $\mathbf{0}_{n} \in \partial \iota_{\Omega}\left(\boldsymbol{x}^{*}\right)+\nabla \tilde{f}\left(\boldsymbol{x}^{*}\right)-c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)$. This completes the proof.

For the development of the Proximal Gradient Algorithm (PGA), we recall that the proximity operator of a proper function $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ at $\boldsymbol{x} \in \mathbb{R}^{n}$ is defined by

$$
\begin{equation*}
\operatorname{prox}_{\psi}(\boldsymbol{x}):=\underset{\boldsymbol{u} \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\frac{1}{2}\|\boldsymbol{u}-\boldsymbol{x}\|_{2}^{2}+\psi(\boldsymbol{u})\right\} \tag{3.10}
\end{equation*}
$$

From the definition of the operator $\operatorname{prox}_{\iota_{\Omega}}$, it is straightforward to see that it is exactly the projection operator $P_{\Omega}$ onto the closed convex $\Omega$, that is,

$$
\begin{equation*}
\operatorname{prox}_{\iota_{\Omega}}(\boldsymbol{x})=P_{\Omega}(\boldsymbol{x})=\underset{\boldsymbol{u} \in \Omega}{\operatorname{argmin}}\|\boldsymbol{u}-\boldsymbol{x}\|_{2} . \tag{3.11}
\end{equation*}
$$

We then provide a sufficient condition for a critical point and a global minimizer of $F$ based on the proximal characterization.

Proposition 3.10. Let the function $F$ be defined as in (3.3), let $\boldsymbol{x}^{*} \in \Omega$, let $c^{*}:=F\left(\boldsymbol{x}^{*}\right)$, and let $\alpha>0$. If

$$
\begin{equation*}
\boldsymbol{x}^{*}=\operatorname{prox}_{\iota_{\Omega}}\left(\boldsymbol{x}^{*}-\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{*}\right)+\alpha c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)\right) \tag{3.12}
\end{equation*}
$$

then $\boldsymbol{x}^{*}$ is a critical point of $F$. Moreover, if $f\left(\boldsymbol{x}^{*}\right) \leqslant 0$, then $\boldsymbol{x}^{*}$ is a globally optimal solution of (3.3), that is, a globally optimal solution of (1.1).

Proof. By the definition of the proximity operator, we know

$$
\boldsymbol{x}^{*}=\underset{\boldsymbol{x} \in \mathbb{R}^{n}}{\operatorname{argmin}} \iota_{\Omega}(\boldsymbol{x})+\frac{1}{2}\left\|\boldsymbol{x}-\boldsymbol{x}^{*}+\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{*}\right)-\alpha c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)\right\|_{2}^{2}
$$

which, together with Lemma 3.4, implies that $\mathbf{0}_{n} \in \partial \iota_{\Omega}\left(\boldsymbol{x}^{*}\right)+\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{*}\right)-\alpha c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)$. Noting that $\iota_{\Omega}(\boldsymbol{x})=\alpha \iota_{\Omega}(\boldsymbol{x})$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$, the above inclusion is equivalent to

$$
\begin{equation*}
\mathbf{0}_{n} \in \partial \iota_{\Omega}\left(\boldsymbol{x}^{*}\right)+\nabla \tilde{f}\left(\boldsymbol{x}^{*}\right)-c^{*} \nabla g\left(\boldsymbol{x}^{*}\right) \tag{3.13}
\end{equation*}
$$

Then, it follows from Proposition 3.9 that $\boldsymbol{x}^{*}$ is a critical point of $F$.
Let $\tilde{F}\left(\boldsymbol{x} ; \boldsymbol{x}^{*}\right):=\tilde{f}(\boldsymbol{x})+\iota_{\Omega}(\boldsymbol{x})-c^{*} g(\boldsymbol{x})$ and $\boldsymbol{x} \in \mathbb{R}_{\tilde{n}}^{n}$. Then (3.13) indicates that $\boldsymbol{x}^{*}$ is a critical point of $\tilde{F}\left(\cdot ; \boldsymbol{x}^{*}\right)$. By the definition of $\tilde{f}$ in (3.1), we get

$$
\begin{aligned}
\tilde{F}\left(\boldsymbol{x} ; \boldsymbol{x}^{*}\right) & =f(\boldsymbol{x})-M g(\boldsymbol{x})+\iota_{\Omega}(\boldsymbol{x})-\frac{f\left(\boldsymbol{x}^{*}\right)-M g\left(\boldsymbol{x}^{*}\right)}{g\left(\boldsymbol{x}^{*}\right)} \cdot g(\boldsymbol{x}) \\
& =f(\boldsymbol{x})+\iota_{\Omega}(\boldsymbol{x})-\frac{f\left(\boldsymbol{x}^{*}\right)}{g\left(\boldsymbol{x}^{*}\right)} \cdot g(\boldsymbol{x})
\end{aligned}
$$

We recall that the functions $f, \iota_{\Omega}$, and $g$ are all convex. Since $g\left(\boldsymbol{x}^{*}\right)>0$ and $f\left(\boldsymbol{x}^{*}\right) \leqslant$ 0 , we observe that $\tilde{F}\left(\boldsymbol{x} ; \boldsymbol{x}^{*}\right)$ is also a convex function with respect to $\boldsymbol{x}$. The convexity of $\tilde{F}\left(\cdot ; \boldsymbol{x}^{*}\right)$ ensures that the critical point $\boldsymbol{x}^{*}$ of $\tilde{F}\left(\cdot ; \boldsymbol{x}^{*}\right)$ is indeed a global minimizer of $\tilde{F}\left(\cdot ; \boldsymbol{x}^{*}\right)$. Consequently, we can conclude from Proposition 3.8 that $\boldsymbol{x}^{*}$ is a globally optimal solution of (3.3), which, due to the equivalence of (1.1) and (3.3), is also a globally optimal solution of (1.1).

Indeed, if there exists a point $\tilde{\boldsymbol{x}} \in \Omega$ such that $f(\tilde{\boldsymbol{x}}) \leqslant 0$, it implies the existence of a critical point $\boldsymbol{x}^{*} \in \Omega$ with the property $f\left(\boldsymbol{x}^{*}\right) \leqslant 0$. This follows from the fact that the globally optimal point is, by definition, a critical point that achieves a nonpositive value. In light of Proposition 3.10, we present the following proximal gradient algorithm [39]. In this paper, we use $\mathbb{N}$ to denote the set of nonnegative integers and $\mathbb{N}_{+}$to denote the set of positive integers, respectively. We define $\mathbb{R}_{+}:=$ $(0,+\infty)$.

## Proximal Gradient Algorithm (PGA)

Initialization: Preset $\alpha \in \mathbb{R}_{+}$and choose an initial vector $\boldsymbol{x}^{0} \in \Omega$.
For each $k \in \mathbb{N}$, generate the sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ as follows:

$$
\left\{\begin{array}{l}
c_{k}=\frac{\tilde{f}\left(\boldsymbol{x}^{k}\right)}{g\left(\boldsymbol{x}^{k}\right)}  \tag{3.14}\\
\boldsymbol{x}^{k+1}=\operatorname{prox}_{\iota_{\Omega}}\left(\boldsymbol{x}^{k}-\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)+\alpha c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)\right)
\end{array}\right.
$$

3.2. Convergence analysis of PGA. In this subsection, we analyze the convergence of PGA. We aim to prove that under certain conditions, the iterative sequence generated by PGA converges to a globally optimal solution of (3.3), and consequently, to a globally optimal solution of (1.1). For this purpose, we revisit the concept of Kurdyka-Łojasiewicz (KL) property and refer to [3, Theorem 2.9] as Proposition 3.13.

Definition 3.11 (KL property). Let $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a proper lower semicontinuous function. We say that $\psi$ satisfies the $K L$ property at $\hat{\boldsymbol{x}} \in$ dom $\partial \psi$ if there exist $\eta \in(0,+\infty]$, a neighborhood $U$ of $\hat{\boldsymbol{x}}$ and a continuous concave function $\varphi:[0, \eta) \rightarrow[0,+\infty]$ such that
(i) $\varphi(0)=0$;
(ii) $\varphi$ is continuously differentiable on $(0, \eta)$ with $\varphi^{\prime}>0$;
(iii) $\varphi^{\prime}(\psi(\boldsymbol{x})-\psi(\hat{\boldsymbol{x}})) \cdot \operatorname{dist}(0, \partial \psi(\boldsymbol{x})) \geqslant 1$ for any $\boldsymbol{x} \in U \cap\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \psi(\hat{\boldsymbol{x}})<\psi(\boldsymbol{x})<\right.$ $\psi(\hat{\boldsymbol{x}})+\eta\}$.
Definition 3.12 (KL function). We call a proper lower semicontinuous function $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ KL function if $\psi$ satisfies the $K L$ property at all points in dom $\partial \psi$.

Proposition 3.13 ([3, Theorem 2.9]). Let $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a proper lower semicontinuous function. Consider a sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{R}^{n}$ satisfying the following conditions:
(i) There exists $a>0$ such that $\psi\left(\boldsymbol{x}^{k+1}\right)+a\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2} \leqslant \psi\left(\boldsymbol{x}^{k}\right)$ for all $k \in \mathbb{N}$.
(ii) There exist $b>0$ and $\boldsymbol{y}^{k+1} \in \partial \psi\left(\boldsymbol{x}^{k+1}\right)$ such that $\left\|\boldsymbol{y}^{k+1}\right\|_{2} \leqslant b\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}$ for all $k \in \mathbb{N}$.
(iii) There exist a subsequence $\left\{\boldsymbol{x}^{k_{j}}\right\}_{j \in \mathbb{N}_{+}}$and $\boldsymbol{x}^{*} \in \mathbb{R}^{n}$ such that

$$
\lim _{j \rightarrow \infty} x^{k_{j}}=\boldsymbol{x}^{*} \text { and } \lim _{j \rightarrow \infty} \psi\left(\boldsymbol{x}^{k_{j}}\right)=\psi\left(\boldsymbol{x}^{*}\right) .
$$

If $\psi$ satisfies the KL property at $\boldsymbol{x}^{*}$, then $\lim _{k \rightarrow \infty} \boldsymbol{x}^{k}=\boldsymbol{x}^{*}$ and $\mathbf{0}_{n} \in \partial \psi\left(\boldsymbol{x}^{*}\right)$.
We shall then focus on verifying that the sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ generated by PGA satisfies the conditions in Proposition 3.13. We first verify the satisfaction of item (i). To this end, we recall Proposition A. 24 and Proposition B. 3 of [5] as the following two lemmas.

Lemma 3.14. Let $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be differentiable with an L-Lipschitz continuous gradient. Then $\psi(\boldsymbol{y}) \leqslant \psi(\boldsymbol{x})+\langle\boldsymbol{y}-\boldsymbol{x}, \nabla \psi(\boldsymbol{x})\rangle+\frac{L}{2}\|\boldsymbol{y}-\boldsymbol{x}\|_{2}^{2}$ for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$.

Lemma 3.15. Let $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be differentiable. Then $\psi$ is convex if and only if $\psi(\boldsymbol{y}) \geqslant \psi(\boldsymbol{x})+\langle\boldsymbol{y}-\boldsymbol{x}, \nabla \psi(\boldsymbol{x})\rangle$ for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$.

We recall here that throughout this section, the constraint set $\Omega$ is assumed to be a closed, convex and semi-algebraic set; functions $f$ and $g$ in model (1.1) are always assumed to satisfy Assumption 1-2 in Section 3; function $\tilde{f}$ is defined by (3.1). Note that $\nabla \tilde{f}$ is $L_{\nabla \tilde{f}}$-Lipschitz continuous on $\Omega$. According to the above two lemmas, we can obtain the following result.

Lemma 3.16. Let $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by $P G A$. Then for all $k \in \mathbb{N}, \boldsymbol{x}^{k} \in \Omega$ and

$$
\begin{equation*}
\tilde{f}\left(\boldsymbol{x}^{k+1}\right)+\frac{1-\alpha L_{\nabla \tilde{f}}}{2 \alpha}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2} \leqslant c_{k} g\left(\boldsymbol{x}^{k+1}\right) . \tag{3.15}
\end{equation*}
$$

Proof. It can be easily seen from (3.11) that $\boldsymbol{x}^{k} \in \Omega$ for all $k \in \mathbb{N}$. The $L_{\nabla \tilde{f}^{-}}$ Lipschitz continuity of $\nabla \tilde{f}$ together with Lemma 3.14 yields that

$$
\begin{equation*}
\tilde{f}\left(\boldsymbol{x}^{k+1}\right) \leqslant \tilde{f}\left(\boldsymbol{x}^{k}\right)+\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}, \nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)\right\rangle+\frac{L_{\nabla \tilde{f}}}{2}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2} . \tag{3.16}
\end{equation*}
$$

Define $\varphi(\boldsymbol{u}):=\frac{1}{2}\left\|\boldsymbol{u}-\left(\boldsymbol{x}^{k}-\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)+\alpha c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)\right)\right\|_{2}^{2}+\iota_{\Omega}(\boldsymbol{u}), \boldsymbol{u} \in \mathbb{R}^{n}$. We know from (3.14) that $\varphi\left(\boldsymbol{x}^{k+1}\right) \leqslant \varphi\left(\boldsymbol{x}^{k}\right)$, that is,

$$
\begin{equation*}
\iota_{\Omega}\left(\boldsymbol{x}^{k+1}\right)+\frac{1}{2}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2}+\alpha\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}, \nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)-c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)\right\rangle \leqslant \iota_{\Omega}\left(\boldsymbol{x}^{k}\right) . \tag{3.17}
\end{equation*}
$$

Note that $\iota_{\Omega}\left(\boldsymbol{x}^{k+1}\right)=\iota_{\Omega}\left(\boldsymbol{x}^{k}\right)=0$. Inequality (3.17) becomes

$$
\begin{equation*}
\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}, \nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)\right\rangle \leqslant-\frac{1}{2 \alpha}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2}+\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}, c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)\right\rangle . \tag{3.18}
\end{equation*}
$$

Combing (3.16) and (3.18), and then using the equality $\tilde{f}\left(\boldsymbol{x}^{k}\right)=c_{k} g\left(\boldsymbol{x}^{k}\right)$, we get

$$
\begin{equation*}
\tilde{f}\left(\boldsymbol{x}^{k+1}\right)+\frac{1-\alpha L_{\nabla \tilde{f}}}{2 \alpha}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2} \leqslant c_{k} g\left(\boldsymbol{x}^{k}\right)+\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}, c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)\right\rangle \tag{3.19}
\end{equation*}
$$

Recall from Fact 1 that $\frac{\tilde{f}(\boldsymbol{x})}{g(\boldsymbol{x})} \geqslant 0$ for all $\boldsymbol{x} \in \Omega$. Hence $c_{k} \geqslant 0$ for all $k \in \mathbb{N}$. Using the convexity of $g$ and Lemma 3.15, we have $c_{k} g\left(\boldsymbol{x}^{k}\right)+\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}, c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)\right\rangle \leqslant c_{k} g\left(\boldsymbol{x}^{k+1}\right)$, which together with (3.19) implies the desired result.

Proposition 3.17. Let $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by PGA, where $\alpha \in\left(0, \frac{1}{L_{\nabla \tilde{f}}}\right)$. Then the following hold:
(i) $\lim _{k \rightarrow \infty} c_{k}=\lim _{k \rightarrow \infty} F\left(\boldsymbol{x}^{k}\right)$ exists and $c:=\lim _{k \rightarrow \infty} c_{k} \geqslant 0$.
(ii) $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ is bounded.
(iii) There exist $M_{1}, M_{2} \in \mathbb{R}_{+}$such that $M_{1} \leqslant g\left(\boldsymbol{x}^{k}\right) \leqslant M_{2}$ for all $k \in \mathbb{N}$.
(iv) There exists $a \in \mathbb{R}_{+}$such that $F\left(\boldsymbol{x}^{k+1}\right)+a\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2} \leqslant F\left(\boldsymbol{x}^{k}\right)$ for all $k \in \mathbb{N}$.
(v) $\lim _{k \rightarrow \infty}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}=0$.

Proof. We first prove item $(i)$. It follows from Lemma 3.16 that $\boldsymbol{x}^{k} \in \Omega$ and (3.15) holds for all $k \in \mathbb{N}$. Note that $g\left(\boldsymbol{x}^{k}\right)>0$ and $c_{k}=F\left(\boldsymbol{x}^{k}\right)$ for all $k \in \mathbb{N}$. Dividing by $g\left(\boldsymbol{x}^{k+1}\right)$ on both sides of (3.15) yields

$$
\begin{equation*}
F\left(\boldsymbol{x}^{k+1}\right)+\frac{1-\alpha L_{\nabla \tilde{f}}}{2 \alpha g\left(\boldsymbol{x}^{k+1}\right)}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}^{2} \leqslant F\left(\boldsymbol{x}^{k}\right), \quad \text { for all } k \in \mathbb{N} \tag{3.20}
\end{equation*}
$$

which implies that $\left\{F\left(\boldsymbol{x}^{k}\right)\right\}_{k \in \mathbb{N}}$ is monotonically decreasing. From Fact 1 , we see that $F\left(\boldsymbol{x}^{k}\right) \geqslant 0$ for all $k \in \mathbb{N}$, and hence $\left\{F\left(\boldsymbol{x}^{k}\right)\right\}_{k \in \mathbb{N}}$ is bounded below. Now by the monotone convergence theorem, we conclude that item (i) holds.

We then prove item (ii). Let $d:=\frac{\tilde{f}\left(\boldsymbol{x}^{0}\right)}{g\left(\boldsymbol{x}^{0}\right)}$. Since $\left\{F\left(\boldsymbol{x}^{k}\right)\right\}_{k \in \mathbb{N}}$ is monotonically decreasing and $\boldsymbol{x}^{k} \in \Omega$ for all $k \in \mathbb{N}$, we see that $F\left(\boldsymbol{x}^{k}\right) \leqslant F\left(\boldsymbol{x}^{0}\right)$, that is, $\frac{\tilde{f}\left(\boldsymbol{x}^{k}\right)}{g\left(\boldsymbol{x}^{k}\right)} \leqslant d$ for all $k \in \mathbb{N}$. Recall from Fact 2 that the level set $\Omega^{\prime}:=\left\{\boldsymbol{x} \in \Omega \left\lvert\, \frac{\tilde{f}(\boldsymbol{x})}{g(\boldsymbol{x})} \leqslant d\right.\right\}$ is bounded. This implies item (ii).

Let $\overline{\Omega^{\prime}}$ be the closure of $\Omega^{\prime}$. Then $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}} \subset \overline{\Omega^{\prime}}$ and $\overline{\Omega^{\prime}}$ is compact. Besides, we have $\overline{\Omega^{\prime}} \subset \Omega$, since $\Omega^{\prime} \subset \Omega$ and $\Omega$ is closed. By the continuity of $g$ and the compactness of $\overline{\Omega^{\prime}}$, there exist $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \overline{\Omega^{\prime}}$ such that $g\left(\boldsymbol{x}_{1}\right)=\inf _{\boldsymbol{x} \in \overline{\Omega^{\prime}}} g(\boldsymbol{x})$ and $g\left(\boldsymbol{x}_{2}\right)=\sup _{\boldsymbol{x} \in \overline{\Omega^{\prime}}} g(\boldsymbol{x})$ (see Theorem 4.16 of [32]). Recall that $g(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \Omega$. Item (iii) holds with $M_{1}:=g\left(\boldsymbol{x}_{1}\right)$ and $M_{2}:=g\left(\boldsymbol{x}_{2}\right)$.

Now it follows from (3.20) and item (iii) that item (iv) holds with $a:=\frac{1-\alpha L_{\nabla \tilde{f}}}{2 \alpha M_{2}}$. Item $(v)$ can be obtained from item $(i)$ and item (iv) directly.

We next consider the satisfaction of item (ii) in Proposition 3.13.
Proposition 3.18. Let $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by PGA, where $\alpha \in\left(0, \frac{1}{L_{\nabla \tilde{f}}}\right)$. Then there exist $\boldsymbol{q}^{k+1} \in \partial F\left(\boldsymbol{x}^{k+1}\right)$ and $b \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\left\|\boldsymbol{q}^{k+1}\right\|_{2} \leqslant b\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}, \quad \text { for } k \in \mathbb{N} \tag{3.21}
\end{equation*}
$$

Proof. Let

$$
\boldsymbol{q}^{k+1}:=\frac{\boldsymbol{x}^{k}-\boldsymbol{x}^{k+1}}{\alpha g\left(\boldsymbol{x}^{k+1}\right)}+\frac{\boldsymbol{z}_{g}^{k+1}+\boldsymbol{z}_{\tilde{f}}^{k+1}}{g\left(\boldsymbol{x}^{k+1}\right)}
$$

where $\boldsymbol{z}_{g}^{k+1}:=c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)-c_{k+1} \nabla g\left(\boldsymbol{x}^{k+1}\right)$ and $\boldsymbol{z}_{\tilde{f}}^{k+1}:=\nabla \tilde{f}\left(\boldsymbol{x}^{k+1}\right)-\nabla \tilde{f}\left(\boldsymbol{x}^{k}\right), k \in \mathbb{N}$. We first prove that $\boldsymbol{q}^{k+1} \in \partial F\left(\boldsymbol{x}^{k+1}\right)$. It follows from (3.14) and Lemma 3.4 that

$$
\boldsymbol{x}^{k}-\boldsymbol{x}^{k+1}-\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)+\alpha c_{k} \nabla g\left(\boldsymbol{x}^{k}\right) \in \partial \iota_{\Omega}\left(\boldsymbol{x}^{k+1}\right), \quad \text { for all } k \in \mathbb{N} .
$$

Note that $g\left(\boldsymbol{x}^{k+1}\right)>0$. The above inclusion relation implies that

$$
\begin{equation*}
\frac{\boldsymbol{x}^{k}-\boldsymbol{x}^{k+1}}{\alpha g\left(\boldsymbol{x}^{k+1}\right)}-\frac{\nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)-c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)}{g\left(\boldsymbol{x}^{k+1}\right)} \in \frac{\partial \iota_{\Omega}\left(\boldsymbol{x}^{k+1}\right)}{g\left(\boldsymbol{x}^{k+1}\right)} . \tag{3.22}
\end{equation*}
$$

It has been shown in the proof of Proposition 3.9 that (3.9) holds, where $a_{1}:=\tilde{f}(\boldsymbol{x})$ and $a_{2}:=g(\boldsymbol{x})$. That is,

$$
\begin{equation*}
\partial F(\boldsymbol{x})=\frac{\partial \iota_{\Omega}(\boldsymbol{x})}{g(\boldsymbol{x})}+\frac{\nabla \tilde{f}(\boldsymbol{x})}{g(\boldsymbol{x})}-\frac{\tilde{f}(\boldsymbol{x}) \nabla g(\boldsymbol{x})}{g^{2}(\boldsymbol{x})}, \quad \boldsymbol{x} \in \Omega . \tag{3.23}
\end{equation*}
$$

Combining (3.23) with $\boldsymbol{x}=\boldsymbol{x}^{k+1}$ and (3.22) yields that $\boldsymbol{q}^{k+1} \in \partial F\left(\boldsymbol{x}^{k+1}\right), k \in \mathbb{N}$.
We next prove that (3.21) holds. We see from item (ii) of Proposition 3.17 that $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}} \subset \Omega$ is bounded. Since $\tilde{f}$ and $g$ are both continuous on $\Omega$, there exists $C_{0}>0$ such that $\left|\tilde{f}\left(\boldsymbol{x}^{k}\right)\right| \leqslant C_{0}$ and $\left|g\left(\boldsymbol{x}^{k}\right)\right| \leqslant C_{0}$ for all $k \in \mathbb{N}$. Using the triangle inequality and the Lipschitz continuities of functions $\tilde{f}$ and $g$, we have that

$$
\begin{aligned}
& \left|\tilde{f}\left(\boldsymbol{x}^{k+1}\right) g\left(\boldsymbol{x}^{k}\right)-\tilde{f}\left(\boldsymbol{x}^{k}\right) g\left(\boldsymbol{x}^{k+1}\right)\right| \\
\leqslant & \left|\tilde{f}\left(\boldsymbol{x}^{k+1}\right) g\left(\boldsymbol{x}^{k}\right)-\tilde{f}\left(\boldsymbol{x}^{k}\right) g\left(\boldsymbol{x}^{k}\right)\right|+\left|\tilde{f}\left(\boldsymbol{x}^{k}\right) g\left(\boldsymbol{x}^{k}\right)-\tilde{f}\left(\boldsymbol{x}^{k}\right) g\left(\boldsymbol{x}^{k+1}\right)\right| \\
\leqslant & C_{0}\left|\tilde{f}\left(\boldsymbol{x}^{k+1}\right)-\tilde{f}\left(\boldsymbol{x}^{k}\right)\right|+C_{0}\left|g\left(\boldsymbol{x}^{k+1}\right)-g\left(\boldsymbol{x}^{k}\right)\right| \leqslant C_{1}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2},
\end{aligned}
$$

where $C_{1}:=C_{0}\left(L_{\tilde{f}}+L_{g}\right)$. Recall from item (iii) of Proposition 3.17 that there exists $M_{1}>0$ such that $g\left(\boldsymbol{x}^{k}\right) \geqslant M_{1}$ for all $k \in \mathbb{N}$. Then

$$
\begin{aligned}
\left|c_{k+1}-c_{k}\right| & =\left|\frac{\tilde{f}\left(\boldsymbol{x}^{k+1}\right) g\left(\boldsymbol{x}^{k}\right)-\tilde{f}\left(\boldsymbol{x}^{k}\right) g\left(\boldsymbol{x}^{k+1}\right)}{g\left(\boldsymbol{x}^{k+1}\right) g\left(\boldsymbol{x}^{k}\right)}\right| \\
& \leqslant \frac{1}{M_{1}^{2}}\left|\tilde{f}\left(\boldsymbol{x}^{k+1}\right) g\left(\boldsymbol{x}^{k}\right)-\tilde{f}\left(\boldsymbol{x}^{k}\right) g\left(\boldsymbol{x}^{k+1}\right)\right| \leqslant \frac{C_{1}}{M_{1}^{2}}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2} .
\end{aligned}
$$

The definition of $\boldsymbol{z}_{g}^{k+1}$ gives that

$$
\begin{aligned}
\left\|\boldsymbol{z}_{g}^{k+1}\right\|_{2} & =\left\|c_{k} \nabla g\left(\boldsymbol{x}^{k}\right)-c_{k+1} \nabla g\left(\boldsymbol{x}^{k+1}\right)\right\|_{2} \\
& \leqslant\left|c_{k}\right|\left\|\nabla g\left(\boldsymbol{x}^{k}\right)-\nabla g\left(\boldsymbol{x}^{k+1}\right)\right\|_{2}+\left|c_{k+1}-c_{k}\right|\left\|\nabla g\left(\boldsymbol{x}^{k+1}\right)\right\|_{2} .
\end{aligned}
$$

From Proposition 3.17, we also know that $\left|c_{k}\right|=F\left(\boldsymbol{x}^{k}\right) \leqslant F\left(\boldsymbol{x}^{0}\right)=c_{0}$. The boundedness of $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ and the continuity of $\|\nabla g(\cdot)\|_{2}$ on $\Omega$ imply that there exists $C_{2}>0$ such that $\left\|\nabla g\left(\boldsymbol{x}^{k}\right)\right\|_{2} \leqslant C_{2}$ for all $k \in \mathbb{N}$. These together with the $L_{\nabla g}$-Lipschitz continuity of $\nabla g$ give that $\left\|\boldsymbol{z}_{g}^{k+1}\right\|_{2} \leqslant C_{3}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}$, where $C_{3}:=c_{0} L_{\nabla g}+\frac{C_{1} C_{2}}{M_{1}^{2}}$. In addition, the $L_{\nabla \tilde{f}}$-Lipschitz continuity of $\nabla \tilde{f}$ yields that

$$
\left\|\boldsymbol{z}_{\tilde{f}}^{k+1}\right\|_{2}=\left\|\nabla \tilde{f}\left(\boldsymbol{x}^{k+1}\right)-\nabla \tilde{f}\left(\boldsymbol{x}^{k}\right)\right\|_{2} \leqslant L_{\nabla \tilde{f}}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2} .
$$

Therefore, by letting $b:=\frac{1}{M_{1}}\left(\frac{1}{\alpha}+C_{3}+L_{\nabla \tilde{f}}\right)>0$, we have that

$$
\left\|\boldsymbol{q}^{k+1}\right\|_{2} \leqslant \frac{1}{M_{1}}\left(\frac{1}{\alpha}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}+\left\|\boldsymbol{z}_{g}^{k+1}\right\|_{2}+\left\|\boldsymbol{z}_{\tilde{f}}^{k+1}\right\|_{2}\right) \leqslant b\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}
$$

which completes the proof.
We then consider the satisfaction of item (iii) in Proposition 3.13. Recall from Lemma 3.16 and item (ii) of Proposition 3.17 that $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}} \subset \Omega$ is bounded, which together with the continuity of $F$ on $\Omega$ implies the following proposition.

Proposition 3.19. Let $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by PGA, where $\alpha \in\left(0, \frac{1}{L_{\nabla \tilde{f}}}\right)$. Then there exist a subsequence $\left\{\boldsymbol{x}^{k_{j}}\right\}_{j \in \mathbb{N}_{+}}$of $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ and some $\boldsymbol{x}^{*} \in \Omega$ such that

$$
\lim _{j \rightarrow \infty} \boldsymbol{x}^{k_{j}}=\boldsymbol{x}^{*} \quad \text { and } \quad \lim _{j \rightarrow \infty} F\left(\boldsymbol{x}^{k_{j}}\right)=F\left(\boldsymbol{x}^{*}\right)
$$

To employ Proposition 3.13 for showing the convergence of PGA. It remains to be shown that $F$ satisfies the KL property at $\boldsymbol{x}^{*}$. To this end, we recall several properties of semi-algebraic functions from [2] and [13] as Lemma 3.20, and recall a known result in [3] and [6] that establishes the relation between semi-algebraic property and KL property as Lemma 3.21.

Lemma 3.20. Let $\mathcal{S} \subset \mathbb{R}^{n}$ be a semi-algebraic set. The following statements are true:
(i) The finite sum or product of semi-algebraic functions is semi-algebraic.
(ii) The indicator function of a semi-algebraic set is semi-algebraic.
(iii) If $\psi: \mathcal{S} \rightarrow \overline{\mathbb{R}}$ is semi-algebraic and $\psi(\boldsymbol{x}) \neq 0$ for all $\boldsymbol{x} \in \mathcal{S}$, then $1 / \psi$ is semi-algebraic.
(iv) If $\psi: \mathcal{S} \rightarrow \overline{\mathbb{R}}$ is semi-algebraic and $\psi(\boldsymbol{x}) \geqslant 0$ for all $\boldsymbol{x} \in \mathcal{S}$, then $\sqrt{\psi}$ is semi-algebraic.
Lemma 3.21. Let $\psi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a proper lower semicontinuous function. If $\psi$ is semi-algebraic, then it satisfies the KL property at any point of dom $\partial \psi:=\{\boldsymbol{u} \in$ $\left.\mathbb{R}^{n} \mid \partial \psi(\boldsymbol{u}) \neq \varnothing\right\}$.

Proposition 3.22. Function $F$ defined in (3.3) is semi-algebraic.
Proof. We recall from Assumption 1 that $f$ and $g$ are both semi-algebraic on $\Omega$, where $\Omega$ is a semi-algebraic set. Then we know from item $(i)$ in Lemma 3.20 that $\tilde{f}$ is also semi-algebraic. According to the definition of $F$, to prove that $F$ is semialgebraic, it suffices to show that $\iota_{\Omega}$ and $1 / g$ are both semi-algebraic, which can be obtained from item (ii) and (iii) of Lemma 3.20 directly. This completes the proof. $\square$

We then have the following proposition.
Proposition 3.23. Let $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by $P G A$, where $\alpha \in\left(0, \frac{1}{L_{\nabla \tilde{f}}}\right)$. Then any accumulation point of $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ is a critical point of $F$. Moreover, $F$ satisfies the KL property at any critical point.

Proof. Let $\boldsymbol{x}^{*}$ be an accumulation point of $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$. Then there exists a subsequence $\left\{\boldsymbol{x}^{k_{j}}\right\}_{j \in \mathbb{N}_{+}}$of $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ such that $\lim _{j \rightarrow \infty} \boldsymbol{x}^{k_{j}}=\boldsymbol{x}^{*}$. Note that $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}} \subset \Omega$ and $\Omega$ is a closed set. We have $\boldsymbol{x}^{*} \in \Omega$. We first prove that $\boldsymbol{x}^{*}$ is a critical point of $F$. According to Proposition 3.10, it suffices to show that (3.12) holds, where $c^{*}:=F\left(\boldsymbol{x}^{*}\right)=\frac{\tilde{f}\left(\boldsymbol{x}^{*}\right)}{g\left(\boldsymbol{x}^{*}\right)}$. We recall from (3.14) that for all $j \in \mathbb{N}_{+}$,

$$
\begin{equation*}
\boldsymbol{x}^{k_{j}}=\operatorname{prox}_{\iota_{\Omega}}\left(\boldsymbol{x}^{k_{j}-1}-\alpha \nabla \tilde{f}\left(\boldsymbol{x}^{k_{j}-1}\right)+\alpha c^{k_{j}-1} \nabla g\left(\boldsymbol{x}^{k_{j}-1}\right)\right) \tag{3.24}
\end{equation*}
$$

where $c^{k_{j}-1}=\frac{\tilde{f}\left(\boldsymbol{x}^{k_{j}-1}\right)}{g\left(\boldsymbol{x}^{k_{j}-1}\right)}$. Item $(v)$ of Proposition 3.17 gives that $\lim _{k \rightarrow \infty}\left\|\boldsymbol{x}^{k+1}-\boldsymbol{x}^{k}\right\|_{2}=$ 0. Hence

$$
\lim _{k \rightarrow \infty}\left\|\boldsymbol{x}^{k_{j}-1}-\boldsymbol{x}^{*}\right\|_{2} \leqslant \lim _{j \rightarrow \infty}\left\|\boldsymbol{x}^{k_{j}-1}-\boldsymbol{x}^{k_{j}}\right\|_{2}+\lim _{k \rightarrow \infty}\left\|\boldsymbol{x}^{k_{j}}-\boldsymbol{x}^{*}\right\|_{2}=0
$$

which implies that $\lim _{k \rightarrow \infty} \boldsymbol{x}^{k_{j}-1}=\boldsymbol{x}^{*}$. Since $\iota_{\Omega}$ is convex, it follows from Lemma 2.4 of [11] that operator $\operatorname{prox}_{\iota_{\Omega}}$ is firmly nonexpansive, and hence nonexpansive, that is, 1-Lipschitz continuous. Recall that $\nabla \tilde{f}$ and $\nabla g$ are also Lipschitz continuous. Then by letting $j \rightarrow \infty$ on both sides of (3.24), we obtain (3.12) immediately. Thus, $\boldsymbol{x}^{*}$ is a critical point of $F$.

We next prove that $F$ satisfies the KL property at $\boldsymbol{x}^{*}$. Since $\boldsymbol{x}^{*} \in \Omega$, we know that $\boldsymbol{x}^{*} \in \operatorname{dom} \partial F$. Then the desired result follows from Proposition 3.22 and Lemma 3.21 directly.

We are now in a position to prove the convergence of PGA to a global minimizer of $F$.

Theorem 3.24. Let $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by $P G A$, where $\alpha \in\left(0, \frac{1}{L_{\nabla \tilde{f}}}\right)$. Then $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ converges to a critical point $\boldsymbol{x}^{*} \in \Omega$ of $F$. Moreover, if $f\left(\boldsymbol{x}^{*}\right) \leqslant 0$, then $\boldsymbol{x}^{*}$ is a globally optimal solution of model (3.3), that is, a globally optimal solution of model (1.1).

Proof. According to Proposition 3.17, 3.18, 3.19 and 3.23 , the convergence of $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ to a critical point $\boldsymbol{x}^{*} \in \Omega$ of $F$ follows from Proposition 3.13 immediately. If we further have $f\left(\boldsymbol{x}^{*}\right) \leqslant 0$, then the global optimality of $\boldsymbol{x}^{*}$ can be obtained from Proposition 3.10 directly.

We then investigate the convergence rate of PGA according to the KL property of the objective function. For this purpose, we recall the following lemma from the proof of Theorem 5 in [1].

LEMMA 3.25. Let $\gamma \in \mathbb{R}_{+},\left\{a_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{R}_{+}$be a monotonically decreasing sequence such that $\lim _{k \rightarrow \infty} a_{k}=0$. Suppose that there exist $\mu_{1} \in[0,+\infty), \mu_{2} \in \mathbb{R}_{+}$and $K^{\prime} \in \mathbb{N}$ such that

$$
\begin{equation*}
a_{k} \leqslant \mu_{1}\left(a_{k-1}-a_{k}\right)+\mu_{2}\left(a_{k-1}-a_{k}\right)^{\gamma}, \text { for all } k \geqslant K^{\prime} \tag{3.25}
\end{equation*}
$$

Then the following hold:
(i) If $\gamma \in[1,+\infty)$, then there exist $\mu^{\prime}>0, \tau \in[0,1)$ and $K \geqslant K^{\prime}$ such that

$$
a_{k} \leqslant \mu^{\prime} \tau^{k}, \quad \text { for all } k \geqslant K
$$

(ii) If $\gamma \in(0,1)$, then there exist $\mu^{\prime}>0$ and $K \geqslant K^{\prime}$ such that

$$
a_{k} \leqslant \mu^{\prime} k^{-\frac{\gamma}{1-\gamma}}, \quad \text { for all } k \geqslant K
$$

In the following theorem, we present a convergence rate result of PGA based on the analysis of convergence rate in [1]. We remark that in addition to the convergence rate of $\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2}$, we also provide a convergence rate result of $F\left(\boldsymbol{x}^{k}\right)-F\left(\boldsymbol{x}^{*}\right)$ here, which is not given in [1].

Theorem 3.26. Let $F$ be defined in (3.3), $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ be generated by $P G A$, where $\alpha \in\left(0, \frac{1}{L_{\nabla \tilde{f}}}\right)$. Assume that $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ converges to a critical point $\boldsymbol{x}^{*}$ of $F$, and that $F$ has the KL property at $\boldsymbol{x}^{*}$ with $\varphi(s):=\mu s^{(1-\theta)}, \mu>0$. Then the following estimations hold:
(i) If $\theta=0$, then the sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ converges in a finite number of steps.
(ii) If $\theta \in\left(0, \frac{1}{2}\right]$, then there exist $\tilde{\mu}_{1}, \tilde{\mu}_{2} \in \mathbb{R}_{+}, \tau_{1}, \tau_{2} \in[0,1)$ and $K \in \mathbb{N}$ such that

$$
\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2} \leqslant \tilde{\mu}_{1} \tau_{1}^{k} \quad \text { and } \quad F\left(\boldsymbol{x}^{k}\right)-F\left(\boldsymbol{x}^{*}\right) \leqslant \tilde{\mu}_{2} \tau_{2}^{k}, \quad \text { for all } k \geqslant K
$$

(iii) If $\theta \in\left(\frac{1}{2}, 1\right)$, then there exist $\tilde{\mu}_{1}, \tilde{\mu}_{2} \in \mathbb{R}_{+}$and $K \in \mathbb{N}$ such that

$$
\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2} \leqslant \tilde{\mu}_{1} k^{-\frac{1-\theta}{2 \theta-1}} \quad \text { and } \quad F\left(\boldsymbol{x}^{k}\right)-F\left(\boldsymbol{x}^{*}\right) \leqslant \tilde{\mu}_{2} k^{-\frac{1}{2 \theta-1}}, \quad \text { for all } k \geqslant K
$$

Proof. We first prove item (i). If $\left\{F\left(\boldsymbol{x}^{k}\right)\right\}_{k \in \mathbb{N}}$ is stationary, then so is $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ in view of item (iv) of Proposition 3.17. Assume that $\left\{F\left(\boldsymbol{x}^{k}\right)\right\}_{k \in \mathbb{N}}$ is not stationary. Since $\theta=0$, the KL inequality in item (iii) of Definition 3.11 yields that for any sufficiently large $k, \mu \cdot \operatorname{dist}\left(\mathbf{0}, \partial F\left(\boldsymbol{x}^{k}\right)\right) \geqslant 1$, contradicts the fact that $\boldsymbol{x}^{*}$ is a critical point of $F$.

We then prove item (ii) and (iii). Let $s_{k}:=\sum_{i=k}^{\infty}\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}, k \in \mathbb{N}$ and $l_{i}:=F\left(\boldsymbol{x}^{i}\right)-F\left(\boldsymbol{x}^{*}\right), i \in \mathbb{N}$. By using the triangle inequality, it is easy to see that $s_{k} \geqslant\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2}$ for $k \in \mathbb{N}$. To analyze the convergence rate of $\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|$, it suffices to analyze the convergence rate of $s_{k}$. For $\theta \in(0,1)$, the KL inequality yields that there exists $K_{1} \in \mathbb{N}$ such that $\mu(1-\theta) l_{i}^{-\theta} \cdot \operatorname{dist}\left(\mathbf{0}, \partial F\left(\boldsymbol{x}^{i}\right)\right) \geqslant 1$, that is, $\mu(1-\theta) \cdot \operatorname{dist}\left(\mathbf{0}, \partial F\left(\boldsymbol{x}^{i}\right)\right) \geqslant l_{i}^{\theta}$, for all $i \geqslant K_{1}$. This together with Proposition 3.18 implies that there exists $b>0$ such that

$$
\begin{equation*}
\mu b(1-\theta)\left\|\boldsymbol{x}^{i}-\boldsymbol{x}^{i-1}\right\|_{2} \geqslant l_{i}^{\theta} \tag{3.26}
\end{equation*}
$$

According to item (iv) of Proposition 3.17, there exists $a>0$ such that

$$
\begin{equation*}
a\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}^{2} \leqslant l_{i}-l_{i+1} \tag{3.27}
\end{equation*}
$$

By the definition of $\varphi$, we have $\varphi^{\prime}(s)=\mu(1-\theta) s^{-\theta}>0$ for $s \in \mathbb{R}_{+}$. Then the concavity of $\varphi$ yields that $a \varphi^{\prime}\left(l_{i}\right)\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}^{2} \leqslant \varphi^{\prime}\left(l_{i}\right)\left(l_{i}-l_{i+1}\right) \leqslant \varphi\left(l_{i}\right)-\varphi\left(l_{i+1}\right)$, that is,

$$
\begin{equation*}
\mu a(1-\theta)\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}^{2} \leqslant l_{i}^{\theta}\left(\varphi\left(l_{i}\right)-\varphi\left(l_{i+1}\right)\right) \tag{3.28}
\end{equation*}
$$

Combining (3.26) and (3.28) gives that $\varphi\left(l_{i}\right)-\varphi\left(l_{i+1}\right) \geqslant \frac{a}{b} \cdot \frac{\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}^{2}}{\left\|\boldsymbol{x}^{i}-\boldsymbol{x}^{i-1}\right\|_{2}}$, that is,

$$
\left[\frac{b}{a}\left(\varphi\left(l_{i}\right)-\varphi\left(l_{i+1}\right)\right)\right]^{\frac{1}{2}}\left\|\boldsymbol{x}^{i}-\boldsymbol{x}^{i-1}\right\|_{2}^{\frac{1}{2}} \geqslant\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}
$$

Then it follows from the arithmetic mean-geometric mean inequality that

$$
\begin{equation*}
\frac{b}{a}\left(\varphi\left(l_{i}\right)-\varphi\left(l_{i+1}\right)\right)+\left\|\boldsymbol{x}^{i}-\boldsymbol{x}^{i-1}\right\|_{2} \geqslant 2\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2} \tag{3.29}
\end{equation*}
$$

Summing both sides of inequality (3.29) for $i=k, k+1, \ldots, K^{\prime}$, where $k \geqslant K_{1}$, yields

$$
\frac{b}{a}\left(\varphi\left(l_{k}\right)-\varphi\left(l_{K^{\prime}+1}\right)\right)+\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{k-1}\right\|_{2} \geqslant \sum_{i=k}^{K^{\prime}}\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2}+\left\|\boldsymbol{x}^{K^{\prime}+1}-\boldsymbol{x}^{K^{\prime}}\right\|_{2}
$$

In view of the fact that $\varphi\left(l_{K^{\prime}+1}\right) \geqslant 0, \sum_{i=k}^{K^{\prime}}\left\|\boldsymbol{x}^{i+1}-\boldsymbol{x}^{i}\right\|_{2} \leqslant\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{k-1}\right\|_{2}+\frac{b}{a} \varphi\left(l_{k}\right)$. Letting $K^{\prime} \rightarrow \infty$, we obtain

$$
\begin{equation*}
s_{k} \leqslant\left(s_{k-1}-s_{k}\right)+\frac{b}{a} \varphi\left(l_{k}\right), \text { for all } k \geqslant K_{1} \tag{3.30}
\end{equation*}
$$

Then it follows from item $(v)$ of Proposition 3.17 and the fact $\lim _{k \rightarrow \infty} l_{k}=0$ that $\lim _{k \rightarrow \infty} s_{k}=0$.

The definition of $\varphi$ together with (3.26) yields that

$$
\begin{equation*}
\varphi\left(l_{k}\right)=\mu l_{k}^{1-\theta} \leqslant \mu[\mu b(1-\theta)]^{\frac{1-\theta}{\theta}}\left(s_{k-1}-s_{k}\right)^{\frac{1-\theta}{\theta}} \tag{3.31}
\end{equation*}
$$

Combining (3.30) and (3.31) yields $s_{k} \leqslant\left(s_{k-1}-s_{k}\right)+\frac{b}{a} \mu[\mu b(1-\theta)]^{\frac{1-\theta}{\theta}}\left(s_{k-1}-s_{k}\right)^{\frac{1-\theta}{\theta}}$. Then the desired convergence rate results of $\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|$ in item (ii) and item (iii) follows from Lemma 3.25 together with the fact $s_{k} \geqslant\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2}$.

Finally, we consider the convergence rate results of $F\left(\boldsymbol{x}^{k}\right)-F\left(\boldsymbol{x}^{*}\right)$. Combining (3.26) and (3.27) yields $l_{i} \leqslant\left[a^{-\frac{1}{2}} \mu b(1-\theta)\right]^{\frac{1}{\theta}}\left(l_{i-1}-l_{i}\right)^{\frac{1}{2 \theta}}$ for all $i \geqslant K_{1}$. Then the desired convergence rate results of $F\left(\boldsymbol{x}^{k}\right)-F\left(\boldsymbol{x}^{*}\right)$ in item (ii) and item (iii) follows from Lemma 3.25 with $a_{k}=l_{k}, \mu_{1}=0, \mu_{2}=\left[a^{-\frac{1}{2}} \mu b(1-\theta)\right]^{\frac{1}{\theta}}$ and $\gamma=\frac{1}{2 \theta}$.

Before closing this section, we give an equivalent form of iteration (3.14) in PGA by using $f$ instead of $\tilde{f}$. According to the definition of $\tilde{f}$, it is easy to see that (3.14) is equivalent to

$$
\begin{equation*}
\boldsymbol{x}^{k+1}=\operatorname{prox}_{\iota_{\Omega}}\left(\boldsymbol{x}^{k}-\alpha \nabla f\left(\boldsymbol{x}^{k}\right)+\alpha \frac{f\left(\boldsymbol{x}^{k}\right)}{g\left(\boldsymbol{x}^{k}\right)} \nabla g\left(\boldsymbol{x}^{k}\right)\right) \tag{3.32}
\end{equation*}
$$

4. Numerical examples. In the preceding section, we showed that PGA for solving a class of nonconvex fractional optimization problems can converge to a globally optimal solution. In this section, we will apply this notable result to the Sharpe Ratio (SR) maximization problem, which is a very important problem in the finance industry due to the SR being a crucial metric for evaluating the risk-adjusted returns. To further assess the effectiveness of PGA, we will then introduce two simple fractional optimization examples that possess closed-form solutions. The first example is a special case of the SR maximization, whereas the second example features an unbounded constraint set and a positive numerator, both of which contravene two prerequisites of Dinkelbach's method.
4.1. Sharpe ratio maximization model. We begin with outlining the SR maximization model. Consider a sample asset return matrix $\boldsymbol{R} \in \mathbb{R}^{T \times N}$, which represents $T$ trading times and $N$ risky assets. For a given portfolio $\boldsymbol{w} \in \mathbb{R}^{N}$, the SR is defined by

$$
\begin{equation*}
S(\boldsymbol{w}):=\frac{\frac{1}{T} \mathbf{1}_{T}^{\top} \boldsymbol{R} \boldsymbol{w}}{\sqrt{\frac{1}{T-1}\left\|\boldsymbol{R} \boldsymbol{w}-\left(\frac{1}{T} \mathbf{1}_{T}^{\top} \boldsymbol{R} \boldsymbol{w}\right) \mathbf{1}_{T}\right\|_{2}^{2}+\hat{\epsilon}\|\boldsymbol{w}\|_{2}^{2}}} \tag{4.1}
\end{equation*}
$$

where $\hat{\epsilon}\|\boldsymbol{w}\|_{2}^{2}$ serves as a regularization term for ensuring a positive definite quadratic form. The parameter $\hat{\epsilon}$ may be set to an arbitrarily small positive value, such that its impact on the denominator is negligible. For the sake of brevity, define $\boldsymbol{p}:=\frac{1}{T} \boldsymbol{R}^{\top} \mathbf{1}_{T}$ and $\boldsymbol{Q}:=\frac{1}{\sqrt{T-1}}\left(\boldsymbol{R}-\frac{1}{T} \mathbf{1}_{T \times T} \boldsymbol{R}\right)$. With these definitions, (4.1) simplifies to

$$
\begin{equation*}
S(\boldsymbol{w})=\frac{\boldsymbol{p}^{\top} \boldsymbol{w}}{\sqrt{\boldsymbol{w}^{\top}\left(\boldsymbol{Q}^{\top} \boldsymbol{Q}+\hat{\epsilon} \boldsymbol{I}\right) \boldsymbol{w}}} \tag{4.2}
\end{equation*}
$$

The task of maximizing $S$ subject to the the long-only and self-financing constraints is formulated as

$$
\begin{equation*}
\max _{\boldsymbol{w} \in \Omega} S(\boldsymbol{w}) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega:=\left\{\boldsymbol{w} \in \mathbb{R}^{N} \mid \boldsymbol{w} \geqslant \mathbf{0}_{N} \text { and } \boldsymbol{w}^{\top} \mathbf{1}_{N}=1\right\} \tag{4.4}
\end{equation*}
$$

It is evident that the set $\Omega$, as specified by (4.4), is closed, convex, and semi-algebraic. To solve (4.3), we recast it into the form of (1.1). This is achieved by setting

$$
\begin{equation*}
f(\boldsymbol{w}):=-\boldsymbol{p}^{\top} \boldsymbol{w} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\boldsymbol{w}):=\sqrt{\boldsymbol{w}^{\top}\left(\boldsymbol{Q}^{\top} \boldsymbol{Q}+\hat{\epsilon} \boldsymbol{I}\right) \boldsymbol{w}} \tag{4.6}
\end{equation*}
$$

Consequently, (4.3) can be reformulated as

$$
\begin{equation*}
\min _{\boldsymbol{w} \in \Omega}\left\{\frac{f(\boldsymbol{w})}{g(\boldsymbol{w})}\right\} \tag{4.7}
\end{equation*}
$$

The numerator $f(\boldsymbol{w})$ in (4.7) may take either a positive or negative value, which can infringe upon the nonnegative constraint on the numerator as mandated in [39]. Nonetheless, as delineated in Assumptions 1-2 in Section 3, our method abstains from enforcing such a nonnegative constraint on the numerator, thereby offering increased flexibility.

Before employing PGA to solve (4.7), we must first confirm that the functions $f$ and $g$ comply with Assumptions 1 and 2 as outlined in Section 3. Note that the set $\Omega$ is bounded. It is clear that Assumption 2 is met. We now turn our attention to verifying Assumption 1. For any $\boldsymbol{w} \in \Omega$, it is readily apparent that $\frac{1}{\sqrt{N}} \leqslant\|\boldsymbol{w}\|_{2} \leqslant\|\boldsymbol{w}\|_{1}=1$. Consequently, we have $g(\boldsymbol{w}) \geqslant \sqrt{\frac{\hat{\epsilon}}{N}}>0$. From the definition of $f$ as provided in (4.5), it can be easily seen that $f$ is convex, semi-algebraic, Lipschitz continuous, and differentiable with a Lipschitz continuous gradient on $\Omega$. As for the function $g$, we begin by reformulating it into a more succinct expression. Observe that the matrix $\boldsymbol{Q}_{\hat{\epsilon}}:=\boldsymbol{Q}^{\top} \boldsymbol{Q}+\hat{\epsilon} \boldsymbol{I}$, used in the definition of $g$ in (4.6), is symmetric positive definite. It possesses a spectral decomposition $\boldsymbol{Q}_{\epsilon}=\boldsymbol{U} \Lambda \boldsymbol{U}^{\top}$, where $\boldsymbol{U}$ is an orthogonal matrix composed of the eigenvectors of $\boldsymbol{Q}_{\epsilon}, \Lambda$ is a diagonal matrix with its diagonal entries equivalent to the eigenvalues of $\boldsymbol{Q}_{\epsilon}$. By setting $\tilde{\boldsymbol{Q}}:=\Lambda^{\frac{1}{2}} \cdot \boldsymbol{U}^{\top}$, we obtain $\boldsymbol{Q}_{\epsilon}=\tilde{\boldsymbol{Q}}^{\top} \tilde{\boldsymbol{Q}}$, allowing us to express $g$ as $g(\boldsymbol{w})=\|\tilde{\boldsymbol{Q}} \boldsymbol{w}\|_{2}$. Additionally, it is straightforward to determine that $\|\tilde{\boldsymbol{Q}}\|_{2}=\sqrt{\lambda_{1}}$, where $\lambda_{1}>0$ represents the largest eigenvalue of $\boldsymbol{Q}_{\hat{\epsilon}}$. We proceed to establish in the following proposition that $g$ satisfies the properties in Assumption 1.

Proposition 4.1. Let $g: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be defined by (4.6). Then the following statements hold:
(i) $g$ is convex and $\sqrt{\lambda_{1}}$-Lipschitz continuous on $\mathbb{R}^{N}$;
(ii) $\nabla g$ is $2 \lambda_{1} \sqrt{\frac{N}{\hat{\epsilon}}}$-Lipschitz continuous on $\Omega$;
(iii) $g$ is a semi-algebraic function on $\Omega$.

Proof. We first prove item $(i)$. Note that $g=\|\cdot\|_{2} \circ \tilde{\boldsymbol{Q}}$. The convexity of $g$ follows immediately from the convexity of $\|\cdot\|_{2}$ and [30, Theorem 5.7]. For all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, we have that $\|g(\boldsymbol{x})-g(\boldsymbol{y})\|=\left|\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}-\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}\right| \leqslant\|\tilde{\boldsymbol{Q}} \boldsymbol{x}-\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2} \leqslant \sqrt{\lambda_{1}}\|\boldsymbol{x}-\boldsymbol{y}\|_{2}$, which implies the Lipschitz continuity of $g$.

Next, we prove item $(i i)$. Note that $\nabla g(\boldsymbol{w})=\frac{\tilde{\boldsymbol{Q}}^{\top} \tilde{\boldsymbol{Q}} \boldsymbol{w}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{w}\|_{2}}$ for $\boldsymbol{w} \in \Omega$. Additionally, for all $\boldsymbol{x}, \boldsymbol{y} \in \Omega$,

$$
\| \frac{\tilde{\boldsymbol{Q}} \boldsymbol{y}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}}-\frac{\tilde{\boldsymbol{Q}} \boldsymbol{y}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2} \|_{2}}=\frac{\left|\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}-\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}\right| \cdot\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}} \leqslant \frac{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}-\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}}
$$

This, along with the fact that $\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}=g(\boldsymbol{x}) \geqslant \sqrt{\frac{\hat{\epsilon}}{N}}$, gives

$$
\begin{aligned}
\|\nabla g(\boldsymbol{x})-\nabla g(\boldsymbol{y})\|_{2} & =\left\|\frac{\tilde{\boldsymbol{Q}}^{\top} \tilde{\boldsymbol{Q}} \boldsymbol{x}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}}-\frac{\tilde{\boldsymbol{Q}}^{\top} \tilde{\boldsymbol{Q}} \boldsymbol{y}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}}\right\|_{2} \\
& \leqslant\left\|\tilde{\boldsymbol{Q}}^{\top}\right\|_{2}\left\|\frac{\tilde{\boldsymbol{Q}} \boldsymbol{x}-\tilde{\boldsymbol{Q}} \boldsymbol{y}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}}+\frac{\tilde{\boldsymbol{Q}} \boldsymbol{y}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}}-\frac{\tilde{\boldsymbol{Q}} \boldsymbol{y}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}}\right\|_{2} \\
& \leqslant 2\|\tilde{\boldsymbol{Q}}\|_{2} \frac{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}-\tilde{\boldsymbol{Q}} \boldsymbol{y}\|_{2}}{\|\tilde{\boldsymbol{Q}} \boldsymbol{x}\|_{2}} \leqslant 2\|\tilde{\boldsymbol{Q}}\|_{2}^{2} \sqrt{\frac{N}{\hat{\epsilon}}}\|\boldsymbol{x}-\boldsymbol{y}\|_{2},
\end{aligned}
$$

which implies item (ii).
Finally, we prove item (iii). It is evident that $g^{2}$ is semi-algebraic on $\Omega$ and $g^{2}(\boldsymbol{x}) \geqslant 0$ for all $\boldsymbol{x} \in \Omega$. Then, it follows from item (iv) in Lemma 3.20 that $g$ is semi-algebraic, which completes the proof.

Note that for all $\boldsymbol{x} \in \Omega$, we have $|f(\boldsymbol{x})| \leqslant\|\boldsymbol{p}\|_{2}\|\boldsymbol{w}\|_{2} \leqslant\|\boldsymbol{p}\|_{2}$. By setting $M:=-\|\boldsymbol{p}\|_{2} \sqrt{\frac{N}{\hat{\epsilon}}}$, it follows that $f(\boldsymbol{x}) / g(\boldsymbol{x}) \geqslant M$. Consequently, we have $L_{\nabla \tilde{f}}=\|\boldsymbol{p}\|_{2} \sqrt{\frac{N}{\hat{\epsilon}}} L_{\nabla g}=2 \lambda_{1}\|\boldsymbol{p}\|_{2} \cdot \frac{N}{\hat{\epsilon}}$, where $\tilde{f}$ is defined in (3.1). The convergence of PGA for solving (4.3) is then an immediate result of Theorem 3.24.

Theorem 4.2. Let $\Omega$, $f$ and $g$ be defined in (4.4), (4.5), and (4.6), respectively. Let $\boldsymbol{w}^{0} \in \mathbb{R}^{N}$ be a given initial vector, and let $\left\{\boldsymbol{w}^{k}\right\}_{k \in \mathbb{N}}$ be a sequence generated by the iteration

$$
\begin{equation*}
\boldsymbol{w}^{k+1}=\operatorname{prox}_{\iota_{\Omega}}\left(\boldsymbol{w}^{k}-\alpha \nabla f\left(\boldsymbol{w}^{k}\right)+\alpha \frac{f\left(\boldsymbol{w}^{k}\right)}{g\left(\boldsymbol{w}^{k}\right)} \nabla g\left(\boldsymbol{w}^{k}\right)\right), \tag{4.8}
\end{equation*}
$$

where $\alpha \in\left(0, \frac{\hat{\epsilon}}{2 N \lambda_{1}\|\boldsymbol{p}\|_{2}}\right)$. Then the sequence $\left\{\boldsymbol{w}^{k}\right\}_{k \in \mathbb{N}}$ converges to a critical point $\boldsymbol{w}^{*} \in \Omega$ of function $\left(f+\iota_{\Omega}\right) / g$. Furthermore, if $\boldsymbol{p}^{\top} \boldsymbol{w}^{*} \geqslant 0$, then $\boldsymbol{w}^{*}$ is a globally optimal solution of (4.7), which is equivalent to being a globally optimal solution of (4.3).

To implement the PGA, the explicit form of $\operatorname{prox}_{\iota \Omega}$ is required. Recall from (3.11) that $\operatorname{prox}_{\iota_{\Omega}}$ is precisely the projection operator onto the simplex $\Omega$. The explicit form of this operator is presented in the following Algorithm 4.1, and further details about the simplex projection algorithm can be found in [19].

```
Algorithm 4.1 Euclidean Projection onto \(\Omega\)
    Input: A given vector \(\boldsymbol{x} \in \mathbb{R}^{N}\).
    1. Sort \(\boldsymbol{x}\) into \(\hat{\boldsymbol{x}}\) in descending order (i.e. \(\hat{x}_{1} \geqslant \hat{x}_{2} \geqslant \ldots \geqslant \hat{x}_{N}\) ).
    2. Find \(j^{\prime}=\max \left\{j \in \mathbb{N}_{N}: \hat{x}_{j}-\frac{1}{j}\left(\sum_{i=1}^{j} \hat{x}_{i}-1\right)>0\right\}\).
    3. Compute \(\theta=\frac{1}{j^{\prime}}\left(\sum_{i=1}^{j^{\prime}} \hat{x}_{i}-1\right)\).
    Output: The projection \(\operatorname{prox}_{\iota_{\Omega}}(\boldsymbol{x})=\max \left(\boldsymbol{x}-\theta, \mathbf{0}_{N}\right)\).
```

The proposed method for Sharpe Ratio Maximization (SRM), abbreviated as SRM-PGA, is summarized in the following Algorithm 4.2.

```
Algorithm 4.2 SRM-PGA
    Input: The sample asset return matrix \(\boldsymbol{R} \in \mathbb{R}^{T \times N}\) and a positive parameter \(\hat{\epsilon}\).
    Preparation: Define \(\boldsymbol{p}=\frac{1}{T} \boldsymbol{R}^{\top} \mathbf{1}_{T}\), and \(\boldsymbol{Q}=\frac{1}{\sqrt{T-1}}\left(\boldsymbol{R}-\frac{1}{T} \mathbf{1}_{T \times T} \boldsymbol{R}\right)\). Compute
    the largest eigenvalue \(\lambda_{1}\) of \(\boldsymbol{Q}^{\top} \boldsymbol{Q}+\hat{\epsilon} \boldsymbol{I}\). Set \(\alpha=(0.99 \hat{\epsilon}) /\left(2 N \lambda_{1}\|\boldsymbol{p}\|_{2}\right)\).
    Initialization: Initialize \(\boldsymbol{w}^{0}=\frac{1}{N} \mathbf{1}_{N}\), set tolerance tol \(=10^{-5}\), and set the maxi-
    mum number of iterations MaxIter \(=10^{5}\).
```

    Repeat
    1. Update \(\boldsymbol{w}^{k+1}=\operatorname{prox}_{\iota_{\Omega}}\left(\boldsymbol{w}^{k}-\alpha \nabla f\left(\boldsymbol{w}^{k}\right)+\alpha \frac{f\left(\boldsymbol{w}^{k}\right)}{g\left(\boldsymbol{w}^{k}\right)} \nabla g\left(\boldsymbol{w}^{k}\right)\right)\).
    2. Increment the iteration counter \(k=k+1\).
    Until: The condition \(\frac{\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k-1}\right\|_{2}}{\left\|\boldsymbol{w}^{k-1}\right\|_{2}} \leqslant\) tol or \(k>\) MaxIter is met.
    3. Set \(\boldsymbol{w}^{*}=\boldsymbol{w}^{k}\).
    Output: The optimized portfolio \(\boldsymbol{w}^{*}\).
        4.2. A simple example of the SR model with analytical optimal solu-
    tion. In this subsection, we present a simple example to verify that PGA converges
to the optimal solution of (1.1). Consider the set

$$
\begin{equation*}
\Omega_{2}:=\left\{\boldsymbol{x} \in \mathbb{R}^{2} \mid x_{1} \geqslant 0, x_{2} \geqslant 0 \text { and } x_{1}+x_{2}=1\right\} \tag{4.9}
\end{equation*}
$$

and the function

$$
f(\boldsymbol{x}):=\boldsymbol{p}^{\top} \boldsymbol{x} \text { and } g(\boldsymbol{x}):=\|\boldsymbol{x}\|_{2}, \boldsymbol{x} \in \mathbb{R}^{2}
$$

in (1.1). The model (1.1) then simplifies to

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \Omega_{2}}\left\{\frac{\boldsymbol{p}^{\top} \boldsymbol{x}}{\|\boldsymbol{x}\|_{2}}\right\} \tag{4.10}
\end{equation*}
$$

which is a special case of the SR model in (4.7) with $\boldsymbol{Q}=\mathbf{0}$ and $\hat{\epsilon}=1$ in the definition (4.6) of $g$. The convergence of PGA to solve (1.1) is a direct consequence of Theorem 4.2.

The closed-form of $\operatorname{prox}_{\iota_{\Omega_{2}}}$ is detailed in Algorithm 4.1. The iterative scheme of PGA for solving the simplified model (4.10) (abbreviated as Sim1-PGA) is then described by

$$
\boldsymbol{x}^{k+1}=\operatorname{prox}_{\Omega_{\Omega_{2}}}\left(\boldsymbol{x}^{k}-\alpha \boldsymbol{p}+\alpha \frac{\boldsymbol{p}^{\top} \boldsymbol{x}^{k}}{\left\|\boldsymbol{x}^{k}\right\|_{2}^{2}} \boldsymbol{x}^{k}\right)
$$

where $\alpha \in\left(0, \frac{1}{4\|\boldsymbol{p}\|_{2}}\right)$.
To better evaluate the performance of Sim1-PGA, we also derive the closed-form of the globally optimal solution for (4.10) in the following proposition.

Proposition 4.3. Suppose that $\boldsymbol{p} \in \mathbb{R}^{2}$ is a vector such that $p_{1} \neq 0, p_{2} \neq 0$, $p_{1}+p_{2} \neq 0$, and $p_{1} \neq p_{2}$. Define $\hat{\Omega}_{2}:=\left\{\boldsymbol{x} \in \boldsymbol{R}^{2} \mid x_{1}<0\right.$ and $\left.x_{2}<0\right\}$ and

$$
\boldsymbol{x}^{*}:= \begin{cases}\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right)^{\top}, & \text { if } p \in \hat{\Omega}_{2} ; \\ (0,1)^{\top}, & \text { if } p \notin \hat{\Omega}_{2} \text { and } p_{1}>p_{2} ; \\ (1,0)^{\top}, & \text { if } p \notin \hat{\Omega}_{2} \text { and } p_{1}<p_{2} .\end{cases}
$$

Then $\boldsymbol{x}^{*}$ is the globally optimal solution of (4.10).

Proof. If follows from the definition of $\Omega_{2}$ in (4.9) that for $\boldsymbol{x} \in \Omega_{2}$, we have $\frac{\boldsymbol{p}^{\top} \boldsymbol{x}}{\|\boldsymbol{x}\|_{2}}=$ $\frac{\left(p_{1}-p_{2}\right) x_{1}+p_{2}}{\sqrt{2 x_{1}^{2}-2 x_{1}+1}}$, where $x_{1} \in[0,1]$. Define $\phi(t):=\frac{\left(p_{1}-p_{2}\right) t+p_{2}}{\sqrt{2 t^{2}-2 t+1}}$ for $t \in[0,1]$. It is easily verified that $\phi^{\prime}\left(t^{*}\right)=0$ if and only if $t^{*}=\frac{p_{1}}{p_{1}+p_{2}}$. Since $\phi$ is differentiable on $(0,1)$ and continuous on $[0,1], \phi$ must attain its minimum value at 0,1 , or $t^{*}$ when $t^{*} \in[0,1]$. We compute that $\phi(0)=p_{2}, \phi(1)=p_{1}$, and $\phi\left(t^{*}\right)=\frac{\left|p_{1}+p_{2}\right|}{p_{1}+p_{2}} \sqrt{p_{1}^{2}+p_{2}^{2}}$. If $\boldsymbol{p} \in \hat{\Omega}_{2}$, that is, $p_{1}<0$ and $p_{2}<0$, then $t^{*} \in(0,1)$ and $\phi\left(t^{*}\right)=-\sqrt{p_{1}^{2}+p_{2}^{2}}<\min \{\phi(0), \phi(1)\}$. Hence, the globally optimal solution of (4.10) is $\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right)^{\top}$.

We then consider the case where $\boldsymbol{p} \notin \hat{\Omega}_{2}$. In this case, if $p_{1}>0$ and $p_{2}<0$, or $p_{1}<0$ and $p_{2}>0$, then $t^{*} \notin[0,1]$. If $p_{1}>0$ and $p_{2}>0$, then $t^{*} \in[0,1]$, but $\phi\left(t^{*}\right)=\sqrt{p_{1}^{2}+p_{2}^{2}}>\max \{\phi(0), \phi(1)\}$. Thus, $\phi$ attains its minimum value at 0 or 1 . It is now obvious that the globally optimal solution of $(4.10)$ is $(0,1)^{\top}$ if $p_{2}<p_{1}$, or $(1,0)^{\top}$ if $p_{1}<p_{2}$, which completes the proof.

Two experiments showing that Sim1-PGA converges to the globally optimal solution of (4.10) with two different choices of $\boldsymbol{p}$ will be presented in Section 5.1.
4.3. An example with unbounded constraint set and multiple globally optimal solutions. We present another example featuring an unbounded constraint set where Dinkelbach's approach is inapplicable. Consider

$$
\begin{gather*}
\Omega_{2}^{\prime}:=\left\{\boldsymbol{x} \in \mathbb{R}^{2}| | x_{2} \mid \leqslant a_{0}\right\}, \quad a_{0} \in \mathbb{R}_{+},  \tag{4.11}\\
\boldsymbol{A}:=\left[\begin{array}{cc}
a_{1} & 0 \\
0 & a_{2}
\end{array}\right], \quad \boldsymbol{B}:=\left[\begin{array}{ll}
a_{4} & 0 \\
0 & a_{5}
\end{array}\right], \quad a_{i} \in \mathbb{R}_{+}, \quad i=1,2,4,5,  \tag{4.12}\\
f(\boldsymbol{x}):=\boldsymbol{x}^{\top} \boldsymbol{A} \boldsymbol{x}+a_{3} \text { and } g(\boldsymbol{x}):=\boldsymbol{x}^{\top} \boldsymbol{B} \boldsymbol{x}+a_{6}, \quad a_{3}, a_{6} \in \mathbb{R}_{+}, \tag{4.13}
\end{gather*}
$$

where $a_{1}, a_{2}, \ldots a_{6}$ are such that

$$
\begin{equation*}
a_{1} a_{5}>a_{2} a_{4} \text { and } a_{3} a_{5}=a_{2} a_{6} \tag{4.14}
\end{equation*}
$$

Then model (1.1) becomes

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \Omega_{2}^{\prime}}\left\{\frac{\boldsymbol{x}^{\top} \boldsymbol{A} \boldsymbol{x}+a_{3}}{\boldsymbol{x}^{\top} \boldsymbol{B} \boldsymbol{x}+a_{6}}\right\} . \tag{4.15}
\end{equation*}
$$

Given that $f(\boldsymbol{x})>0$ for all $x \in \Omega_{2}^{\prime}$ and $\Omega_{2}^{\prime}$ is unbounded, two conditions for Dinkelbach's approach are not met. Nevertheless, this model can still be solved by our approach. One can readily verify that this model fulfills Assumptions 1 in Section 3. We now demonstrate that it also satisfies Assumption 2. For any given $d \in\left\{\left.\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \right\rvert\, \boldsymbol{x} \in \Omega_{2}^{\prime}\right\}$, consider the level set $\left\{\boldsymbol{x} \in \Omega_{2}^{\prime} \left\lvert\, \frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \leqslant d\right.\right\}$. With the equality $a_{3} a_{5}=a_{2} a_{6}$, it follows that

$$
\begin{equation*}
\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})}=\frac{\left(a_{1}-\frac{a_{2} a_{4}}{a_{5}}\right) x_{1}^{2}}{a_{4} x_{1}^{2}+a_{5} x_{2}^{2}+a_{6}}+\frac{a_{2}}{a_{5}}, \quad \boldsymbol{x} \in \mathbb{R}^{2} \tag{4.16}
\end{equation*}
$$

which implies that $d \geqslant \frac{a_{2}}{a_{5}}$. We next prove that $d<\frac{a_{1}}{a_{4}}$. From (4.14), we have

$$
\begin{equation*}
a_{1} a_{6}=\frac{a_{1} a_{3} a_{5}}{a_{2}}>\frac{a_{2} a_{3} a_{4}}{a_{2}}=a_{3} a_{4} \tag{4.17}
\end{equation*}
$$

The inequalities (4.17) and $a_{1} a_{5}>a_{2} a_{4}$ imply that

$$
a_{1} a_{4} x_{1}^{2}+a_{2} a_{4} x_{2}^{2}+a_{3} a_{4}<a_{1} a_{4} x_{1}^{2}+a_{1} a_{5} x_{2}^{2}+a_{1} a_{6}
$$

that is, $\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})}<\frac{a_{1}}{a_{4}}$ for all $\boldsymbol{x} \in \mathbb{R}^{2}$. Thus, $d \in\left[\frac{a_{2}}{a_{5}}, \frac{a_{1}}{a_{4}}\right)$. Let $d^{\prime}:=\frac{a_{5}}{a_{1} a_{5}-a_{2} a_{4}}\left(d-\frac{a_{2}}{a_{5}}\right)$. It is then easy to verify that $1-a_{4} d^{\prime}>0$. According to (4.16), $\frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \leqslant d$ implies that $\frac{x_{1}^{2}}{a_{4} x_{1}^{2}+a_{5} x_{2}^{2}+a_{6}} \leqslant d^{\prime}$, that is, $\left(1-a_{4} d^{\prime}\right) x_{1}^{2} \leqslant a_{5} d^{\prime} x_{2}^{2}+a_{6} d^{\prime}$. This implies the boundedness of the level set $\left\{\boldsymbol{x} \in \Omega_{2}^{\prime} \left\lvert\, \frac{f(\boldsymbol{x})}{g(\boldsymbol{x})} \leqslant d\right.\right\}$, since $\left|x_{2}\right| \leqslant a_{0}$ for $\boldsymbol{x} \in \Omega_{2}^{\prime}$. Therefore, Assumption 2 in Section 3 is satisfied.

We then provide the globally optimal solutions of (4.15). Compute that

$$
\begin{equation*}
\nabla(f / g)(\boldsymbol{x})=\frac{2}{\left(\boldsymbol{x}^{\top} \boldsymbol{B} \boldsymbol{x}+a_{6}\right)^{2}}\binom{x_{1}\left[\left(a_{1} a_{5}-a_{2} a_{4}\right) x_{2}^{2}+\left(a_{1} a_{6}-a_{3} a_{4}\right)\right]}{x_{2}\left[\left(a_{2} a_{4}-a_{1} a_{5}\right) x_{1}^{2}+\left(a_{2} a_{6}-a_{3} a_{5}\right)\right]} \tag{4.18}
\end{equation*}
$$

Recall that $a_{1} a_{5}>a_{2} a_{4}$ and $a_{1} a_{6}>a_{3} a_{4}$. To obtain a critical point for $f / g$, we set $\nabla(f / g)(\boldsymbol{x})=\mathbf{0}$. It is then easy to see from the first component of $\nabla(f / g)$ that $x_{1}=0$. Substituting $x_{1}=0$ into the second component of $\nabla(f / g)$ and using the fact that $a_{3} a_{5}=a_{2} a_{6}$ in (4.14), we find that for arbitrary $x_{2} \in \mathbb{R}$, the second component of $\nabla(f / g)$ equals zero. In conclusion, the set of all critical points of $f / g$ is $\{\boldsymbol{x} \in$ $\left.\mathbb{R}^{2} \mid x_{1}=0\right\}$. In fact, from (4.16), we can also see that $f / g$ reaches its minimum $\frac{a_{2}}{a_{5}}$ at any point in $\left\{\boldsymbol{x} \in \mathbb{R}^{2} \mid x_{1}=0\right\}$. Therefore, the set of globally optimal solutions of (4.15) is $\left\{\boldsymbol{x} \in \mathbb{R}^{2}\left|x_{1}=0,\left|x_{2}\right| \leqslant a_{0}\right\}\right.$.

It is easy to verify that

$$
\operatorname{prox}_{\iota_{\Omega_{2}^{\prime}}}(\boldsymbol{x})=\left(x_{1}, \operatorname{sign}\left(x_{2}\right) \cdot \min \left\{\left|x_{2}\right|, a_{0}\right\}\right)^{\top}, \text { for } \boldsymbol{x} \in \mathbb{R}^{2}
$$

The iterative scheme of PGA for solving the simple model (4.15) (abbreviated as Sim2-PGA) can then be given by

$$
\boldsymbol{x}^{k+1}=\operatorname{prox}_{\iota_{\Omega_{2}^{\prime}}}\left(\boldsymbol{x}^{k}-2 \alpha \boldsymbol{A} \boldsymbol{x}^{k}+2 \alpha \frac{\left(\boldsymbol{x}^{k}\right)^{\top} \boldsymbol{A} \boldsymbol{x}^{k}+a_{3}}{\left(\boldsymbol{x}^{k}\right)^{\top} \boldsymbol{B} \boldsymbol{x}^{k}+a_{6}} \boldsymbol{B} \boldsymbol{x}^{k}\right)
$$

where $\alpha \in\left(0, \frac{1}{2 \cdot \max \left\{a_{1}, a_{2}\right\}}\right)$.
According to Theorem 3.24, for $\boldsymbol{x}^{0} \in \Omega_{2}^{\prime}$, the sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ generated by Sim2-PGA converges to a critical point $\boldsymbol{x}^{*} \in \Omega_{2}^{\prime}$ of $\left(f+\iota_{\Omega_{2}^{\prime}}\right) / g$. In the following proposition, we show that $\boldsymbol{x}^{*}$ is also a critical point of $f / g$, thereby confirming that it is a globally optimal solution of (4.15).

Proposition 4.4. Let $\Omega_{2}^{\prime}$ be defined by (4.11), and let $f$ and $g$ be defined by (4.13), where $\boldsymbol{A}, \boldsymbol{B}$ are given by (4.13) and $a_{1}, a_{2}, \ldots, a_{6}$ satisfy (4.14). If $\boldsymbol{x}^{*} \in \Omega_{2}^{\prime}$ is a critical point of $\left(f+\iota_{\Omega_{2}^{\prime}}\right) / g$, then it is also a critical point of $f / g$.

Proof. Since $\boldsymbol{x}^{*}$ is a critical point of $\left(f+\iota_{\Omega_{2}^{\prime}}\right) / g$, Proposition 3.9 indicates that

$$
\begin{equation*}
c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)-\nabla f\left(\boldsymbol{x}^{*}\right) \in \partial \iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right) \tag{4.19}
\end{equation*}
$$

where $c^{*}:=\frac{f\left(\boldsymbol{x}^{*}\right)}{g\left(\boldsymbol{x}^{*}\right)}$. We then examine both sides of the above inclusion relation. A direct calculation yields

$$
\begin{equation*}
c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)-\nabla f\left(\boldsymbol{x}^{*}\right)=\frac{2}{g\left(\boldsymbol{x}^{*}\right)}\binom{x_{1}^{*}\left[\left(a_{2} a_{4}-a_{1} a_{5}\right) x_{2}^{* 2}+\left(a_{3} a_{4}-a_{1} a_{6}\right)\right]}{x_{2}^{*}\left[\left(a_{1} a_{5}-a_{2} a_{4}\right) x_{1}^{* 2}+\left(a_{3} a_{5}-a_{2} a_{6}\right)\right]} \tag{4.20}
\end{equation*}
$$

Note that $\iota_{\Omega_{2}^{\prime}}$ is convex. According to Lemma 3.6, for any $\boldsymbol{v} \in \partial \iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right)$ and any $\boldsymbol{x} \in \mathbb{R}^{2}$, the following inequality holds

$$
\begin{equation*}
\iota_{\Omega_{2}^{\prime}}(\boldsymbol{x})-\iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right) \geqslant\left\langle\boldsymbol{v}, \boldsymbol{x}-\boldsymbol{x}^{*}\right\rangle \tag{4.21}
\end{equation*}
$$

Recall that $\boldsymbol{x}^{*} \in \Omega_{2}^{\prime}$. For any $\boldsymbol{x} \in \Omega_{2}^{\prime}, \iota_{\Omega_{2}^{\prime}}(\boldsymbol{x})=\iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right)=0$, and (4.21) becomes

$$
\begin{equation*}
v_{1}\left(x_{1}-x_{1}^{*}\right)+v_{2}\left(x_{2}-x_{2}^{*}\right) \leqslant 0 \tag{4.22}
\end{equation*}
$$

To obtain the set $\partial \iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right)$, we consider two cases for $\boldsymbol{x}^{*}$. For the case $\boldsymbol{x}^{*} \in\{\boldsymbol{x} \in$ $\left.\mathbb{R}^{2} \mid x_{2} \in\left(-a_{0}, a_{0}\right)\right\}$, we have $\boldsymbol{v}=\mathbf{0}$. Otherwise, there exists $\boldsymbol{x} \in \Omega_{2}^{\prime}$ such that $x_{i}-x_{i}^{*}$ has the same sign as $v_{i}, i=1,2$, and hence $\left\langle\boldsymbol{v}, \boldsymbol{x}-\boldsymbol{x}^{*}\right\rangle>0$, which contradicts (4.22). We then consider the case $\boldsymbol{x}^{*} \in\left\{\boldsymbol{x} \in \mathbb{R}^{2}| | x_{2} \mid=a_{0}\right\}$. In this case, $x_{2}^{*}=a_{0}$ or $x_{2}^{*}=-a_{0}$. Since (4.22) holds for $x_{2}=x_{2}^{*}$ and arbitrary $x_{1} \in \mathbb{R}$, we deduce that $v_{1}=0$. Then it is straightforward to see that $v_{2} \geqslant 0$ for $x_{2}^{*}=a_{0}$ and $v_{2} \leqslant 0$ for $x_{2}^{*}=-a_{0}$. Conversely, it is easy to verify that the sets in the three cases of the following equation (4.23) are included in $\partial \iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right)$ for these cases. In summary,

$$
\partial \iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right)= \begin{cases}\mathbf{0}, & \text { if }\left|x_{2}^{*}\right|<a_{0}  \tag{4.23}\\ \left\{\boldsymbol{v} \in \mathbb{R}^{2} \mid v_{1}=0, v_{2} \geqslant 0\right\}, & \text { if } x_{2}^{*}=a_{0} \\ \left\{\boldsymbol{v} \in \mathbb{R}^{2} \mid v_{1}=0, v_{2} \leqslant 0\right\}, & \text { if } x_{2}^{*}=-a_{0}\end{cases}
$$

In all the three cases of (4.23), $v_{1}=0$ for all $\boldsymbol{v} \in \partial \iota_{\Omega_{2}^{\prime}}\left(\boldsymbol{x}^{*}\right)$. Combined with (4.19) and (4.20), we have

$$
\begin{equation*}
x_{1}^{*}\left[\left(a_{2} a_{4}-a_{1} a_{5}\right) x_{2}^{* 2}+\left(a_{3} a_{4}-a_{1} a_{6}\right)\right]=0 \tag{4.24}
\end{equation*}
$$

Recall from (4.14) and (4.17) that $a_{2} a_{4}-a_{1} a_{5}<0$ and $a_{3} a_{4}-a_{1} a_{6}<0$. Thus, (4.24) implies that $x_{1}^{*}=0$. Together with the fact that $a_{3} a_{5}-a_{2} a_{6}=0$, this yields that the second component on the right-hand side of (4.20) is equal to 0 . Thus far, we have obtain that $c^{*} \nabla g\left(\boldsymbol{x}^{*}\right)-\nabla f\left(\boldsymbol{x}^{*}\right)=\mathbf{0}$, which implies that $\boldsymbol{x}^{*}$ is also a critical point of $f / g$.

Although the requirement $f\left(\boldsymbol{x}^{*}\right) \leqslant 0$ for a globally optimal solution, as mentioned in Theorem 3.24, does not necessarily hold, the above analysis indicates that the critical point $\boldsymbol{x}^{*}$ is also one of the globally optimal solutions of (4.15). This leads to a numerical test for the feasibility of Sim2-PGA in Section 5.2.
5. Experimental Results. In this section, we conduct experiments based on the examples mentioned in Section 4. We utilize both simple-example data with ground truths and real-world financial data to evaluate the performance of the proposed method.
5.1. Experiments for Sim1-PGA. The analytical optimal solution of (4.10) has been determined in Section 4.2. In this subsection, we conduct two experiments with ground truth to assess the performance of Sim1-PGA. We define $\boldsymbol{p}_{A}:=(2,-1)^{\top}$, $\boldsymbol{p}_{B}:=(-2,-1)^{\top}$, and then set $\boldsymbol{p}=\boldsymbol{p}_{A}$ for experiment Sim1-A and $\boldsymbol{p}=\boldsymbol{p}_{B}$ for experiment Sim1-B, respectively. From Proposition 4.3, the globally optimal solution of (4.10) is $\boldsymbol{x}^{*}=(0,1)^{\top}$ for experiment Sim1-A, and $\boldsymbol{x}^{*}=\left(\frac{2}{3}, \frac{1}{3}\right)^{\top}$ for experiment Sim1-B. In both experiments, we set $\alpha=0.99 /\left(4\|\boldsymbol{p}\|_{2}\right)$ and $\boldsymbol{x}^{0}=\left(\frac{1}{2}, \frac{1}{2}\right)^{\top}$. The experimental results demonstrate that the sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ generated by Sim1-PGA converges to $\boldsymbol{x}^{*}$. Table 5.1 (a) and the first column of Figure 5.1 pertain to experiment Sim1-A, while Table 5.1 (b) and the second column of Figure 5.1 pertain to experiment Sim1-B. These results indicate that Sim1-PGA successfully finds the ground-truth solutions and reduces the objective function values over the iterations.

TABLE 5.1
Iterative sequences $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ generated by Sim1-PGA for Sim1-A and Sim1-B.

| Experiment Sim1-A |  |  | Experiment Sim1-B |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $x_{1}^{k}$ | $x_{2}^{k}$ | $k$ | $x_{1}^{k}$ | $x_{2}^{k}$ |
| 0 | 0.5000 | 0.5000 | 0 | 0.5000 | 0.5000 |
| 1 | 0.3340 | 0.6660 | 1 | 0.5553 | 0.4447 |
| 2 | 0.1679 | 0.8321 | 5 | 0.6427 | 0.3573 |
| 3 | 0.0272 | 0.9728 | 10 | 0.6627 | 0.3373 |
| 4 | 0.0000 | 1.0000 | 20 | 0.6666 | 0.3334 |
| 5 | 0.0000 | 1.0000 | 27 | 0.6667 | 0.3333 |



Fig. 5.1. Experimental results of Sim1-A and Sim1-B. (a) and (b) suggest that Sim1-PGA converges to the ground-truth solutions. (c) and (d) demonstrate that Sim1-PGA monotonically decreases the objective function until it reaches its minimum. (e) and ( $f$ ): By substituting $x_{2}=1-x_{1}$ into the objective function, it is transformed into a one-variable function in terms of $x_{1}$.
5.2. Experiments for Sim2-PGA. In this subsection, we conduct experiments to confirm that Sim2-PGA converges to a globally optimal solution of (4.15). We set the parameters in (4.15) as $a_{0}=100, a_{1}=4, a_{2}=a_{5}=2$, and $a_{3}=a_{4}=a_{6}=3$. For the step size and initial point in Sim2-PGA, we define $\alpha=0.99 /\left(2 \cdot \max \left\{a_{1}, a_{2}\right\}\right)$ and select four different initial points $\boldsymbol{x}^{0}=(50,50)^{\top},(50,-50)^{\top},(95,95)^{\top}$, and $(95,-95)^{\top}$ for experiments Sim2-A, Sim2-B, Sim2-C, and Sim2-D, respectively. These experiments demonstrate that Sim2-PGA may converge to different globally optimal solutions depending on the initial points used.

In Table 5.2, we illustrate the progression of the iterative sequences as the iteration number $k$ increases for the four distinct initial points. Figure 5.2 (a) and (b) display the performance of $\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2}$ and the objective function value versus the iteration number for Sim2-A, Sim2-B, Sim2-C, and Sim2-D. Figure 5.2 (c) depicts the graph of the objective function $\frac{f\left(x_{1}, x_{2}\right)}{g\left(x_{1}, x_{2}\right)}:=\frac{4 x_{1}^{2}+2 x_{2}^{2}+3}{3 x_{1}^{2}+2 x_{2}^{2}+3}$. The experimental results indicate that the sequence $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ generated by Sim2-PGA indeed converges to a global minimizer of the objective function for each initial point. Furthermore, as the iteration number grows, both the value of $\left\|\boldsymbol{x}^{k}-\boldsymbol{x}^{*}\right\|_{2}$ and the objective function value decrease monotonically.

Table 5.2
Iterative sequences $\left\{\boldsymbol{x}^{k}\right\}_{k \in \mathbb{N}}$ generated by Sim2-PGA using four distinct initial points.

| Experiment Sim2-A |  |  |  | Experiment Sim2-B |  |  |  | Experiment Sim2-C |  |  | Experiment Sim2-D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $x_{1}^{k}$ | $x_{2}^{k}$ | $k$ | $x_{1}^{k}$ | $x_{2}^{k}$ | $k$ | $x_{1}^{k}$ | $x_{2}^{k}$ | $k$ | $x_{1}^{k}$ | $x_{2}^{k}$ |  |
| 0 | 50.0000 | 50.0000 | 0 | 50.0000 | -50.0000 | 0 | 95.0000 | 95.0000 | 0 | 95.0000 | -95.0000 |  |
| 1 | 45.0482 | 54.9488 | 1 | 45.0482 | -54.9488 | 1 | 85.5941 | 100.0000 | 1 | 85.5941 | -100.0000 |  |
| 5 | 22.3090 | 68.7785 | 5 | 22.3090 | -68.7785 | 5 | 46.1649 | 100.0000 | 5 | 46.1649 | -100.0000 |  |
| 10 | 5.9728 | 72.4900 | 10 | 5.9728 | -72.4900 | 10 | 13.7420 | 100.0000 | 10 | 13.7420 | -100.0000 |  |
| 25 | 0.0845 | 72.7700 | 25 | 0.0845 | -72.7700 | 25 | 0.1972 | 100.0000 | 25 | 0.1972 | -100.0000 |  |
| 52 | 0.0000 | 72.7701 | 52 | 0.0000 | -72.7701 | 55 | 0.0000 | 100.0000 | 55 | 0.0000 | -100.0000 |  |

5.3. Real-world data experiments. In addition to the aforementioned experiments of two simple examples, we also use five real-world monthly benchmark datasets: FRENCH32, FF25EU, FF38, FF49, and FF100MEINV to compare various methods. These datasets are collected from the baseline and commonly used Kenneth R. French's Real-world Data Library ${ }^{1}$. FRENCH32 was constructed by [22]. FF25EU comprises 25 portfolios formed by ME and prior returns in the European market. FF38 and FF49 consist of 38 and 49 U.S. industry portfolios, respectively. FF100MEINV includes 100 portfolios shaped by ME and investment in the U.S. market. The details of these datasets are presented in Table 5.3.

TABLE 5.3
Information of 5 real-world monthly benchmark datasets.

| Data Set | Region | Time | Months | Assets |
| :---: | :---: | :---: | :---: | :---: |
| FRENCH32 | US | Jul $/ 1990 \sim$ Feb/2020 | 356 | 32 |
| FF25EU | EU | Nov $/ 1990 \sim$ Oct $/ 2021$ | 372 | 25 |
| FF38 | US | Jul $/ 1971 \sim$ Oct/2021 | 604 | 38 |
| FF49 | US | Jul $/ 1971 \sim$ Oct $/ 2021$ | 604 | 49 |
| FF100MEINV | US | Jul $/ 1971 \sim$ Oct/2021 | 604 | 100 |

[^1]

Fig. 5.2. Experimental results of Sim2-A, Sim2-B, Sim2-C, and Sim2-D. (a) confirms that Sim2-PGA converges to a critical point, which is also a global minimizer of the objective function. (b) shows that Sim2-PGA monotonically reduces the objective function to its minimum. (c) presents the graph of the objective function, with its global minimizes indicated by a red line.

We consider two baseline strategies: the equally-weighted $1 / N[17]$ and the Market [25], along with seven state-of-the-art strategies: Parametric Linear Complementarity Technique (PLCT, [28]), Sparse and Stable Markowitz Portfolios (SSMP, [10]), Shortterm Sparse Portfolio Optimization (SSPO, [24]), Short-term Portfolio Optimization for Loss Control (SPOLC, [22]), and Short-term Sparse Portfolio Optimization with $\ell^{0}$ Regularization (S1, S2 and S3, [26]), as competitors in our experiments. The Market and $1 / N$ strategies both start with an equally-weighted portfolio; however, the Market remains unchanged while the $1 / N$ strategy rebalances to the equally-weighted portfolio at each trading time interval. S1, S2, and S3 are variants of SSPO- $\ell^{0}$, with S1 being deterministic and S2 and S3 being randomized. The experimental results demonstrate that our proposed SRM-PGA consistently delivers the best performance in most test cases.

We utilize a moving-window trading framework [23] for real-world portfolio optimization. Specifically, we use the asset returns $\left\{\boldsymbol{r}^{(t)}\right\}_{t=1}^{T}$ or the price relatives $\left\{\mathbf{x}^{(t)}:=\boldsymbol{r}^{(t)}+\mathbf{1}_{N}\right\}_{t=1}^{T}$ within the time window $t=[1: T]$ to optimize the portfolio $\hat{\boldsymbol{w}}^{(T+1)}$ for the subsequent trading period. On the $(T+1)$-th occasion, the portfolio return is calculated by $\hat{r}_{\hat{\boldsymbol{w}}}^{(T+1)}=\mathbf{x}^{(T+1)} \cdot \hat{\boldsymbol{w}}^{(T+1)}-1$. In the next cycle, the time window shifts to $t=[2:(T+1)]$, and the strategy optimizes the new portfolio $\hat{\boldsymbol{w}}^{(T+2)}$. This process continues until the final trading period $\mathscr{T}$, culminating the complete return sequence $\left\{\hat{r}_{\hat{\boldsymbol{w}}}^{(t)}\right\}_{t=1}^{\mathscr{O}}$. This data can be used for various investment performance evaluation metrics. Initially, when there are insufficient samples to im-
plement a strategy, we default to the equally-weighted portfolio. SSPO, SPOLC, S1, S2, and S3 are short-term strategies that employ a window size of $T=5$. As all other strategies are long-term and do not specify (or involve) $T$, we set $T=20$ for them.
5.3.1. Results for Sharpe ratios. We calculate the backtest SR of a strategy as follows:

$$
\begin{equation*}
\widehat{S R}=\frac{\frac{1}{\mathscr{T}} \sum_{t=1}^{\mathscr{T}} \hat{r}_{\hat{\boldsymbol{w}}}^{(t)}-r_{f}}{\sqrt{\frac{1}{\mathscr{T}-1} \sum_{s=1}^{\mathscr{T}}\left(\hat{r}_{\hat{\boldsymbol{w}}}^{(s)}-\frac{1}{\mathscr{T}} \sum_{t=1}^{\mathscr{T}} \hat{r}_{\hat{\boldsymbol{w}}}^{(t)}\right)^{2}}}, \tag{5.1}
\end{equation*}
$$

where we set $r_{f}=0$ for the risk-free asset. Table 5.4 displays the (monthly) SRs of the nine strategies compared. The two baseline strategies, $1 / N$ and Market, spread risk across all assets, which acts as a natural risk control scheme [17]. Consequently, they significantly outperform most competitors in majority of cases and are comparable to the SR optimizer PLCT. Nonetheless, SRM-PGA attains the highest SRs among all the competitors, including the two baseline strategies, across all datasets. For instance, SRM-PGA's SR is 0.06 higher than the two baseline strategies on FRENCH32 and 0.02 higher than PLCT on FF49. Therefore, SRM-PGA not only achieves the optimal solutions in the simple-example experiments but also excels in maximizing the backtest SR with real-world data.

Table 5.4
Sharpe ratios of different strategies in real-world data experiments.

| Method | FRENCH32 | FF25EU | FF38 | FF49 | FF100MEINV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1/N | 0.2033 | 0.1762 | 0.2205 | 0.2158 | 0.2270 |
| Market | 0.2019 | 0.2458 | 0.2227 | 0.2190 | 0.2351 |
| SPOLC | 0.1215 | 0.0540 | 0.1029 | 0.0948 | 0.1411 |
| SSPO | 0.0685 | 0.0720 | 0.0624 | 0.0506 | 0.1439 |
| S1 | 0.0703 | 0.0830 | 0.0651 | 0.0511 | 0.1507 |
| S2 | 0.0791 | 0.0976 | 0.0653 | 0.0430 | 0.1182 |
| S3 | 0.0956 | 0.1032 | 0.0636 | 0.0547 | 0.1329 |
| SSMP | 0.1445 | 0.1341 | 0.1853 | 0.1778 | 0.1768 |
| PLCT | 0.2539 | 0.2489 | 0.2430 | 0.2371 | 0.2632 |
| SRM-PGA | $\mathbf{0 . 2 6 1 2}$ | $\mathbf{0 . 2 5 8 7}$ | $\mathbf{0 . 2 6 0 9}$ | $\mathbf{0 . 2 5 8 3}$ | $\mathbf{0 . 2 6 8 5}$ |

5.3.2. Results for cumulative wealth. In addition to the backtest $S R$, portfolio managers are also concerned with the final gain of an investment strategy in actual investment scenarios. By setting the initial wealth for an investment strategy at $W^{(0)}=1$, the manager can compute the final cumulative wealth as $W^{(\mathscr{T})}=\prod_{t=1}^{\mathscr{T}}\left(\hat{r}_{\hat{\boldsymbol{w}}}^{(t)}+1\right)$. Table 5.5 presents the final cumulative wealth results for the nine strategies compared. Generally, the $1 / N$, Market, and PLCT strategies demonstrate solid performance across all datasets. However, SRM-PGA achieves the highest final cumulative wealth on five out of six datasets. It narrowly trails PLCT on FRENCH32 but significantly exceeds PLCT on FF38, FF49, and FF100MEINV. For instance, SRM-PGA is approximately $18.47 \%$ higher than the second-best competitor, PLCT, on FF100MEINV. Thus, SRM-PGA also proves to be an effective strategy for real-world investment.

Table 5.5
Final cumulative wealth of different strategies in real-world data experiments.

| Method | FRENCH32 | FF25EU | FF38 | FF49 | FF100MEINV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1/N | 18.32 | 15.77 | 284.43 | 257.93 | 499.29 |
| market | 19.34 | 50.01 | 228.52 | 214.15 | 628.43 |
| SPOLC | 6.57 | 1.65 | 21.73 | 13.72 | 62.61 |
| SSPO | 2.19 | 2.57 | 1.77 | 0.80 | 122.03 |
| S1 | 2.29 | 3.32 | 2.08 | 0.84 | 152.24 |
| S2 | 3.06 | 5.06 | 2.91 | 0.60 | 48.12 |
| S3 | 4.21 | 5.28 | 2.14 | 1.27 | 62.64 |
| SSMP | 11.78 | 8.47 | 192.44 | 167.23 | 513.81 |
| PLCT | $\mathbf{5 2 . 6 2}$ | 71.50 | 978.48 | 797.68 | 911.32 |
| SRM-PGA | 50.15 | $\mathbf{7 3 . 6 1}$ | $\mathbf{1 0 6 1 . 6 6}$ | $\mathbf{8 7 7 . 0 9}$ | $\mathbf{1 0 7 9 . 6 5}$ |

6. Conclusion. In this work, we derive globally optimal solutions for a class of fractional optimization problems, predicated on certain assumptions regarding the objective function and constraint set. We employ the proximal gradient technique to solve the fractional optimization model and establish the convergence of the solution algorithm to a critical point of the objective function. Assuming the numerator of the objective function is nonpositive at this critical point, then the critical point becomes a globally optimal solution. We successfully apply these significant results to the problem of maximizing the Sharpe ratio.

Experiments using simple-example data with known optima reveal that our method consistently attains these known optima and reduces the objective function across iterations. Additionally, experiments with real-world financial datasets demonstrate that our method consistently achieves the highest backtested Sharpe ratios and the highest final cumulative wealths in most scenarios, compared to two baseline strategies and seven advanced competitors. In conclusion, our proposed method shows promise in fractional optimization and merits further exploration.
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