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#### Abstract

In a four-dimensional quantum field theory that flows between two fixed points under the renormalization group, the change in the conformal anomaly $\Delta a$ has been related to the average null energy. We extend this result to derive a sum rule for the other anomaly coefficient, $\Delta c$, in terms of the stress tensor three-point function. While the sum rule for $\Delta a$ is an expectation value of the averaged null energy operator, and therefore positive, the result for $\Delta c$ involves the off-diagonal matrix elements, so it does not have a fixed sign.
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## 1 Introduction

The trace anomaly in four dimensions has two independent coefficients, $a$ and $c$, known as the type-A and type-B anomalies, respectively [1, 2]. The $a$ anomaly is monotonic under renormalization group flow [3-5], famously extending Zamolodchikov's $c$-theorem [6] to four dimensions. In previous work [7], we showed that the four-dimensional $a$-theorem can be derived from the averaged null energy condition (ANEC) in the form $\Delta a=\langle\Theta| \int d u T_{u u}|\Theta\rangle$ in a specially designed state $|\Theta\rangle$ created by a smeared insertion of the trace operator $\Theta$ of the quantum field theory. Here $u$ is a null coordinate. The two-dimensional $c$-theorem can be re-derived from the ANEC in a similar way, along with an infinite set of inequalities on the derivatives of the $c$-function [8].

The change in the type-B anomaly, $\Delta c$, is not monotonic under the renormalization group (there are known counterexamples [9]), but it nonetheless harbors universal data about the quantum field theory. In this paper, we apply the methods developed in [7] to derive a
sum rule relating $\Delta c$ to the three-point function $\left\langle\Theta \int d u T_{u u} T_{i j}\right\rangle$, where $i$ and $j$ label spatial directions that are transverse to the light ray. See equations (4.5)-(4.7). This involves an off-diagonal matrix element of the averaged null energy operator, so it does not have a fixed sign, but it suggests that $\Delta a$ and $\Delta c$ are not independent.

Unlike $a$, the $c$ anomaly appears in the stress-tensor two point function at separated points. This has been used to construct sum rules for $c$ and $\Delta c$ from the stress tensor two-point function [10-14]. The motivation to derive another sum rule for $\Delta c$ that uses the three-point function is twofold. First, it connects to the derivation of the $a$-theorem in [7] and the broader study of light-ray operators, which have sparked a lot of recent interest [15-25]. Second, it is interesting to compare light-ray methods to the $S$-matrix. The results we find are analogous to the $S$-matrix sum rules derived for $\Delta a$ in [5] and $\Delta(a-c)$ in [26] by coupling the QFT to a background dilaton and a background metric. The $S$-matrix sum rule for $\Delta a$ is positive by the optical theorem, while $\Delta(a-c)$ is sign-indefinite as it relates to off-diagonal matrix elements. The $S$-matrix methods are based on stress tensor four-point functions, while our approach uses only the stress tensor three-point functions. As we have emphasized in [7], it is nontrivial that they agree, and interesting to note that this relates the matrix elements of light-ray operators to forward amplitudes in a way that is similar to the Lorentzian inversion formula in CFT [19, 27, 28].

Our approach is conceptually a straightforward extension of [7] to include additional matrix elements of the averaged null energy operator. We will also expand on some technical points in the derivation of the sum rule for $\Delta a$, and present a unified derivation of both sum rules simultaneously. In section 2 we consider a conformal fixed point and show how the anomaly coefficients $a$ and $c$ can be extracted from the contact terms in the three-point function $\left\langle\Theta T_{\mu \nu} T_{\alpha \beta}\right\rangle$. In section 3 we study this three-point function in a non-conformal QFT and discuss to what extent it is constrained by the CFTs in the UV and IR. In section 4 we derive the sum rule for $\Delta c$. In the final section, we summarize the sum rules obtained in our other recent work on this subject, discuss our sum rule for $\Delta a-\Delta c$ and compare briefly to the $S$-matrix approach used in [26].

## Conventions

In Euclidean signature, we use coordinates

$$
\begin{equation*}
d s^{2}=d \tau^{2}+d y^{2}+d \vec{x}^{2}=d \tau^{2}+d y^{2}+\delta_{i j} d x^{i} d x^{j}, \tag{1.1}
\end{equation*}
$$

with $\vec{x} \in \mathbb{R}^{2}$. Greek indices run over all four spacetime dimensions while Latin indices $i, j, \ldots=1,2$ run over the directions transverse to the $(\tau, y)$-plane. In Lorentzian signature, we use the null coordinates

$$
\begin{equation*}
d s^{2}=-d u d v+d \vec{x}^{2}=-d u d v+\delta_{i j} d x^{i} d x^{j} \tag{1.2}
\end{equation*}
$$

with the Wick rotation $u=t-y=-(y+i \tau), v=t+y=y-i \tau$. Our convention for the stress tensor is $\left\langle T_{\mu \nu}\right\rangle=-\frac{2}{\sqrt{g}} \frac{\delta}{\delta g^{\mu \nu}} \log Z$, and we use the conventions of [7] for the metric variations that define correlation functions. Euclidean momenta are denoted by uppercase $K^{\alpha}$, with the Fourier transform $f(K)=\int d^{d} x e^{i K \cdot x} f(x)$, while Lorentzian momenta are denoted by lowercase $k^{\alpha}$. Correlators with the momentum-conserving delta function removed are written with double brackets,

$$
\begin{equation*}
\left\langle\mathcal{O}\left(K_{1}\right) \ldots \mathcal{O}\left(K_{n}\right)\right\rangle \equiv(2 \pi)^{d} \delta^{(d)}\left(K_{1}+\cdots+K_{n}\right)\left\langle\left\langle\mathcal{O}\left(K_{1}\right) \cdots \mathcal{O}\left(K_{n}\right)\right\rangle\right\rangle \tag{1.3}
\end{equation*}
$$

## 2 Anomalies from the averaged null energy in CFT

In this section we study the three-point function $\left\langle\Theta T_{\mu \nu} T_{\alpha \beta}\right\rangle$ at a conformal fixed point, first in Euclidean and then in Lorentzian signature, and derive integral formulae to extract the anomaly coefficients $a$ and $c$ from this correlator.

### 2.1 Euclidean signature

In a CFT, the trace of the stress tensor vanishes as an operator equation, $\Theta \equiv T_{\mu}^{\mu}=0$. This means that any correlation function involving at least one trace $\Theta$ can only be supported at coincident points, and is thus at most pure contact terms. The contact terms can be calculated explicitly by varying the conformal anomaly. In four dimensions, in a curved background, the trace is $[1,2]$

$$
\begin{equation*}
\langle\Theta\rangle=-a E_{4}+c W_{\mu \nu \rho \sigma}^{2}+b_{1} \square R+b_{2} \Lambda^{2} R+b_{3} \Lambda^{4}, \tag{2.1}
\end{equation*}
$$

where $\Lambda$ is a UV cutoff, $E_{4}$ is the Euler density and $W_{\mu \nu \rho \sigma}$ is the Weyl tensor:

$$
\begin{align*}
E_{4} & =R_{\mu \nu \rho \sigma}^{2}-4 R_{\mu \nu}^{2}+R^{2},  \tag{2.2}\\
W_{\mu \nu \rho \sigma}^{2} & =R_{\mu \nu \rho \sigma}^{2}-2 R_{\mu \nu}^{2}+\frac{1}{3} R^{2}, \tag{2.3}
\end{align*}
$$

with $R_{\mu \nu \rho \sigma}$ the Riemann tensor, $R_{\mu \nu}$ the Ricci tensor and $R$ the Ricci scalar. The anomaly coefficients $a$ and $c$ are universal, while the $b_{i}$ terms in (2.1) can be removed by local counterterms. It is conventional to set the $b_{i}$ terms to zero in CFT, but in the context of RG flows we must keep track of them because if they are tuned to zero in the UV, they will be generated in the IR.

Varying (2.1) with respect to the background metric gives all correlation functions of the form $\left\langle\Theta T_{\mu \nu} T_{\alpha \beta} \ldots\right\rangle$. The first variation gives the 2-point function $\left\langle T_{\mu \nu}\left(x_{2}\right) \Theta\left(x_{1}\right)\right\rangle$ whose Fourier transform is [7]

$$
\begin{equation*}
\left\langle\left\langle T_{\mu \nu}(K) \Theta(-K)\right\rangle\right\rangle=2 b_{1} K^{2}\left(K_{\mu} K_{\nu}-g_{\mu \nu} K^{2}\right)-2 b_{2} \Lambda^{2}\left(K_{\mu} K_{\nu}-g_{\mu \nu} K^{2}\right)+b_{3} \Lambda^{4} g_{\mu \nu} . \tag{2.4}
\end{equation*}
$$

The 3-point function $\left\langle\Theta T_{\mu \nu} \Theta\right\rangle$ was calculated in [7] by varying a second time with respect to the Weyl factor. This was sufficient to extract the anomaly coefficient $a$, but for $c$ we will need the other components, $\left\langle\Theta T_{\mu \nu} T_{\alpha \beta}\right\rangle$. The second variation of (2.1) with respect to the metric gives the three-point function as

$$
\begin{equation*}
\left\langle\Theta\left(x_{1}\right) T_{\mu \nu}\left(x_{2}\right) T_{\alpha \beta}\left(x_{3}\right)\right\rangle=\frac{4}{\sqrt{g\left(x_{1}\right)} \sqrt{g\left(x_{2}\right)} \sqrt{g\left(x_{3}\right)}} \frac{\delta}{\delta g^{\alpha \beta}\left(x_{3}\right)} \frac{\delta}{\delta g^{\mu \nu}\left(x_{2}\right)}\left[\sqrt{g\left(x_{1}\right)}\left\langle\Theta\left(x_{1}\right)\right\rangle\right] . \tag{2.5}
\end{equation*}
$$

After a lengthy but straightforward calculation, the result in momentum space is

$$
\begin{align*}
\left\langle\left\langle\Theta\left(K_{1}\right) T_{\mu \nu}\left(K_{2}\right) T_{\alpha \beta}\left(K_{3}\right)\right\rangle\right\rangle= & 4(2 a-c) \Pi_{\mu \nu \alpha \beta}-\frac{4 c}{3} \Pi_{2 \mu \nu} \Pi_{3 \alpha \beta}+2 c\left(Q_{\alpha \mu} Q_{\beta \nu}+Q_{\beta \mu} Q_{\alpha \nu}\right) \\
& +b_{1} \mathbb{T}_{\mu \nu \alpha \beta}^{\left(b_{1}\right)}+b_{2} \Lambda^{2} \mathbb{T}_{\mu \nu \alpha \beta}^{\left(b_{2}\right)}+b_{3} \Lambda^{4} \mathbb{T}_{\mu \nu \alpha \beta}^{\left(b_{3}\right)} . \tag{2.6}
\end{align*}
$$

We have introduced the transverse momentum structures

$$
\begin{align*}
\Pi_{2 \mu \nu} & =K_{2 \mu} K_{2 \nu}-g_{\mu \nu} K_{2}^{2}, & \Pi_{3 \alpha \beta} & =K_{3 \alpha} K_{3 \beta}-g_{\alpha \beta} K_{3}^{2},  \tag{2.7}\\
Q_{\alpha \mu} & =K_{2 \alpha} K_{3 \mu}-g_{\alpha \mu} K_{2} \cdot K_{3}, & \Pi_{\mu \nu \alpha \beta} & =\epsilon_{\alpha \rho \sigma(\mu} \epsilon_{\nu) \beta \kappa \lambda} K_{2}^{\rho} K_{3}^{\sigma} K_{2}^{\kappa} K_{3}^{\lambda},
\end{align*}
$$

which satisfy

$$
\begin{equation*}
K_{2}^{\mu} \Pi_{2 \mu \nu}=K_{3}^{\alpha} \Pi_{3 \alpha \beta}=0, \quad K_{2}^{\mu} Q_{\alpha \mu}=K_{3}^{\alpha} Q_{\alpha \mu}=0, \quad K_{2}^{\mu} \Pi_{\mu \nu \alpha \beta}=K_{3}^{\alpha} \Pi_{\mu \nu \alpha \beta}=0 . \tag{2.8}
\end{equation*}
$$

The first three terms in (2.6), which contain all of the dependence on $a$ and $c$, are manifestly transverse; they vanish upon contracting with $K_{2}^{\mu}$ or $K_{3}^{\alpha}$. The tensor structures corresponding to the counterterms are

$$
\begin{align*}
\mathbb{T}_{\mu \nu \alpha \beta}^{\left(b_{3}\right)} & =g_{\mu \nu} g_{\alpha \beta}+g_{\mu \alpha} g_{\nu \beta}+g_{\mu \beta} g_{\nu \alpha},  \tag{2.9}\\
\mathbb{T}_{\mu \nu \alpha \beta}^{\left(b_{2}\right)} & =2 g_{\mu \nu} g_{\alpha \beta}\left(K_{2}^{2}+K_{2} \cdot K_{3}+K_{3}^{2}\right)+2 g_{\mu(\alpha} g_{\beta) \nu}\left(2 K_{2}^{2}+5 K_{2} \cdot K_{3}+2 K_{3}^{2}\right)  \tag{2.10}\\
& -2 g_{\mu \nu}\left(2 K_{2 \alpha} K_{2 \beta}+K_{2 \alpha} K_{3 \beta}+K_{2 \beta} K_{3 \alpha}+K_{3 \alpha} K_{3 \beta}\right)-g_{\mu \alpha} K_{2 \beta} K_{3 \nu}-g_{\mu \beta} K_{2 \alpha} K_{3 \nu} \\
& -2 g_{\alpha \beta}\left(K_{2 \mu} K_{2 \nu}+K_{2 \mu} K_{3 \nu}+K_{2 \nu} K_{3 \mu}+2 K_{3 \mu} K_{3 \nu}\right)-g_{\nu \beta} K_{2 \alpha} K_{3 \mu}-g_{\nu \alpha} K_{2 \beta} K_{3 \mu},
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{T}_{\mu \nu \alpha \beta}^{\left(b_{1}\right)} & =-2 g_{\mu \nu} g_{\alpha \beta}\left(K_{2}^{4}+2 K_{2} \cdot K_{3}\left(K_{2}^{2}+\left(K_{2} \cdot K_{3}\right)+K_{3}^{2}\right)+K_{3}^{4}\right)  \tag{2.11}\\
& -2 g_{\mu(\alpha} g_{\beta) \nu}\left(2 K_{2}^{4}+10\left(K_{2} \cdot K_{3}\right)^{2}+9 K_{2} \cdot K_{3}\left(K_{2}^{2}+K_{3}^{2}\right)+4 K_{2}^{2} K_{3}^{2}+2 K_{3}^{4}\right) \\
& +2 g_{\mu \nu}\left[2\left(2 K_{2}^{2}+2 K_{2} \cdot K_{3}+K_{3}^{2}\right)\left(K_{2 \alpha} K_{2 \beta}+K_{2(\alpha} K_{3 \beta)}\right)+K_{3} \cdot\left(K_{2}+K_{3}\right) K_{3 \alpha} K_{3 \beta}\right] \\
& +2 g_{\alpha \beta}\left[2\left(2 K_{3}^{2}+2 K_{2} \cdot K_{3}+K_{2}^{2}\right)\left(K_{3 \mu} K_{3 \nu}+K_{2(\mu} K_{3 \nu)}\right)+K_{2} \cdot\left(K_{3}+K_{2}\right) K_{2 \mu} K_{2 \nu}\right] \\
& +2\left[g_{\mu(\alpha} K_{2 \beta)} K_{3 \nu}+g_{\nu(\alpha} K_{2 \beta)} K_{3 \mu}\right]\left(K_{2}+K_{3}\right)^{2} \\
& -4\left[K_{2 \mu} K_{2 \nu}\left(K_{2 \alpha} K_{2 \beta}+K_{2(\alpha} K_{3 \beta)}\right)+K_{3 \alpha} K_{3 \beta}\left(K_{3 \mu} K_{3 \nu}+K_{2(\mu} K_{3 \nu)}\right)\right] .
\end{align*}
$$

The counterterm structures (on the second line in (2.6)) are not transverse, as expected since these terms satisfy an inhomegenous Ward identity. The Ward identity for this 3-point function, derived in appendix A of [7], is

$$
\begin{align*}
\nabla^{\alpha}\left\langle\Theta\left(x_{1}\right) T_{\mu \nu}\left(x_{2}\right) T_{\alpha \beta}(x)\right\rangle & =\left\langle T_{\mu \nu}(x) \Theta\left(x_{1}\right)\right\rangle \nabla_{\beta} \delta^{(d)}\left(x-x_{2}\right)+\nabla_{\nu}\left(\left\langle T_{\beta \mu}(x) \Theta\left(x_{2}\right)\right\rangle \delta^{(d)}\left(x-x_{2}\right)\right) \\
& +\left\langle T_{\mu \nu}\left(x_{2}\right) \Theta(x)\right\rangle \nabla_{\beta} \delta^{(d)}\left(x-x_{3}\right)+\nabla_{\mu}\left(\left\langle T_{\beta \nu}(x) \Theta\left(x_{1}\right)\right\rangle \delta^{(d)}\left(x-x_{2}\right)\right) . \tag{2.12}
\end{align*}
$$

In momentum space, this becomes

$$
\begin{align*}
K_{3}^{\alpha}\left\langle\left\langle\Theta\left(K_{1}\right) T_{\mu \nu}\left(K_{2}\right) T_{\alpha \beta}\left(K_{3}\right)\right\rangle\right\rangle= & -K_{2 \beta}\left\langle\left\langle T_{\mu \nu}\left(K_{1}\right) \Theta\left(-K_{1}\right)\right\rangle\right\rangle-K_{1 \beta}\left\langle\left\langle T_{\mu \nu}\left(K_{2}\right) \Theta\left(-K_{2}\right)\right\rangle\right\rangle \\
& +K_{3 \mu}\left\langle\left\langle T_{\beta \nu}\left(K_{1}\right) \Theta\left(-K_{1}\right)\right\rangle\right\rangle+K_{3 \nu}\left\langle\left\langle T_{\beta \mu}\left(K_{1}\right) \Theta\left(-K_{1}\right)\right\rangle .\right. \tag{2.13}
\end{align*}
$$

This identity is indeed satisfied by the correlators in (2.4) and (2.6).
The full expression (2.6) is cumbersome, but we will not need it (except to compare to [26] in the discussion section) and have only included it for completeness. The part that we will use below is obtained by contracting $T_{\mu \nu}\left(K_{2}\right)$ with the null polarization $u^{\mu} u^{\nu}$, where $u^{\nu}$ points in the $u$-direction, setting $u^{\alpha} K_{2 \alpha}=K_{2 u}=0$, and restricting $\alpha, \beta$ to lie in the directions $i, j=1,2$ transverse to the $u v$-plane. In this case, the 3 -point function (2.6) reduces to

$$
\begin{align*}
\left.\left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle\right|_{K_{2 u}=0} & =K_{3 u}^{2}\left[8(c-a)\left(K_{1 i}+K_{3 i}\right)\left(K_{1 j}+K_{3 j}\right)-4 b_{1} K_{3 i} K_{3 j}\right. \\
& \left.+4 \delta_{i j}\left((2 a-c)\left(K_{1}+K_{3}\right)^{2}+b_{1}\left(K_{1}^{2}+K_{3}^{2}\right)-b_{2} \Lambda^{2}\right)\right] . \tag{2.14}
\end{align*}
$$

### 2.2 Lorentzian signature

Contact terms in time-ordered, anti-time-ordered, retarded, and advanced Lorentzian correlators are identical to those in Euclidean signature, up to numerical prefactors [7]. This follows from the fact that all of these correlators are related by analytic continuation in momenta to the Euclidean correlator, and since contact terms are analytic, the continuations are trivial. For general three-point functions, the numerical factors are

$$
\begin{align*}
\left\langle\left\langle\mathcal{R}\left[\mathcal{O}_{1}\left(k_{1}\right) ; \mathcal{O}_{2}\left(k_{2}\right) \mathcal{O}_{3}\left(k_{3}\right)\right]\right\rangle\right\rangle_{\text {contact }} & =G_{E}\left(k_{1}, k_{2}, k_{3}\right)  \tag{2.15}\\
\left\langle\left\langle\mathcal{T}\left[\mathcal{O}_{1}\left(k_{1}\right) \mathcal{O}_{2}\left(k_{2}\right) \mathcal{O}_{3}\left(k_{3}\right)\right]\right\rangle\right\rangle_{\text {contact }} & =-G_{E}\left(k_{1}, k_{2}, k_{3}\right),
\end{align*}
$$

where $G_{E}\left(K_{1}, K_{2}, K_{3}\right)=\left\langle\left\langle\mathcal{O}_{1}\left(K_{1}\right) \mathcal{O}_{2}\left(K_{2}\right) \mathcal{O}_{3}\left(K_{3}\right)\right\rangle\right\rangle_{\text {contact }}$ are the contact terms in the Euclidean correlator, viewed as a function of any two independent momenta. Since this function is analytic, it can be evaluated at Lorentzian momenta unambiguously, by simply replacing
$K_{i} \rightarrow k_{i}$. In (2.15), $\mathcal{T}$ is time-ordering, and $\mathcal{R}$ is retarded ordering, defined at separated points by the nested commutators

$$
\begin{equation*}
\left\langle\mathcal{R}\left[\mathcal{O}_{1}\left(x_{1}\right) ; \mathcal{O}_{2}\left(x_{2}\right) \mathcal{O}_{3}\left(x_{3}\right)\right]\right\rangle=-\theta\left(t_{1}-t_{2}\right) \theta\left(t_{2}-t_{3}\right)\left\langle\left[\left[\mathcal{O}_{1}\left(x_{1}\right), \mathcal{O}_{2}\left(x_{2}\right)\right], \mathcal{O}_{3}\left(x_{3}\right)\right]\right\rangle+(2 \leftrightarrow 3) \tag{2.16}
\end{equation*}
$$

We will consider ordered correlators of the averaged null energy (ANE) operator,

$$
\begin{equation*}
\mathcal{E}_{u}(v, \vec{x})=\int_{-\infty}^{\infty} d u T_{u u}(u, v, \vec{x}) \tag{2.17}
\end{equation*}
$$

When $\mathcal{E}_{u}$ is written with no arguments, it is located on a light-ray through the origin, and this can be written as an integral over momenta as

$$
\begin{equation*}
\mathcal{E}_{u}:=\mathcal{E}_{u}(0, \overrightarrow{0})=\int \frac{d k_{v} d^{2} \vec{k}}{\pi(2 \pi)^{2}} T_{u u}\left(k_{u}=0, k_{v}, \vec{k}\right) \tag{2.18}
\end{equation*}
$$

Ordered correlators of the ANE are defined by ordering inside the light-ray integral,

$$
\begin{align*}
\left\langle\mathcal{T}\left[\mathcal{E}_{u}(v, \vec{x}) \mathcal{O}\left(x_{1}\right) \mathcal{O}\left(x_{2}\right)\right]\right\rangle & =\int_{-\infty}^{\infty} d u\left\langle\mathcal{T}\left[T_{u u}(u, v, \vec{x}) \mathcal{O}\left(x_{1}\right) \mathcal{O}\left(x_{2}\right)\right]\right\rangle \\
\left\langle\mathcal{R}\left[\mathcal{E}_{u}(v, \vec{x}) ; \mathcal{O}\left(x_{1}\right) \mathcal{O}\left(x_{2}\right)\right]\right\rangle & =\int_{-\infty}^{\infty} d u\left\langle\mathcal{R}\left[T_{u u}(u, v, \vec{x}) ; \mathcal{O}\left(x_{1}\right) \mathcal{O}\left(x_{2}\right)\right]\right\rangle, \tag{2.19}
\end{align*}
$$

where $\mathcal{O}$ is any operator. Using the Fourier representation of the ANE in (2.18), we have

$$
\begin{align*}
\left\langle\mathcal{T}\left[\mathcal{E}_{u} \mathcal{O}\left(k_{1}\right) \mathcal{O}\left(k_{3}\right)\right]\right\rangle= & \left.\int \frac{d k_{2 v} d^{2} \vec{k}_{2}}{\pi(2 \pi)^{2}}\left\langle\left\langle\mathcal{T}\left[T_{u u}\left(k_{2}\right) \mathcal{O}\left(k_{1}\right) \mathcal{O}\left(k_{3}\right)\right]\right\rangle\right\rangle\right|_{k_{2 u}=0} \\
& \times \frac{1}{2}(2 \pi)^{4} \delta\left(k_{1 u}+k_{3 u}\right) \delta\left(k_{1 v}+k_{2 v}+k_{3 v}\right) \delta^{(2)}\left(\vec{k}_{1}+\vec{k}_{2}+\vec{k}_{3}\right) \tag{2.20}
\end{align*}
$$

and this implies the identity

$$
\begin{equation*}
\left\langle\mathcal{T}\left[\mathcal{E}_{u} \mathcal{O}\left(k_{1}\right) \mathcal{O}\left(k_{3}\right)\right]\right\rangle=2 \pi\left\langle\left\langle\mathcal{T}\left[T_{u u}\left(-k_{1}-k_{3}\right) \mathcal{O}\left(k_{1}\right) \mathcal{O}\left(k_{3}\right)\right]\right\rangle\right\rangle \delta\left(k_{1 u}+k_{3 u}\right) \tag{2.21}
\end{equation*}
$$

An identical formula holds for $\mathcal{T} \rightarrow \mathcal{R}$. The additional factor of $\frac{1}{2}$ on right-hand side of (2.20) comes from the Jacobian in $\delta^{(4)}\left(p^{\alpha}\right)=\frac{1}{2} \delta\left(p_{u}\right) \delta\left(p_{v}\right) \delta^{(2)}(\vec{p})$.

With these general results in hand we now return to the correlation function $\left\langle\Theta T_{u u} T_{i j}\right\rangle$, calculated in a CFT in Euclidean signature in the previous section (2.14). This is a pure contact term, so it is straightforward to obtain the ordered correlators in Lorentzian signature. Combining (2.21), (2.15), and (2.14) gives the Lorentzian 3-point function of the averaged null energy,

$$
\begin{align*}
\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(k_{1}\right) T_{i j}\left(k_{3}\right)\right]\right\rangle= & -\left\langle\mathcal{T}\left[\mathcal{E}_{u} \Theta\left(k_{1}\right) T_{i j}\left(k_{3}\right)\right]\right\rangle \\
= & 2 \pi k_{3 u}^{2}\left[8(c-a)\left(k_{1 i}+k_{3 i}\right)\left(k_{1 j}+k_{3 j}\right)-4 b_{1} k_{3 i} k_{3 j}\right.  \tag{2.22}\\
& \left.+4 \delta_{i j}\left((2 a-c)\left(k_{1}+k_{3}\right)^{2}+b_{1}\left(k_{1}^{2}+k_{3}^{2}\right)-b_{2} \Lambda^{2}\right)\right] \delta\left(k_{1 u}+k_{3 u}\right)
\end{align*}
$$

### 2.3 Extracting the anomaly coefficients

We will now invert (2.22) to extract the anomaly coefficients $a$ and $c$ from the CFT threepoint function by acting with momentum derivatives. This is guided by two considerations. First, we need to isolate momentum structures that are unaffected by the counterterms, $b_{i}$. Second, as we will see in the next section, for the purposes of deriving an RG sum rule we need to look at terms that are unaffected by semi-local contributions to the QFT correlator or improvement terms. It turns out that all of these requirements are met by the momentum tensor structures in (2.22) involving $k_{1 i} k_{3 j}$ and $\delta_{i j} \vec{k}_{1} \cdot \vec{k}_{3}$, where $\vec{k}$ denotes the transverse momentum in the spatial directions orthogonal to the null ray. It is clear from (2.22) that these structures have no contribution from the counterterms, and we will show below that they are also insensitive to semi-local terms and improvement terms. Thus we extract the anomalies from (2.22) by first integrating over $k_{1 u}$ to remove the delta function, then acting with a linear combination of $\partial_{k_{3 u}}^{2} \partial_{k_{1}}^{i} \partial_{k_{3}}^{j}$ and $\partial_{k_{3 u}}^{2} \delta^{i j} \vec{\partial}_{k_{1}} \cdot \vec{\partial}_{k_{3}}$, and finally setting the momenta to zero. The linear combination that extracts the $c$ anomaly is

$$
\begin{align*}
c & =\frac{1}{128 \pi}\left[\left(\partial_{k_{1}}^{i} \partial_{k_{3}}^{j}+\frac{1}{2} \delta^{i j} \vec{\partial}_{k_{1}} \cdot \vec{\partial}_{k_{3}}\right) \partial_{k_{3 u}}^{2} \int_{-\infty}^{\infty} d k_{1 u}\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(k_{1}\right) T_{i j}\left(k_{3}\right)\right]\right\rangle\right]_{k_{1}=k_{3}=0}  \tag{2.23}\\
& =\frac{1}{64} \int d^{4} x_{1} d^{4} x_{3} u_{3}^{2} \delta\left(u_{1}\right)\left(x_{1}^{i} x_{3}^{j}+\frac{1}{2} \delta^{i j} \vec{x}_{1} \cdot \vec{x}_{3}\right)\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(x_{1}\right) T_{i j}\left(x_{3}\right)\right]\right\rangle \tag{2.24}
\end{align*}
$$

Recall that the components $i, j$ and vectors $\vec{x}_{1,3}$ are in the transverse spatial directions; see (1.2). In the second line we moved the $k$-derivatives inside the Fourier transform that defines the momentum-space correlator. The $a$-anomaly is extracted by the linear combination

$$
\begin{align*}
a & =\frac{1}{128 \pi}\left[\delta^{i j} \vec{\partial}_{k_{1}} \cdot \vec{\partial}_{k_{3}} \partial_{k_{3 u}}^{2} \int_{-\infty}^{\infty} d k_{1 u}\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(k_{1}\right) T_{i j}\left(k_{3}\right)\right]\right\rangle\right]_{k_{1}=k_{3}=0}  \tag{2.25}\\
& =\frac{1}{64} \int d^{4} x_{1} d^{4} x_{3} u_{3}^{2} \delta\left(u_{1}\right)\left(\vec{x}_{1} \cdot \vec{x}_{3}\right) \delta^{i j}\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(x_{1}\right) T_{i j}\left(x_{3}\right)\right]\right\rangle . \tag{2.26}
\end{align*}
$$

Similar formulas hold for the time-ordered correlators, with the replacement $\mathcal{R} \rightarrow-\mathcal{T}$. Since we are currently considering theories that are conformal, the integrands in the position-space expressions in (2.24) and (2.26) are pure delta functions - the role of the integrals is simply to extract the coefficient of the relevant part of the contact term.

## 3 Properties of the QFT correlator at low momentum

We now consider the correlation function $\left\langle\Theta T_{\mu \nu} T_{\alpha \beta}\right\rangle$ in a quantum field theory that flows between two conformal fixed points. Denote the Euclidean correlator in the QFT by

$$
\begin{equation*}
G_{\mu \nu \alpha \beta}^{\mathrm{QFT}}\left(K_{1}, K_{3}\right):=\left\langle\left\langle\Theta\left(K_{1}\right) T_{\mu \nu}\left(-K_{1}-K_{3}\right) T_{\alpha \beta}\left(K_{3}\right)\right\rangle\right\rangle_{\mathrm{QFT}} . \tag{3.1}
\end{equation*}
$$

The corresponding 3-point functions in the CFTs at the fixed points are written $G_{\mu \nu \alpha \beta}^{\mathrm{UV}}$ and $G_{\mu \nu \alpha \beta}^{\mathrm{IR}}$. Each of the CFT correlators is a pure contact term given in equation (2.6), with coefficients ( $a_{I R}, c_{I R}, b_{i, I R}$ ) in the IR CFT and ( $a_{U V}, c_{U V}, b_{i, U V}$ ) in the UV. We choose counterterms to set $b_{i, U V}=0$, and drop the 'IR' label on $b_{i, I R} \equiv b_{i}$.

The goal of this section is to understand exactly how the QFT correlator $G^{\mathrm{QFT}}$ is related to $G^{\mathrm{UV}}$ and $G^{\mathrm{IR}}$ at the fixed points. Naively, the UV CFT controls the contact terms in $G^{\mathrm{QFT}}$, and the IR CFT controls the low-momentum limit of $G^{\text {QFT }}$. Neither of these statements is entirely true, due to two complications: First, there are semi-local, partial contact (PC) terms in the correlator, with two points coincident and the third point separated. These are contact terms which are not calculable in the UV CFT. Second, there can be improvement terms to the stress tensor in the IR.

Ultimately we are interested in Lorentzian correlators of the averaged null energy, so although we are working in Euclidean signature in this section, we set $K_{2 u}=-K_{1 u}-K_{3 u}=0$, and look at the components $G_{u u i j}$ where $u$ is the null direction and $i, j=1,2$ are transverse to the $u v$-plane. In the next two subsections, we show that improvement terms and semilocal terms in this correlator take a very special form, with no contribution to the momentum structures $K_{1 i} K_{3 j}$ or $\delta_{i j} \vec{K}_{1} \cdot \vec{K}_{3}$. This will be enough to ensure that improvement terms and semi-local terms drop out of the sum rules for $\Delta a$ and $\Delta c$ derived in the next section. ${ }^{1}$

The analysis here follows the same strategy as [7], while keeping track of the additional terms needed for $\Delta c .^{2}$

### 3.1 Improvement terms

If a four-dimensional CFT has a dimension- 2 scalar operator $\Phi$, then the stress tensor can be shifted by adding a term proportional to $\left(\partial_{\mu} \partial_{\nu}-g_{\mu \nu} \partial^{2}\right) \Phi$ without spoiling conservation. The statement that a QFT flows to a conformal fixed point in the IR means that $T_{\mu \nu}^{\mathrm{QFT}}$ flows

[^1]to the CFT stress tensor $T_{\mu \nu}^{\mathrm{IR}}$ up to a possible improvement term,
\[

$$
\begin{equation*}
T_{\mu \nu}^{\mathrm{QFT}} \rightarrow T_{\mu \nu}^{\mathrm{IR}}+\lambda\left(\partial_{\mu} \partial_{\nu}-g_{\mu \nu} \partial^{2}\right) \Phi . \tag{3.2}
\end{equation*}
$$

\]

That is, in general, correlation functions of $T_{\mu \nu}^{\mathrm{QFT}}$ at low momentum (compared to the mass scale $M$ of the RG flow) can be related to the correlators of the CFT by the shift (3.2). If there are no dimension-2 scalars, or no improvements are needed, then $\lambda=0$ and the QFT stress tensor flows to that of the IR CFT directly.

In the correlator of interest, $\left\langle\Theta T_{u u} T_{i j}\right\rangle$, there are possible contributions from improvement terms from shifting each of the three stress tensors. In appendix A. 1 we expand out the various terms that come from the three shifts, and enumerate the resulting momentum structures using the fact that $\Phi$ has dimension 2 in the IR. At $O\left(K^{4}\right)$, with $K_{2 u}=0$, only two terms survive, such that the 3-point functions in the QFT and the IR CFT are related by

$$
\begin{equation*}
G_{u u i j}^{\mathrm{QFT}} \approx G_{u u i j}^{\mathrm{IR}}+G_{u u i j}^{\text {improvement }} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{u u i j}^{\text {improvement }}=c_{1} K_{1}^{2} K_{3 u}^{2} \delta_{i j}+c_{2}\left(K_{3 i} K_{3 j}-\delta_{i j} K_{3}^{2}\right) K_{3 u}^{2}, \tag{3.4}
\end{equation*}
$$

with constants $c_{1}$ and $c_{2}$. Crucially, there are no improvement terms with momentum dependence $K_{1 i} K_{3 j}$ or $\delta_{i j} \vec{K}_{1} \cdot \vec{K}_{3}$. This will ensure that the improvement terms do not affect the sum rule derived in section 4 .

### 3.2 Semi-local terms

Now we consider semi-local 'partial contact' terms. Within a given regularization scheme, the QFT 3-point function (3.1) can be split into three terms, classified according to how many points are coincident:

$$
\begin{equation*}
G_{\mu \nu \alpha \beta}^{\mathrm{QFT}}=G_{\mu \nu \alpha \beta}^{\mathrm{UV}}+G_{\mu \nu \alpha \beta}^{\mathrm{PC}}+G_{\mu \nu \alpha \beta}^{\mathrm{sep}} . \tag{3.5}
\end{equation*}
$$

The first term $G^{\mathrm{UV}}$ is the part of the correlator in which all three points coincide; it is equal to the contact term in the UV CFT. The second term $G^{\mathrm{PC}}$ is the partial contact term, coming from two points coincident and one separated. The third term is the correlator at separated points. Changing the regulator alters how different contributions appear in the three terms, but for a fixed scheme, the split in (3.5) is well defined (see e.g. [12, 29]).

We need to understand the partial contact terms that can appear in $G_{u u i j}^{\mathrm{PC}}$ for $K_{2 u}=0$. There are three types of PC terms to consider,

$$
\begin{align*}
\left\langle\Theta\left(x_{1}\right) T_{\mu \nu}\left(x_{2}\right) T_{\alpha \beta}\left(x_{3}\right)\right\rangle_{\mathrm{PC}}= & \left\langle\left\{\Theta\left(x_{1}\right) T_{\mu \nu}\left(x_{2}\right)\right\} T_{\alpha \beta}\left(x_{3}\right)\right\rangle+\left\langle\Theta\left(x_{1}\right)\left\{T_{\mu \nu}\left(x_{2}\right) T_{\alpha \beta}\left(x_{3}\right)\right\}\right\rangle \\
& +\left\langle T_{\mu \nu}\left(x_{2}\right)\left\{\Theta\left(x_{1}\right) T_{\alpha \beta}\left(x_{3}\right)\right\}\right\rangle, \tag{3.6}
\end{align*}
$$

where the braces show which two points are coincident. The last term, which is proportional to $\delta^{(4)}\left(x_{1}-x_{3}\right)$, drops out when $T_{\mu \nu}\left(x_{2}\right)$ is contracted with a null polarization and integrated to obtain the averaged null energy operator, because the ANE annihilates the vacuum: $\mathcal{E}_{u}|0\rangle=0[30]$. See [7] for a more detailed discussion. We will therefore ignore this term and focus on the other two.

Partial contact terms come from operator-valued, local terms in the OPE, proportional to delta functions and derivatives of delta functions. We therefore analyze their contributions by looking at terms in the OPE of the form

$$
\begin{equation*}
T_{\mu \nu}\left(x_{2}\right) \Theta\left(x_{1}\right) \supset \mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}\left(x_{2}\right) P_{\mu \nu \sigma_{1} \ldots \sigma_{\ell}}(\partial) \delta^{(4)}\left(x_{2}-x_{1}\right), \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mu \nu}\left(x_{2}\right) T_{\alpha \beta}\left(x_{3}\right) \supset \mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}\left(x_{2}\right) U_{\mu \nu \alpha \beta \sigma_{1} \ldots \sigma_{\ell}}(\partial) \delta^{(4)}\left(x_{3}-x_{2}\right), \tag{3.8}
\end{equation*}
$$

where $\mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}$ is a general local operator of spin $\ell$. These operators are not assumed to be primary, and they can be multiplied by $\beta$-functions and positive powers of the mass scale $M$. The differential operators $P_{\mu \nu \sigma_{1} \ldots \sigma_{\ell}}$ and $U_{\mu \nu \alpha \beta \sigma_{1} \ldots \sigma_{\ell}}$ are built out of derivatives and the metric. These OPEs are then plugged into the three-point function (3.6) and expanded at low momentum.

In appendix A. 2 we enumerate all the possible contributions of this type. After accounting for allowed tensor structures and unitarity bounds, there are just eight possibilities for the spin and IR scaling dimension $\left(\ell, \Delta_{\mathcal{O}}\right)$ of the $\mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}$ operators. The conclusion of that analysis is that for $K_{2 u}=0$, and expanding all of the allowed PC terms at low momentum, there are only three possible contributions at $O\left(K^{4}\right)$ :

$$
\begin{equation*}
G_{u u i j}^{\mathrm{PC}}\left(K_{1}, K_{3}\right) \approx\left(c_{1}^{\prime} K_{3 i} K_{3 j}+c_{2}^{\prime} \delta_{i j} K_{3}^{2}+c_{3}^{\prime} \delta_{i j} K_{1}^{2}\right) K_{3 u}^{2} . \tag{3.9}
\end{equation*}
$$

This has the same form as the improvement terms in (3.4). Again, there is no contribution to the momentum structures $K_{1 i} K_{3 j}$ or $\delta_{i j} \vec{K}_{1} \cdot \vec{K}_{3}$.

### 3.3 Correlator at separated points

We can now understand the structure of the QFT correlator at low momentum. We have shown that at order $K^{4}$, with $K_{2 u}=0$,

$$
\begin{equation*}
G_{u u i j}^{\mathrm{QFT}}=G_{u u i j}^{\mathrm{UV}}+G_{u u i j}^{\mathrm{PC}}+G_{u u i j}^{\mathrm{sep}}, \tag{3.10}
\end{equation*}
$$

with $G_{u u i j}^{\mathrm{PC}}$ given in (3.9), and furthermore, in the same regime,

$$
\begin{equation*}
G_{u u i j}^{\mathrm{QFT}} \approx G_{u u i j}^{\mathrm{IR}}+G_{u u i j}^{\text {improvement }} \tag{3.11}
\end{equation*}
$$

with the improvement term (if it is nonzero) given in (3.4). Together these two relations imply

$$
\begin{equation*}
G_{u u i j}^{\mathrm{IR}} \approx G_{u u i j}^{\mathrm{UV}}+G_{u u i j}^{\mathrm{sep}}+\left(c_{1}^{\prime \prime} K_{3 i} K_{3 j}+c_{2}^{\prime \prime} \delta_{i j} K_{3}^{2}+c_{3}^{\prime \prime} \delta_{i j} K_{1}^{2}\right) K_{3 u}^{2} \tag{3.12}
\end{equation*}
$$

where we have combined the PC terms and improvement terms. The approximation symbol ' $\approx$ ' means that this result holds at low momentum at order $K^{4}$, and we have set $K_{2 u}=0$.

As mentioned above, under a change of the renormalization scheme, it is possible for contributions to shift from the contact terms to the separated term and vice-versa. (For example, $K^{2} \log \left(K^{2} / \mu^{2}\right)$ is shifted by an analytic term under rescaling $\mu$.) However, this does not affect the momentum tensor structure, so the coefficients of the momentum structures $K_{1 i} K_{3 j}$ and $\delta_{i j} \vec{K}_{1} \cdot \vec{K}_{3}$ have a completely unambiguous 'separated' part that does not depend on the scheme. Thus (3.12) shows unambiguously how these coefficients in the IR CFT are related to the UV CFT plus contributions from the QFT at separated points.

## 4 Sum rule

The CFT formula for the anomalies is now applied to the IR fixed point to derive sum rules for the change in the anomaly coefficient along the RG flow [7]. This strategy is quite general - essentially any formula for CFT data can be applied to an IR fixed point and viewed as a sum rule for the RG flow, because the result in the IR must be obtained by integrating over all scales in the parent QFT.

The starting point is the CFT formula for the anomalies given in (2.24) and (2.26). Applying these results to the IR CFT, combined into a single formula for notational convenience, we have

$$
\begin{equation*}
c_{I R}+\left(\gamma-\frac{1}{2}\right) a_{I R}=\frac{1}{64} \int d^{4} x_{1} d^{4} x_{3} \delta\left(u_{1}\right) u_{3}^{2}\left(x_{1}^{i} x_{3}^{j}+\gamma \delta^{i j} \vec{x}_{1} \cdot \vec{x}_{3}\right)\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(x_{1}\right) T_{i j}\left(x_{3}\right)\right]\right\rangle_{\mathrm{IR}} \tag{4.1}
\end{equation*}
$$

The coefficient $\gamma$ is a placeholder introduced to keep track of the $(a, c)$ dependence on the two tensor structures in the integration kernel. In this expression, the integrand is a pure contact term, because the correlator is defined in the IR CFT.

Recall that this formula is designed to extract the coefficients of $k_{3 u}^{2} k_{1 i} k_{3 j}$ and $k_{3 u}^{2} \delta_{i j} \vec{k}_{1} \cdot \vec{k}_{3}$ from the CFT correlator. All other tensor structures in the 3-point function drop out of the integral. It was argued in section 3 that these terms in the IR CFT are given by the UV contact term plus the low-momentum limit of the QFT correlator at separated points. Thus, using (3.12) in (4.1), moving the UV terms to the other side of the equation, and flipping the overall sign, we find

$$
\begin{equation*}
\Delta c+\left(\gamma-\frac{1}{2}\right) \Delta a=-\frac{1}{64} \int d^{4} x_{1} d^{4} x_{3} \delta\left(u_{1}\right) u_{3}^{2}\left(x_{1}^{i} x_{3}^{j}+\gamma \delta^{i j} \vec{x}_{1} \cdot \vec{x}_{3}\right)\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(x_{1}\right) T_{i j}\left(x_{3}\right)\right]\right\rangle_{\mathrm{QFT}, \mathrm{sep}} \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta a=a_{U V}-a_{I R}, \quad \Delta c=c_{U V}-c_{I R} \tag{4.3}
\end{equation*}
$$

Equation (4.2) is exact, because it extracts just the $O\left(k^{4}\right)$ terms from the correlator. The integrand is supported only at separated points. In going from (4.1) to (4.2) we have resolved the delta function of the IR CFT into a sum of a UV delta function, plus a contribution at separated points. As discussed in section 3, the split into a separated part and contact terms generally depends on the scheme. However, the momentum structure extracted by this integral kernel is scheme independent, so that despite some ambiguities in the integrand, the right-hand side in (4.2) is unambiguous.

At separated points, the retarded correlator is defined by the nested commutator (2.16). Expanding out the commutators, most of the orderings vanish using $\mathcal{E}_{u}|0\rangle=0$, so that at separated points the retarded correlator is simply [7]

$$
\begin{align*}
\left\langle\mathcal{R}\left[\mathcal{E}_{u} ; \Theta\left(x_{1}\right) T_{i j}\left(x_{3}\right)\right]\right\rangle & =\theta\left(-v_{1}\right) \theta\left(-v_{3}\right)\left[\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} T_{i j}\left(x_{3}\right)\right\rangle+\left\langle T_{i j}\left(x_{3}\right) \mathcal{E}_{u} \Theta\left(x_{1}\right)\right\rangle\right] \\
& =2 \theta\left(-v_{1}\right) \theta\left(-v_{3}\right) \operatorname{Re}\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} T_{i j}\left(x_{3}\right)\right\rangle . \tag{4.4}
\end{align*}
$$

The correlators on the right-hand side are Wightman functions, which do not have contact terms. Therefore, writing out the two anomalies separately and renaming $x_{3} \rightarrow x_{2}$, we find

$$
\begin{align*}
& \Delta c=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{2}<0} d^{4} x_{2} \delta\left(u_{1}\right) u_{2}^{2}\left(x_{1}^{i} x_{2}^{j}+\frac{1}{2} \delta^{i j} \vec{x}_{1} \cdot \vec{x}_{2}\right) \operatorname{Re}\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} T_{i j}\left(x_{2}\right)\right\rangle  \tag{4.5}\\
& \Delta a=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{2}<0} d^{4} x_{2} \delta\left(u_{1}\right) u_{2}^{2}\left(\delta^{i j} \vec{x}_{1} \cdot \vec{x}_{2}\right) \operatorname{Re}\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} T_{i j}\left(x_{2}\right)\right\rangle . \tag{4.6}
\end{align*}
$$

This is our main result. The sum rule for $\Delta c$ is new. The result for $\Delta a$ is equivalent to the sum rule derived in [7], though not manifestly so. There, the sum rule for $\Delta a$ is written in terms of the full trace $\Theta$ rather than the transverse trace $\delta^{i j} T_{i j}$, which are related by $\Theta=-4 T_{u v}+\delta^{i j} T_{i j}$. Using the explicit expression for the CFT correlator in (2.6) it can be shown that the $T_{u v}$ term drops out of the integral, so in fact they agree.

It was also shown in [7] that the sum rule for $\Delta a$ can be written as an expectation value of the averaged null energy in a state created by a smeared insertion of $\Theta$ acting on vacuum, in order to prove positivity. This is clearly impossible for $\Delta c$, since it involves off-diagonal matrix elements of $\mathcal{E}_{u}$. This was to be expected, since it is known that $\Delta c$ can be either sign.

These sum rules were derived from the retarded correlator, but one can just as easily start with time-ordered correlator. The resulting sum rules are equivalent to (4.5)-(4.6) under the contour rotation $\int_{-\infty}^{0} d v_{1} \rightarrow-\int_{0}^{\infty} d v_{1}$.

In addition, using translation invariance of the 3-point function, the light-ray integral over
$u$ can be shifted from $T_{u u}$ onto $\Theta$ to give the equivalent sum rules

$$
\begin{align*}
& \Delta c=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{2}<0} d^{4} x_{2}\left(u_{1}-u_{2}\right)^{2}\left(x_{1}^{i} x_{2}^{j}+\frac{1}{2} \delta^{i j} \vec{x}_{1} \cdot \vec{x}_{2}\right) \operatorname{Re}\left\langle\Theta\left(x_{1}\right) T_{u u}(0) T_{i j}\left(x_{2}\right)\right\rangle \\
& \Delta a=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{2}<0} d^{4} x_{2}\left(u_{1}-u_{2}\right)^{2}\left(\delta^{i j} \vec{x}_{1} \cdot \vec{x}_{2}\right) \operatorname{Re}\left\langle\Theta\left(x_{1}\right) T_{u u}(0) T_{i j}\left(x_{2}\right)\right\rangle \tag{4.7}
\end{align*}
$$

## 5 Discussion

The sum rules derived in this paper for $\Delta a$ and $\Delta c$ in four dimensions are in (4.5)-(4.7). In this section, we summarize the other sum rules derived in various dimensions in our previous work $[7,8]$ for easy reference, and then briefly compare the results in four dimensions to the $S$-matrix approach in the recent work [26].

### 5.1 Collection of sum rules

The RG sum rules derived in $[7,8]$ can be expressed in terms of the averaged null energy $\mathcal{E}_{u}$ or, by a simple shift of the integral, in terms of the null energy at the origin, $T_{u u}(0)$. In terms of the averaged null energy, the results in two and four dimensions, derived using the retarded correlators, are

$$
\begin{align*}
& \Delta c_{2 \mathrm{~d}}=-6 \pi \int_{v_{1}<0} d^{2} x_{1} \int_{v_{2}<0} d^{2} x_{2} u_{1}^{2} \delta\left(u_{2}\right)\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} \Theta\left(x_{2}\right)\right\rangle  \tag{5.1}\\
& \Delta a_{4 \mathrm{~d}}=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{2}<0} d^{4} x_{2} u_{1}^{2} \delta\left(u_{2}\right) \vec{x}_{1} \cdot \vec{x}_{2}\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} \Theta\left(x_{2}\right)\right\rangle, \tag{5.2}
\end{align*}
$$

together with (4.5)-(4.6). In each of these expressions one can replace $\int_{-\infty}^{0} d v_{1} \rightarrow-\int_{0}^{\infty} d v_{1}$. The sum rules in terms of the local null energy are

$$
\begin{align*}
& \Delta c_{2 \mathrm{~d}}=-6 \pi \int_{v_{1}<0} d^{2} x_{1} \int_{v_{2}<0} d^{2} x_{2}\left(u_{1}-u_{2}\right)^{2}\left\langle\Theta\left(x_{1}\right) T_{u u}(0) \Theta\left(x_{2}\right)\right\rangle  \tag{5.3}\\
& \Delta a_{4 \mathrm{~d}}=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{2}<0} d^{4} x_{2}\left(u_{1}-u_{2}\right)^{2} \vec{x}_{1} \cdot \vec{x}_{2}\left\langle\Theta\left(x_{1}\right) T_{u u}(0) \Theta\left(x_{2}\right)\right\rangle . \tag{5.4}
\end{align*}
$$

Note that in the form we have written these sum rules, they are not manifestly positive. To make positivity manifest, they can also be written as expectation values of $\mathcal{E}_{u}$ in a state created by acting with $\Theta$ on the vacuum, smeared against a wavepacket. Thus the ANEC implies the $c$-theorem in two dimensions [8] and the $a$-theorem in four dimensions [7].

### 5.2 Comparison to $S$-matrix methods

It was recently shown that the combination $\Delta c-\Delta a$ appears as the coefficient of a universal term in the dilaton-graviton scattering amplitude [26]. ${ }^{3}$ The amplitude is related to a complicated linear combination of 2-point, 3-point, and 4-point corelation functions of the stress tensor of the QFT; see [33] for the explicit relation in the case of dilaton-dilaton scattering, which has a universal term with coefficient $\Delta a[5]$. It would be very interesting to understand in detail how our sum rule, constructed from the 3-point function, agrees with the scattering amplitude. We will not attempt to explain this here, but we would like to compare to one of the intermediate results obtained in [26], namely the dilaton-graviton-graviton vertex. This vertex should clearly be related to the correlation function that we considered above, $\left\langle\left\langle\Theta\left(K_{1}\right) T_{\mu \nu}\left(K_{2}\right) T_{\alpha \beta}\left(K_{3}\right)\right\rangle\right\rangle$.

To compare, it is convenient to choose transverse-traceless polarizations for the two stress tensors, satisfying

$$
\begin{equation*}
g_{\mu \nu} \epsilon_{2}^{\mu \nu}=g_{\mu \nu} \epsilon_{3}^{\mu \nu}=0, \quad K_{2 \mu} \epsilon_{2}^{\mu \nu}=K_{3 \mu} \epsilon_{3}^{\mu \nu}=0 \tag{5.5}
\end{equation*}
$$

Contracting these polarizations with the CFT 3-point function in (2.6) gives

$$
\begin{align*}
& \epsilon_{2}^{\mu \nu} \epsilon_{3}^{\alpha \beta}\left\langle\left\langle\Theta\left(K_{1}\right) T_{\mu \nu}\left(K_{2}\right) T_{\alpha \beta}\left(K_{3}\right)\right\rangle\right. \\
& \quad=\left(\epsilon_{2 \mu \nu} \epsilon_{3}^{\mu \nu}\right) f_{1}+\left(K_{2 \alpha} \epsilon_{3}^{\alpha \beta} K_{2 \beta}\right)\left(K_{3 \mu} \epsilon_{2}^{\mu \nu} K_{3 \nu}\right) f_{2}+\left(K_{2}^{\alpha} \epsilon_{3 \alpha \beta} \epsilon_{2}^{\beta \rho} K_{3 \rho}\right) f_{3}, \tag{5.6}
\end{align*}
$$

where the three coefficient functions are

$$
\begin{align*}
f_{1}= & \left(8(c-a)-20 b_{1}\right)\left(K_{2} \cdot K_{3}\right)^{2}+4\left(2 a-c-2 b_{1}\right) K_{2}^{2} K_{3}^{2}-4 b_{1}\left(K_{2}^{4}+K_{3}^{4}\right) \\
& -18 b_{1}\left(K_{2} \cdot K_{3}\right)\left(K_{2}^{2}+K_{3}^{2}\right)+4 b_{2} \Lambda^{2}\left(K_{2}^{2}+K_{3}^{2}\right)+10 b_{2}\left(K_{2} \cdot K_{3}\right) \Lambda^{2}+2 b_{3} \Lambda^{4} \\
f_{2}= & 8(c-a)  \tag{5.7}\\
f_{3}= & 8\left(2(a-c)+b_{1}\right)\left(K_{2} \cdot K_{3}\right)+4 b_{1}\left(K_{2}^{2}+K_{3}^{2}\right)-4 b_{2} \Lambda^{2} .
\end{align*}
$$

The full correlator (2.6) can be reconstructed from its transverse-traceless part (5.6) by writing it in terms of projectors and using the Ward identity (2.13) and the 2-point function (2.4).

The dependence on $a$ and $c$ in (5.6) agrees perfectly with the vertex obtained in [26]. In the $S$-matrix approach, this vertex is used as one of several building blocks to calculate the dilaton-graviton amplitude. It is not transparent exactly how (or whether) the combination $(c-a)$ appearing in the amplitude is related to the coefficient function $f_{2} \sim c-a$ in (5.7). But we will now argue that our null energy sum rule for $(c-a)$ that is simply extracting $f_{2}$ from this vertex. The comparison is not entirely trivial because it is effectively written in a different gauge.

[^2]Suppose we expand the full 3-point function $\left\langle\left\langle\Theta T_{\mu \nu} T_{\alpha \beta}\right\rangle\right\rangle$ in all possible 4-index monomial tensors built from the metric $g_{\alpha \beta}$ and the momenta $K_{2 \alpha}$ and $K_{3 \alpha}$. Clearly $f_{2}$ in (5.6) is the coefficient of the tensor $K_{2 \alpha} K_{2 \beta} K_{3 \mu} K_{3 \nu}$, since this is the only monomial that can contribute to this tensor structure. So we must show that our sum rule is also extracting the coefficient of this tensor.

Our sum rule for the combination $(c-a)$ is obtained by setting $\gamma=-\frac{1}{2}$ in (4.2),

$$
\begin{equation*}
\Delta c-\Delta a=-\frac{1}{32} \int_{v_{1}<0} d^{4} x_{1} \int_{v_{3}<0} d^{4} x_{3} \delta\left(u_{1}\right) u_{3}^{2}\left(x_{1}^{i} x_{3}^{j}-\frac{1}{2} \delta^{i j} \vec{x}_{1} \cdot \vec{x}_{3}\right) \operatorname{Re}\left\langle\Theta\left(x_{1}\right) \mathcal{E}_{u} T_{i j}\left(x_{3}\right)\right\rangle . \tag{5.8}
\end{equation*}
$$

Note that the kernel is traceless in the two-dimensional transverse space. It is illuminating to consider another way to obtain this combination directly, without first calculating $\Delta a$ and $\Delta c$ separately. Let $w_{i j}$ be a traceless 2 x 2 polarization tensor restricted to the directions orthogonal to the $u v$-plane. For $K_{2 u}=0$, the CFT correlator (2.14) contracted into this polarization, at order $K^{4}$, is

$$
\begin{equation*}
w^{i j}\left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle=8(c-a) w^{i j} K_{2 i} K_{2 j} K_{3 u}^{2}-4 b_{1} w^{i j} K_{3 i} K_{3 j} K_{3 u}^{2} . \tag{5.9}
\end{equation*}
$$

The kernel in (5.8) extracts the coefficient of the first term (times $\frac{1}{8}$ ), because the second term has no $K_{1 i} K_{3 j}$. Furthermore, the coefficient of this term is clearly equal to the coefficient of $K_{2 \alpha} K_{2 \beta} K_{3 \mu} K_{3 \nu}$ in the expansion of the full correlator in monomial 4-index tensors built from the metric and $K_{2 \alpha}, K_{3 \alpha}$, the same as $f_{2}$. Therefore the sum rule (5.8) calculates $\frac{1}{8} \Delta f_{2}$.

This makes a connection to the effective action formalism of [26] but does not answer the deeper, more general question of how light-ray sum rules are related to scattering amplitudes. It would be interesting to explore this further. It would also be worthwhile to study examples with spontaneous breaking of conformal symmetry - it is not entirely clear how to match $\Delta c$ in such cases [26, 34-36].
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## A Ambiguities in the QFT correlator

In section 3 in the main text, we discussed how the QFT correlator at low momentum is related to the correlator of the IR CFT. The relation is complicated by improvement terms to the stress tensor in the IR, and semi-local or partial contact terms with a single delta function in position space. In this appendix we enumerate the various ambiguities that appear in both cases in order to derive the result used in the main text, which is that for $K_{2 u}=0$, expanding to $O\left(K^{4}\right)$, neither of these issues affects the momentum structures $K_{1 i} K_{3 i}$ or $\delta_{i j} \vec{K}_{1} \cdot \vec{K}_{3}$ that were used to extract both anomaly coefficients. This was necessary to obtain a meaningful sum rule in section 4.

## A. 1 Improvement terms

According to the discussion around (3.2), the low-momentum limit of the QFT correlator is related to the IR CFT correlator by

$$
\begin{equation*}
\left.\left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle_{\mathrm{QFT}} \approx\left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle_{\mathrm{IR}}+\text { (improvements }\right) \tag{A.1}
\end{equation*}
$$

where the improvements come from possible shifts in (3.2). For $K_{2 u}=0$, the improvement from $T_{u u}\left(K_{2}\right)$ vanishes. Shifting the other two stress tensors gives all the possible contributions from improvement terms

$$
\begin{gather*}
(\text { improvements })=K_{1}^{2}\left\langle\left\langle\Phi\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle_{\mathrm{IR}}+\Pi_{3 i j}\left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) \Phi\left(K_{3}\right)\right\rangle\right\rangle_{\mathrm{IR}} \\
+K_{1}^{2} \Pi_{3 i j}\left\langle\left\langle\Phi\left(K_{1}\right) T_{u u}\left(K_{2}\right) \Phi\left(K_{3}\right)\right\rangle\right\rangle_{\mathrm{IR}} \tag{A.2}
\end{gather*}
$$

with $\Pi_{A \mu \nu}=K_{A \mu} K_{A \nu}-g_{\mu \nu} K_{A}^{2}$, and $A=\{1,2,3\}$ labels the three momenta. We have set $K_{2 u}=0$ and suppressed the numerical coefficients in this expression. The correlator in the last term in (A.2) at $O\left(K^{0}\right)$ must be proportional to $g_{u u}$, so it vanishes. Moreover, the first term already has two powers of momenta stripped out such that the three-point function must contribute at order $O\left(K^{2}\right)$, and the only such invariant with free indices uuij is $K_{3 u}^{2} \delta_{i j}$. Similarly, the only nonzero tensor structure in the correlator appearing in the second term at $O\left(K^{2}\right)$ is $K_{3 u}^{2}$. We thus conclude

$$
\begin{equation*}
(\text { improvements })=c_{1} K_{1}^{2} K_{3 u}^{2} \delta_{i j}+c_{2} K_{3 u}^{2}\left(K_{3 i} K_{3 j}-\delta_{i j} K_{3}^{2}\right) \tag{A.3}
\end{equation*}
$$

for some constants $c_{1,2}$. Therefore the QFT correlator and the IR CFT correlator are related as stated in (3.3)-(3.4).

## A. 2 Semi-local terms

Here we will analyze the possible delta-function contributions to the OPE, as in (3.7) and (3.8), satisfying the unitarity bound of the UV CFT, in order to derive (3.9). We start with
the contributions in (3.7), which we rewrite here specialized to null indices on the stress tensor:

$$
\begin{equation*}
T_{u u}\left(x_{2}\right) \Theta\left(x_{1}\right) \sim \mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}\left(x_{2}\right) P_{u u \sigma_{1} \ldots \sigma_{\ell}}(\partial) \delta^{(4)}\left(x_{2}-x_{1}\right) . \tag{A.4}
\end{equation*}
$$

In the 3-point function, this contributes a term

$$
\begin{equation*}
\left\langle\Theta\left(x_{1}\right) T_{u u}\left(x_{2}\right) T_{i j}\left(x_{3}\right)\right\rangle \supset\left\langle\mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}\left(x_{2}\right) T_{i j}\left(x_{3}\right)\right\rangle P_{u u \sigma_{1} \ldots \sigma_{\ell}}(\partial) \delta^{(4)}\left(x_{2}-x_{1}\right) . \tag{A.5}
\end{equation*}
$$

Transforming to momentum space, this becomes

$$
\begin{equation*}
G_{u u i j}\left(K_{1}, K_{3}\right) \supset H_{i j}^{\sigma_{1} \ldots \sigma_{\ell}}\left(K_{3}\right) P_{u u \sigma_{1} \ldots \sigma_{\ell}}\left(i K_{1}\right), \tag{A.6}
\end{equation*}
$$

where $H_{i j}^{\sigma_{1} \ldots \sigma_{\ell}}(K)=\left\langle\left\langle\mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}(K) T_{i j}(-K)\right\rangle\right\rangle$. We now expand at low momentum and look for terms with exactly four powers of momentum. At low momentum, we can evaluate the 2-point function $H_{i j}^{\sigma_{1} \ldots \sigma_{\ell}}$ at the IR fixed point. Thus $H$ has integer dimension $\Delta_{\mathcal{O}}$, where this is the scaling dimension of $\mathcal{O}$ in the IR. Therefore the tensor $P$, which is built from $K_{1}$ and the metric, has dimension

$$
\begin{equation*}
\operatorname{dim} P=4-\Delta_{\mathcal{O}} \tag{A.7}
\end{equation*}
$$

The unitarity bound in the IR for the operator $\mathcal{O}$ (which is not required to be primary) is

$$
\begin{equation*}
\Delta_{\mathcal{O}} \geq \ell+1 \tag{A.8}
\end{equation*}
$$

so $\operatorname{dim} P \leq 3-\ell$. Since $P$ is a tensor built from $g_{\mu \nu}$ and non-negative powers of $K_{1}$, if $P$ is an even (odd) power of $K$ then it has an even (odd) number of total indices. That is,

$$
\begin{equation*}
\operatorname{dim} P=\ell \bmod 2 . \tag{A.9}
\end{equation*}
$$

There is a finite list of dimensions and spins satisfying the requirements (A.7)-(A.9):

$$
\begin{equation*}
\left(\ell, \Delta_{\mathcal{O}}, \operatorname{dim} P\right)=(0,4,0),(0,2,2),(1,3,1), \text { or }(2,4,0) . \tag{A.10}
\end{equation*}
$$

These contribute terms

$$
\begin{align*}
& \left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle \supset \\
& \quad\left\langle\left\langle\mathcal{O}_{[4]}\left(K_{3}\right) T_{i j}\left(-K_{3}\right)\right\rangle\right\rangle P_{u u}^{[0]}\left(i K_{1}\right)+\left\langle\left\langle\mathcal{O}_{[2]}\left(K_{3}\right) T_{i j}\left(-K_{3}\right)\right\rangle\right\rangle P_{u u}^{[2]}\left(i K_{1}\right)  \tag{A.11}\\
& \quad+\left\langle\left\langle\mathcal{O}_{[3]}^{\sigma_{1}}\left(K_{3}\right) T_{i j}\left(-K_{3}\right)\right\rangle\right\rangle P_{u u \sigma_{1}}^{[1]}\left(i K_{1}\right)+\left\langle\left\langle\mathcal{O}_{[4]}^{\sigma_{1} \sigma_{2}} T_{i j}\left(-K_{3}\right)\right\rangle\right\rangle P_{u u \sigma_{1} \sigma_{2}}^{[0]}\left(i K_{1}\right),
\end{align*}
$$

where subscripts as in $\mathcal{O}_{[\Delta]}$ denote the IR scaling dimension of the operator and superscripts as in $P^{[n]}$ denote polynomials in $K$ of degree $n$. The first case $(0,4,0)$ is excluded because then $P_{u u}^{[0]}=g_{u u}=0$. For $\left(\ell, \Delta_{\mathcal{O}}\right)=(0,2)$, there is only one structure for the contact term, $P_{u u}^{[2]}=K_{1 u}^{2}$, and $H_{i j}\left(K_{3}\right)=\left\langle\left\langle\mathcal{O}\left(K_{3}\right) T_{i j}\left(-K_{3}\right)\right\rangle\right\rangle$ expanded at low momentum has two possible structures. Using (A.6) this leads to terms

$$
\begin{equation*}
G_{u u i j} \supset c_{1}^{\prime} K_{3 i} K_{3 j} K_{1 u}^{2}+c_{2}^{\prime} K_{3}^{2} \delta_{i j} K_{1 u}^{2} . \tag{A.12}
\end{equation*}
$$

For $\left(\ell, \Delta_{\mathcal{O}}\right)=(1,3)$, we have $P_{u u \sigma_{1}}^{[1]}=K_{1 u} g_{u \sigma_{1}}$, and the contribution to the correlator (A.6) is

$$
\begin{equation*}
G_{u u i j} \supset H_{u i j}\left(K_{3}\right) K_{1 u} \tag{A.13}
\end{equation*}
$$

Using $K_{3 u}=-K_{1 u}$, this produces terms of exactly the same form as (A.12), which we can therefore absorb into the coefficients $c_{1}^{\prime}$ and $c_{2}^{\prime}$. Finally, consider $\left(\ell, \Delta_{\mathcal{O}}\right)=(2,4)$. The tensor $P$ must be dimensionless, so $P_{u u \sigma_{1} \sigma_{2}}^{[0]}=g_{u \sigma_{1}} g_{u \sigma_{2}}$, and the correlator has a term

$$
\begin{equation*}
G_{u u i j} \supset H_{u u i j}\left(K_{3}\right) \tag{A.14}
\end{equation*}
$$

Again this has the same form as (A.12), using $K_{1 u}=-K_{3 u}$. Therefore (A.12) is the only contribution to the correlator from the semilocal terms in $\left\{\Theta T_{u u}\right\}$.

We now consider the second type of partial contact term $\left\{T_{\mu \nu} T_{\alpha \beta}\right\}$ given in (3.8), that is,

$$
\begin{equation*}
T_{u u}\left(x_{2}\right) T_{i j}\left(x_{3}\right) \sim \mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}\left(x_{2}\right) U_{u u i j \sigma_{1} \ldots \sigma_{\ell}}(\partial) \delta^{(4)}\left(x_{2}-x_{3}\right) \tag{A.15}
\end{equation*}
$$

Following the same logic, the contribution of this term to the momentum space 3-point function is

$$
\begin{equation*}
G_{u u i j} \supset L^{\sigma_{1} \ldots \sigma_{\ell}}\left(K_{1}\right) U_{u u i j \sigma_{1} \ldots \sigma_{\ell}}\left(i K_{3}\right) \tag{A.16}
\end{equation*}
$$

where $L^{\sigma_{1} \ldots \sigma_{\ell}}=\left\langle\left\langle\Theta \mathcal{O}^{\sigma_{1} \ldots \sigma_{\ell}}\right\rangle\right\rangle$. The list of operator spins and dimensions $\left(\ell, \Delta_{\mathcal{O}}, \operatorname{dim} U\right)$ that can potentially contribute at $O\left(K^{4}\right)$ is the same as listed in (A.10), so the four possible terms are

$$
\begin{align*}
\left\langle\left\langle\Theta\left(K_{1}\right)\right.\right. & \left.\left.T_{u u}\left(K_{2}\right) T_{i j}\left(K_{3}\right)\right\rangle\right\rangle \supset \\
& \left\langle\left\langle\Theta\left(K_{1}\right) \mathcal{O}_{[4]}\left(-K_{1}\right)\right\rangle\right\rangle U_{u u i j}^{[0]}\left(i K_{3}\right)+\left\langle\left\langle\Theta\left(K_{1}\right) \mathcal{O}_{[2]}\left(-K_{1}\right)\right\rangle\right\rangle U_{u u i j}^{[2]}\left(i K_{3}\right)  \tag{A.17}\\
& +\left\langle\left\langle\Theta\left(K_{1}\right) \mathcal{O}_{[3]}^{\sigma_{1}}\left(-K_{1}\right)\right\rangle\right\rangle U_{u u i j \sigma_{1}}^{[1]}\left(i K_{3}\right)+\left\langle\left\langle\Theta\left(K_{1}\right) \mathcal{O}_{[4]}^{\sigma_{1} \sigma_{2}}\left(-K_{1}\right)\right\rangle\right\rangle U_{u u i j \sigma_{1} \sigma_{2}}^{[0]}\left(i K_{3}\right)
\end{align*}
$$

For $\left(\ell, \Delta_{\mathcal{O}}\right)=(0,4)$, we have $U_{u u i j}^{[0]}=g_{u u} \delta_{i j}$ or $U_{u u i j}^{[0]}=g_{u i} g_{u j}$, both of which vanish. For $\left(\ell, \Delta_{\mathcal{O}}\right)=(0,2)$, we have $U_{u u i j}^{[2]}=K_{3 u}^{2} \delta_{i j}$, and the corresponding contribution to the correlator is

$$
\begin{equation*}
G_{u u i j} \supset c_{3}^{\prime} K_{1}^{2} K_{3 u}^{2} \delta_{i j} \tag{A.18}
\end{equation*}
$$

For $\left(\ell, \Delta_{\mathcal{O}}\right)=(1,3)$, we have $\operatorname{dim} U=1$, and the only such tensor is $U_{u u i j \sigma_{1}}^{[1]}=K_{3 u} g_{u \sigma_{1}} \delta_{i j}$. In the correlator this produces a term of the same form as (A.18). The last contribution to consider is $\left(\ell, \Delta_{\mathcal{O}}\right)=(2,4)$, which requires $\operatorname{dim} U=0$, so $U_{u u i j \sigma_{1} \sigma_{2}}^{[0]}=g_{u \sigma_{1}} g_{u \sigma_{2}} \delta_{i j}$. This also leads to the same term as (A.18).

Putting it all together, we have shown in this appendix that the only partial contact terms that can appear in the ANE correlator are those in (A.12) and (A.18). Using $K_{1 u}=-K_{3 u}$ the general contribution is (3.9) in the main text.

Note that we have not imposed the Ward identity on the PC terms, because it was not necessary. Imposing the Ward identity would further restrict the coefficients such that the allowed PC terms are identical to the improvement terms in (A.3).
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[^1]:    ${ }^{1}$ This was by no means guaranteed - the specific way of extracting $a$ and $c$ in section 2 was chosen in order to make the improvement terms and PC terms drop out. There are other ways to extract $a$ and $c$ in CFT from the 3-point function (2.6), but that do not produce useful RG sum rules because they are contaminated by PC terms. For example, from (2.6) one obtains $\left.\left\langle\left\langle\Theta\left(K_{1}\right) T_{u u}\left(K_{2}\right) T_{u u}\left(K_{3}\right)\right\rangle\right\rangle\right|_{K_{1 u}=0}=\frac{8 c}{3} K_{2 u}^{4}$. This can easily be inverted to write a CFT formula for $c$ that involves the averaged trace, $\int d u \Theta$, instead of the averaged null energy operator. In superrenormalizable theories this leads to a sum rule for $\Delta c$ along RG flows (and the sum rule is satisfied in the free massive scalar) but we were unable to prove that semilocal contributions from marginal operators drop out. After some experimentation we found momentum structures that were insensitive to this ambiguity, but it would be nice to understand at a more conceptual level why some terms are universal. This is probably related to the question of how the null energy sum rules relate to $S$-matrix amplitudes.
    ${ }^{2}$ It turns out that improvement terms and semi-local terms produce the same potential ambiguities in the correlator, even though they are logically distinct. They were treated all together in [7].

[^2]:    ${ }^{3}$ See $[31,32]$ for other approaches.

