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#### Abstract

The dynamics of quantum systems unfolds within a subspace of the state space or operator space, known as the Krylov space. This review presents the use of Krylov subspace methods to provide a compact and computationally efficient description of quantum evolution, with emphasis on nonequilibrium phenomena of many-body systems with a large Hilbert space. It provides a comprehensive update of recent developments, focused on the quantum evolution of operators in the Heisenberg picture as well as pure and mixed states. It further explores the notion of Krylov complexity and associated metrics as tools for quantifying operator growth, their bounds by generalized quantum speed limits, the universal operator growth hypothesis, and its relation to quantum chaos, scrambling, and generalized coherent states. A comparison of several generalizations of the Krylov construction for open quantum systems is presented. A closing discussion addresses the application of Krylov subspace methods in quantum field theory, holography, integrability, quantum control, and quantum computing, as well as current open problems.
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Krylov subspace methods constitute an essential toolbox in scientific computing [1-3]. The core idea behind them is to project a high-dimensional problem onto a lower-dimensional Krylov subspace, thus making the problem more tractable [4, 5]. The solution or approximation is then sought within this subspace, easing the computational resources required for solving the problem. As such, they are suited for tackling large-scale linear algebra problems, which are ubiquitous in science and engineering [6]. Their use is common for solving linear systems, eigenvalue problems, and estimating spectral widths, among other applications. These methods
leverage the properties of Krylov subspaces to approximate solutions. They are especially efficient for sparse or structured matrices where direct methods are computationally impractical [7].

Krylov subspace methods have become increasingly relevant in the study of classical and quantum manybody systems, where they are also known as the recursion method [1, 8-12]. For quantum systems, the time evolution is described by a trajectory of the quantum state in Hilbert space. Its dimension scales exponentially with the system size, motivating the quest for more efficient descriptions. This is apparent in the evolution of an isolated system generated by a Hamiltonian according to the Schrödinger equation. Krylov subspace methods offer a powerful approach by identifying the minimal subspace in which the dynamics unfolds, without the need to fully diagonalize the Hamiltonian and explicitly store the quantum state. Their formulation in the Heisenberg evolution is also frequent in this context and has long proved useful in the study of correlation functions, linear response theory, spectral functions, and other equilibrium properties.

For any initial state or observable, the action of the Liouvillian as the generator of time evolution can be encoded in a tridiagonal matrix. The powers of Liouvillian acting on an initial vector remain linearly independent up to a given order and span the subspace in which the vector evolves with time. Any set of such linearly independent vectors can be transformed into an orthonormal basis, the Krylov basis [4, 5] (or the Lanczos basis, as is known in the literature on numerical analysis [3]). In this way, any unitary quantum evolution can be mapped to a one-dimensional hopping problem in the so-called Krylov lattice [13].

Further developments have been spurred by the study of ergodic behavior and thermalization in nonequilibrium isolated quantum systems $[14,15]$ and its relation to quantum chaos [16]. Leveraging the notion of Lyapunov exponents in classical chaos, early studies focused on the sensitivity of the quantum state evolution to external perturbations, as captured, e.g., by the Loschmidt echo and related fidelity measures [17, 18]. A bound on quantum chaos was introduced by shifting the emphasis to the time evolution of operators. A quantum analog of the Lyapunov exponent was introduced by analyzing the out-of-time-order correlators (OTOCs), and a universal bound to its value was proposed in [19, 20]. However, its existence relies on the exponential behavior of OTOCs as a function of time, which is restricted to systems with a small parameter, such as large $N$ theories in the semiclassical regime. Alternative approaches are thus needed for generic many-body systems beyond the semiclassical approximation. Progress to this end harness the notion of operator growth [21-24]. In a many-body system, an operator is said to be local if its support is restricted to a small part of the system. Under unitary time evolution, a simple operator becomes increasingly nonlocal and scrambled, acting nontrivially all over the system.

The information needed to fully characterize the operator grows exponentially in time. This exponential growth prevents an exact description of the operator in a generic system. Yet, it allows for a hydrodynamic description, in terms of very few quantities, which emerges from the behavior of the exponentially large operator space as a heat bath.

A landmark study by Parker et al. [25] used Krylov subspace methods to characterize the operator growth. This led to the formulation of the operator growth hypothesis, relating the Krylov construction to the spectral features of the quantum system and its integrable, nonintegrable, and chaotic character.

The work [25] also introduced the notion of Krylov complexity, which can be used to bound the quantum Lyapunov exponent and quantify operator growth. A surge of activity has ensued, advancing the understanding of operator growth and generalizing it to quantum field theory and open quantum systems with nonunitary dynamics. As a result, Krylov subspace methods in quantum dynamics have transcended the early scope as a computational method to provide a fundamental approach to understanding universal dynamical properties and complexity. These developments fulfill in the quantum domain the vision expressed in the correspondence between Lanczos and Einstein regarding the suitability of these methods to do "justice to the inner nature of the problem" [3].

In parallel, recent years have witnessed the incipient use of Krylov subspace methods in quantum technologies. Prominently, they are being harnessed in quantum computing for efficient quantum simulation of real and imaginary time evolution and for estimating groundstate, eigenstate, and thermal properties of a problem Hamiltonian [26-29]. Further applications of Krylov subspace methods have occurred in quantum control [30-32] and can be envisioned in other quantum technologies, such as parameter estimation and quantum metrology. The interplay of these ideas creates a fertile ground for further developments and motivates this contribution.

This manuscript provides a comprehensive account of quantum dynamics in Krylov space and the role of Krylov complexity in describing quantum processes, with emphasis on methodology. In doing so, we bridge the mathematical foundation of Krylov subspace methods with applications, highlighting challenges and opportunities in advancing quantum science and technology.

## I. ELEMENTS OF QUANTUM CHAOS

The study of quantum dynamics in Krylov space is largely motivated by progress in understanding quantum chaos. Much of the background has been reviewed in excellent references $[16,33-36]$, and we provide only a succinct account with emphasis on recent developments, discussing a selection of measures to diagnose quantum chaos that are relevant to the study of quantum dynamics
in Krylov space.

## A. Spectral statistics and random matrix theory

Random matrix theory (RMT) finds broad applications in science and engineering [37-41]. A series of landmark works by Wigner [42-44] and Dyson [45-48] introduced random matrix theory (RMT) in physics. This provided a way to describe the spectra of heavy nuclei and complex quantum systems with minimal information about the underlying Hamiltonian. In doing so, Dyson identified the role played by the symmetries of the system, introducing a classification known as the three-fold way [48]. The use of RMT in quantum physics was further spurred by the study of chaos across that quantum-to-classical transition. The Bohigas-GiannoniSchmit (BGS) conjecture posits that the spectral statistics of quantum chaotic systems are described by RMT [44, 49], while generic integrable systems show no correlations in the spectrum, as stated by the Berry-Tabor conjecture [50]. As a result, random matrix Hamiltonians provide a reference framework in the study of quantum chaos [16, 34, 51]. Likewise, random matrix Lindbladians play a key role in generalizations of quantum chaos to dissipative quantum systems [52-68].

A central focus of RMT is the characterization of an ensemble of $N \times N$ matrices, with probability measure defined as

$$
\begin{equation*}
p(H)=\frac{1}{Z_{\beta_{D}}} \exp \left(-\frac{\beta_{D} N}{4} \operatorname{Tr}(V(H))\right) \tag{1}
\end{equation*}
$$

where $Z_{\beta_{D}}$ serves as the normalization constant and $V(H)$ represents the potential function of the Hamiltonian $H$. The choice of a quadratic potential $V(H)=H^{2}$ leads to the Gaussian ensembles: the Gaussian Orthogonal Ensemble (GOE) for real symmetric matrices ( $\beta_{D}=$ 1), the Gaussian Unitary Ensemble (GUE) for Hermitian matrices ( $\beta_{D}=2$ ), and the Gaussian Symplectic Ensemble (GSE) for Hermitian quaternionic matrices ( $\beta_{D}=4$ ). These ensembles are named for their invariance under orthogonal, unitary, and symplectic transformations, respectively. In the Gaussian case, the Dyson index $\beta_{D}$ also specifies the nature of the matrix elements: real ( $\beta_{D}=1$ ), complex $\left(\beta_{D}=2\right)$, or quaternion $\left(\beta_{D}=4\right)$.

Specifically, random matrices in the Gaussian ensembles have real-valued diagonal entries $a_{m m} \in \mathcal{N}\left(0, \sigma^{2}\right)$, where $\sigma$ represents the standard deviation. The offdiagonal entries with $m \neq n$ are defined as $a_{m n}=e_{m n}^{0}$ for GOE, $b_{m n}=e_{m n}^{0}+i e_{m n}^{1}$ for GUE, and $e_{m n} \stackrel{m n}{=}$ $e_{m n}^{0}+i e_{m n}^{1}+j e_{m n}^{2}+k e_{m n}^{3}$ for GSE, respectively. Here, $e_{m n}^{l} \in \mathcal{N}\left(0, \sigma^{2} / 2\right)(l=0,1,2,3)$, and $i, j, k$ are the basis elements for a quaternion.

The joint probability distribution for the eigenvalues
$\lambda_{i}$ within RMT is given by

$$
\begin{equation*}
p\left(\lambda_{1}, \cdots \lambda_{N}\right)=\frac{1}{Z_{\beta_{D}}} e^{-\frac{\beta_{D} N}{4} \sum_{k} V\left(\lambda_{k}\right)} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{\beta_{D}} \tag{2}
\end{equation*}
$$

In this expression, the exponential term suppresses configurations with widely separated eigenvalues, while the product term ensures that eigenvalues do not cluster too closely [40]. Together, these factors critically influence the statistics of the eigenvalues, which lie at the heart of RMT's predictive power.

## B. Spectral Form Factor

The focus on probing the spectral statistics of manybody systems motivated the introduction of the spectral form factor (SFF) as a diagnostic tool for quantum chaos. The SFF is defined in terms of the Fourier transform of the energy spectrum [69-73]. For an isolated system described by a Hamiltonian with spectral decomposition $H=\sum_{n=1}^{d} E_{n}\left|E_{n}\right\rangle\left\langle E_{n}\right|$, the SFF reads

$$
\begin{equation*}
\operatorname{SFF}(t)=\sum_{n, m=1}^{d} G\left(E_{n}, E_{m}\right) e^{-i t\left(E_{n}-E_{m}\right)} \tag{3}
\end{equation*}
$$

Here, $G\left(E_{n}, E_{m}\right)$ represents a spectral filter [67]. Its use is ubiquitous in numerical simulations [74-78]. When the filter function factorizes $G\left(E_{n}, E_{m}\right)=g\left(E_{n}\right) g\left(E_{m}\right)$, the function $g\left(E_{n}\right)$ acts as an eigenvalue filter, and $\operatorname{SFF}(t)=$ $\left|\sum_{n} g\left(E_{n}\right) e^{-i E_{n} t}\right|^{2}$. A filter of the form $G\left(E_{n}, E_{m}\right)=$ $G\left(E_{n}-E_{m}\right)$ acts as a frequency filter. However, the original definition of the SFF involved no filtering. The use of a Boltzmann factor as an eigenvalue filter $G\left(E_{n}\right)=$ $\exp \left(-\beta E_{n}\right) / Z(\beta)$ with $Z(\beta)=\sum_{n} \exp \left(-\beta E_{n}\right)$ being the partition function, allows to write the spectral form factor in terms of its analytic continuation at complex temperature as

$$
\begin{equation*}
\operatorname{SFF}(t)=\left|\frac{Z(\beta+i t)}{Z(\beta)}\right|^{2} \tag{4}
\end{equation*}
$$

This form has been extensively discussed in the context of black hole physics, RMT, and conformal field theory [79-82].

The SFF is generally studied using a Hamiltonian ensemble, e.g., in the context of RMT or disordered systems [83, 84]. It is sensitive to the average eigenvalue density $\langle\rho(E)\rangle_{\mathcal{E}}=\left\langle\sum_{n} \delta\left(E-E_{n}\right)\right\rangle_{\mathcal{E}}$ as well as the two-level correlation function of the energy spectrum $\left\langle\rho(E) \rho\left(E^{\prime}\right)\right\rangle_{\mathcal{E}, c}=$ $\left\langle\rho(E) \rho\left(E^{\prime}\right)\right\rangle_{\mathcal{E}}-\langle\rho(E)\rangle\left\langle\rho\left(E^{\prime}\right)\right\rangle_{\mathcal{E}}$, where $\langle\bullet\rangle_{\mathcal{E}}$ denotes the ensemble average. The SFF contains information about all $k$-th neighbor level spacings [85]. Probes sensitive to higher-order correlation functions of the energy eigenvalues can be built analogously and are related to the frame-potentials and unitary $t$-designs [81, 86, 87].


FIG. 1. Example of the dip-ramp-plateau structure of the SFF for characterizing quantum chaotic systems. The Hamiltonian average is taken over 1000 GUE matrices with $\sigma=1$, $d=128$, setting $\hbar=1$ and $\beta=0$.

The characteristic behavior of the SFF in a quantum chaotic system is shown in Fig. 1. The early decay from the initial unit value is governed by the energy fluctuations of the initial state and can be extended and approximated by a Gaussian function solely governed by the average density of the states. This is interrupted at the "dip" time, when the contribution of two-level correlations becomes significant, giving rise to a ramp that constitutes a dynamical manifestation of quantum chaos. The ramp is followed by a plateau that approaches the ensemble average value of $Z(2 \beta) / Z(\beta)^{2}$ in the absence of degeneracies.

The SFF admits an information-theoretic interpretation as the fidelity between a quantum state and its time evolution. Consider the coherent Gibbs state $|\psi(\beta)\rangle=$ $\frac{1}{\sqrt{Z(\beta)}} \sum_{n} e^{-\beta E_{n} / 2}|n\rangle$. Then

$$
\begin{equation*}
\left.\operatorname{SFF}(t)=\left|\langle\psi(\beta)| e^{-i t H}\right| \psi(\beta)\right\rangle\left.\right|^{2}=\left|\frac{Z(\beta+i t)}{Z(\beta)}\right|^{2} \tag{5}
\end{equation*}
$$

This is also known as the survival probability (of the coherent Gibbs state) and has been the subject of extensive studies in the context of quantum dynamics [88, 89]. It is closely related to the Loschmidt echo [17, 90], and sometimes termed as such. The same identity holds if the thermofield double state $\mid$ TFD $\rangle=\frac{1}{\sqrt{Z(\beta)}} \sum_{n} e^{-\beta E_{n} / 2}|n\rangle \otimes|n\rangle$ is considered as initial state and evolved under the Hamiltonian $H \otimes \mathbb{I}$, i.e., $\left.\operatorname{SFF}(t)=\left|\langle\mathrm{TFD}| e^{-i t H \otimes \mathbb{I}}\right| \mathrm{TFD}\right\rangle\left.\right|^{2}$. The general eigenvalue-filtered SFF is obtained when the initial state is chosen to be $|\psi(\beta)\rangle=\sum_{n} \sqrt{g\left(E_{n}\right)}|n\rangle$.

The fidelity-based interpretation of the SFF motivates its generalization to nonunitary dynamics and open quantum systems. When the time evolution is described by a quantum channel $\Phi_{t}(\cdot)$ (i.e., a completely positive and trace-preserving map), the generalized SFF is then defined as $\operatorname{SFF}(t)=\langle\psi(\beta)| \Phi_{t}[|\psi(\beta)\rangle\langle\psi(\beta)|]|\psi(\beta)\rangle$. Such generalization is particularly suited to probe how the dynamical manifestations of quantum chaos stemming from the Hamiltonian spectral statistics are modified by the nonunitary dynamics [60, 62, 63, 67, 68]. Alternative
generalizations have been put forward focused on the spectral statistics of the generator of evolution in open quantum systems, e.g., using the Fourier transform of the corresponding complex spectrum [91] or its singular values [66, 92]. There has been some recent interest in experimentally realizable protocols to measure directly the SFF [93, 94], as well as closely related correlation functions [95]. The first successful direct experimental measurements of the SFF have recently been reported [96].

## C. Out-of-time order correlators (OTOCs) and scrambling

Out-of-time-order correlators (OTOCs) were originally introduced in a quasiclassical theory of superconductivity [97] and have become a standard origin of a quantum analog of the Lyapunov exponent [98], as well as a natural probe of quantum information scrambling [99-101]; see [102] for a comprehensive review on OTOCs. Given two observables $W(t)$ and $V(0)$ in the Heisenberg picture and in a $d$-dimensional Hilbert space, the infinite-temperature OTOC is defined as [97]

$$
\begin{equation*}
\mathrm{OTOC}(t)=-\frac{1}{d} \operatorname{Tr}\left([W(t), V(0)]^{2}\right) \tag{6}
\end{equation*}
$$

The exponential growth of $\operatorname{OTOC}(t) \sim \epsilon e^{\lambda_{\text {отос }} t}$ for a certain time window $t_{d} \ll t \ll t_{E}$ is considered a direct probe of quantum information scrambling, where $\lambda_{\mathrm{OtOC}}$ is known as quantum Lyapunov exponent [19]. In particular the time-scales correspond to the dissipation time $t_{d} \sim 1 / \lambda_{\text {OTOC }}$, at which two-point functions $\operatorname{Tr}\{V(0) V(t)\}$ saturate, and the Ehrenfest time or scrambling time $t_{E} \sim \log (1 / \epsilon) / \lambda_{\text {OTOC }}$, at which the OTOC saturates. Figure 2 shows the growth of the OTOC between the two timescales for the Lipkin-Meshkov-Glick (LMG) model [103]. The existence of such exponential growth of the OTOC requires a parametrically large hierarchy between the two timescales and, thus, a very small parameter $\epsilon$. The latter is typically related to Planck's constant in systems with a well-defined semiclassical limit or to $1 / N$ expansions in large $N$ systems, such as the Sachdev-Ye-Kitaev (SYK) model [98, 104].

The exponential growth of OTOCs can be justified in the semiclassical limit [19, 97] by taking the operators to be the canonically conjugated position and momentum $W(t)=x(t), V=p$. Therefore the classical limit of the OTOC is given by the Poisson bracket, which quantifies the classical sensitivity to initial conditions $\mathrm{OTOC}_{\mathrm{cl}}(t)=$ $\hbar^{2}\{q(t), p\}^{2}=\hbar^{2}\left(\frac{\partial q(t)}{\partial q(0)}\right)^{2} \sim e^{2 \lambda_{\mathrm{cl}} t}$, where $\lambda_{\mathrm{cl}}$ is the classical Lyapunov exponent [105]. The introduction of the OTOC surpasses some previous definitions of the quantum Lyapunov exponent based on the Loschmidt echo [106-108] in that one does not need to find a Lyapunov regime in which the decay of the Loschmidt echo is environment-independent. The Loschmidt echo and


FIG. 2. Infinite Temperature OTOC in the Lipkin-MeshkovGlick (LMG) model with Hamiltonian $H=\hat{x}+2 \hat{z}^{2}$, see Sec. IV B for further details. The quantity shows a period of exponential growth between the dissipation $t_{d}$ and Ehrenfest $t_{E}$ times. The system shows saddle-dominated scrambling with the quantum Lyapunov exponent given by $\lambda_{\text {OTOC }}=\sqrt{3}$. The operators are chosen as $V(0)=W(0)=\hat{z}$, the spin is $s=100$ and the effective Planck's constant is $\hbar_{\mathrm{eff}}=1 / S$. The propagator $U(t)$ is constructed from the rescaled Hamiltonian $H / \hbar_{\text {eff }}$. The figure is adapted from [103] with different system parameters.

OTOCs are related at the average level [109] and through Fidelity OTOCs, in which one of the operators is chosen to be a projector over a state and the other has a "kick" form $V=|\psi\rangle\langle\psi|, W=e^{i \delta G}$ with $\delta \ll 1$ [110]. The presence of a positive Lyapunov exponent is a necessary but not sufficient condition for classical chaos, as saddle or unstable points can also give rise to a positive Lyapunov exponent. To have a sufficient condition for chaos, there are different approaches that either require aperiodicity of the trajectories at long times [105] or the mixing condition [111]. In a similar spirit, the existence of a positive quantum Lyapunov exponent has been argued to be a signature of scrambling rather than quantum chaos [103]. In particular, there exist integrable systems, such as the LMG model, see Fig. 2, showing a positive quantum Lyapunov exponent. This phenomenon has been termed saddle-dominated scrambling and will be further discussed in the context of Krylov complexity and the operator growth hypothesis in Sec. IV B.

One key constraint on the quantum Lyapunov exponent is the Maldacena-Shenker-Stanford (MSS) bound [19], which states that the Lyapunov exponent $\lambda_{\mathrm{OTOC}}$ is universally upper bounded by the temperature $T$ of the system

$$
\begin{equation*}
\lambda_{\mathrm{OTOC}}(T) \leq 2 \pi T, \tag{7}
\end{equation*}
$$

where natural units $\hbar=k_{\mathrm{B}}=1$ are used for simplicity. The universal upper bound $2 \pi T$ is the Lyapunov exponent of a black hole at the same temperature, which is motivated by the conjecture that black holes are the fastest scramblers in nature [100]. Indeed, when a system saturates the upper bound, e.g., the SYK model at low temperatures [112, 113], it is holographically dual to a black hole; see [114] for a
review. For finite temperatures, the thermal OTOC, especially in quantum field theory, can present divergences. It is thus customary to introduce a regularization, e.g., splitting the thermal factor as $\mathrm{OTOC}_{\beta}(t)=$ $-\operatorname{Tr}\left\{[W(t), V(0)] e^{-\beta H / 2}[W(t), V(0)] e^{-\beta H / 2}\right\} / Z_{\beta}$. The MSS bound can be rederived under different assumptions, by introducing a one-parameter family of regularizations [20], or from the fluctuation-dissipation theorem $[115,116]$. It can also be understood in the motion of particles in curved surfaces at low temperatures [117, 118] and a similar bound constrains the early-time decay of the SFF [82, 119]. However, at infinite temperature (7) is trivially satisfied. A stricter bound in such cases will be discussed in Sec. VIII C.

The experimental measurement of OTOCs and scrambling is confronted with the requirement of time-inversion operations [101, 120]. Despite this difficulty, they have successfully been measured in several experimental platforms [121-124], also at finite temperature [125]. Even under experimental errors, an ideal OTOC may be extracted [126]. Furthermore, they have been extended to several nonunitary situations like finite open quantum systems [127], bipartite systems [128], dissipative spin chains [129], random unitary circuits [130, 131], dissipative SYK model [132-134] and stochastic Hamiltonians [135].

## D. Quantum complexity

The notion of complexity in quantum systems arises in a wide variety of contexts, ranging from quantum computing to black hole physics [136, 137]. Measures of quantum complexity quantify the resources needed to perform a physical process (e.g., a computation) or prepare a quantum state. The complexity of a quantum unitary operation is defined in terms of the number of gates of the smallest circuit that implements it. This notion of quantum circuit complexity carries over to a quantum state in terms of the size of the shortest circuit that leads to its preparation from a reference state. In an $n$-qubit Hilbert space, preparing a typical pure state starting from a reference product state requires an exponentially long time when using physical local Hamiltonians. Most unitaries are maximally complex. This renders the preparation of typical pure states experimentally unfeasible [138]. Providing lower bounds for quantum complexity is challenging due to the possibility of shortcuts. One approach relies on the geometric approach introduced by Nielsen [139-141] and its higher-order integrators of Suzuki-Trotter [142] in the complexity manifold [143-145], in accordance with AdS/CFT correspondence [146-148].

The study of quantum state complexity has been further advanced in the context of AdS/CFT by relating the quantum state complexity of the boundary theory with the volume of the bulk geometry [149-151]. Defining quantum state complexity in quantum field theory comes
with additional difficulties stemming from the choice of the reference state, the set of generators for the corresponding elementary gates, the presence of UV divergences calling for a regularization procedure, and the formulation of a complexity measure [149, 151-154]. The continuous version of the Entanglement Renormalization tensor networks (cMERA) provides a framework to tackle these features [155-160]. See Ref. [161] for a detailed exposure.

In finite-dimensional systems, random quantum circuits provide a natural framework to describe quantum chaotic dynamics, e.g., as characterized by OTOCs [23]. The Brown-Susskind conjecture posits that the quantum circuit complexity grows linearly with time for exponentially long times in the number of qubits in a random quantum circuit [162]. The growth of quantum complexity has been rigorously established in connection to unitary $t$-resigns [163], which are collections of unitaries that approximate a completely random unitary [164, 165]. As a result, the Brown-Susskind conjecture has been proved in local random quantum circuits $[163,166]$.

## II. KRYLOV SPACE OF OBSERVABLE OPERATORS

## A. Preliminaries: vectorization of operators

The quantum evolution of a pure state is governed by the Schrödinger equation, in which the rate of change of the state vector equals the Hamiltonian acting linearly on the state vector itself. By contrast, the unitary time evolution of mixed states and operators involves the action of a linear superoperator, known as the Liouvillian, according to the Liouville von Neumann equation and the Heisenberg equation, respectively. Similarly, the dynamics in open quantum systems involves the Lindbladian superoperator, as the generator of evolution. In all these cases, the operator-vector correspondence known as vectorization proves convenient for rendering the action of the superoperator as matrix multiplication. Vectorization provides a way to reshape a $d$-dimensional matrices in terms of a $d^{2}$ dimensional column vector. For an operator $A$ with $d \times d$ matrix representation, we use the vectorization [167]

$$
\begin{equation*}
A=\sum_{i, j=0}^{d-1} a_{i j}|i\rangle\langle j| \rightarrow \operatorname{vec} A=\sum_{i, j=0}^{d-1} a_{i j}|i\rangle \otimes|j\rangle^{*} \tag{8}
\end{equation*}
$$

where $|j\rangle^{*}$ is related to the state $|j\rangle$ by the complex conjugation operation [168]. This way of vectorization is known as row-wise or horizontal vectorization, where the rows of the matrices are stacked below. Such vectorization, i.e., expressing the operator in the double-Hilbert space is commonly referred to as the operator-state correspondence. A prototypical example is the identity operator expressed as maximally entangled EPR states. An
analogous representation at finite temperature is provided by the thermofield double (TFD) states, which serve as the thermal counterpart to the EPR states.

The Hilbert-Schmidt inner product in the vectorized notation reads

$$
\begin{equation*}
\operatorname{Tr}\left(A^{\dagger} B\right)=(\operatorname{vec} A)^{\dagger} \operatorname{vec} B \tag{9}
\end{equation*}
$$

The following identity is useful in reducing the action of superoperators to matrix multiplication [167]

$$
\begin{equation*}
\operatorname{vec}(A \mathcal{O} B)=\left(A \otimes B^{\boldsymbol{\top}}\right)(\operatorname{vec} \mathcal{O}) \tag{10}
\end{equation*}
$$

for any arbitrary operators $A, B$ and $\mathcal{O}$, where " T " denotes the transpose operation.

In quantum information theory, vectorization arises in the realm of the Choi-Jamiłkowski isomorphism or channel-state duality [169-171]. In this context, vectorization is extensively used for the study of the spectral properties of quantum channels and open systems. Operations within this framework are succinctly represented using tensor networks [172, 173]. A different convention for vectorization, known as column-wise or vertical vectorization, is also common in the literature [174]. Column-wise and row-wise vectorizations are equivalent and give the same results when used consistently.

## B. Krylov basis and operators: Lanczos algorithm

Consider an observable, described by a Hermitian operator $\mathcal{O}$, evolving in time under the action of a timeindependent Hamiltonian $H$. In the Heisenberg picture, the dynamics of one such observable is governed by the Heisenberg equation

$$
\begin{equation*}
\partial_{t} \mathcal{O}(t)=i[H, \mathcal{O}(t)]=: i \mathcal{L} \mathcal{O}(t) \tag{11}
\end{equation*}
$$

where $\mathcal{L} \bullet=[H, \bullet]$ denotes the Liouvillian superoperator. The solution of the Heisenberg equation reads

$$
\begin{align*}
\mathcal{O}(t) & =e^{i H t} \mathcal{O} e^{-i H t}=e^{i \mathcal{L} t} \mathcal{O} \\
& =\mathcal{O}+i t[H, \mathcal{O}]+\frac{(i t)^{2}}{2}[H,[H, \mathcal{O}]]+\ldots \\
& =\mathcal{O}+i t \mathcal{L} \mathcal{O}+\frac{(i t)^{2}}{2} \mathcal{L}^{2} \mathcal{O}+\ldots  \tag{12}\\
& =e^{i \mathcal{L} t} \mathcal{O}
\end{align*}
$$

The terms in the expansion involve nested commutators with the Hamiltonian, or equivalently, powers of the Liouvillian superoperator acting on the initial observable, as $\mathcal{L}^{0} \mathcal{O}=\mathcal{O}, \mathcal{L O}=[H, \mathcal{O}], \mathcal{L}^{2} \mathcal{O}=[H,[H, \mathcal{O}]]$, and so on. The evolution $\mathcal{O}(t)$ is generally contained in a subspace of the operator space, known as the Krylov space, that is spanned by the set of all nested commutators, i.e.,

$$
\begin{equation*}
\operatorname{span}\left\{\mathcal{L}^{n} \mathcal{O}\right\}_{n=0}^{\infty}=\operatorname{span}\left\{\mathcal{O}, \mathcal{L} \mathcal{O}, \mathcal{L}^{2} \mathcal{O}, \ldots\right\} \tag{13}
\end{equation*}
$$

Describing the evolution in Krylov space thus paves the way to ease computational resources in the study of many-body systems [1].

The expansion (12) brings additional insights in the case of multipartite systems in which the Hilbert space $\mathscr{H}$ has a tensor-product structure, as in many-body spin systems and multi-qubit systems. To illustrate this, assume that the initial operator is local, i.e., acting on $p$ spins. If the Hamiltonian is $k$-local, one can expect the support or size of $\mathcal{L}^{n} \mathcal{O}$ to be of order $O(n k+p)$. This reflects the operator growth: as the time of evolution goes by, the support of the operator, known as the operator size, increases. In addition, the number of terms needed to describe the operator in (12) grows with time and leads to operator scrambling. As we shall discuss below, these phenomena can be rigorously defined and quantified using different measures that have a natural representation in Krylov space.

The initial operator is restricted to be local and should not be a conserved quantity of the system; otherwise, the commutator $[H, \mathcal{O}]$ vanishes. To progress further, it is essential to introduce an inner product. While several options exist, the "infinite temperature" inner product, which equals the Hilbert-Schmidt inner product divided by the dimension of state space [175] is frequently employed. The finite-temperature inner-product will be discussed in Sec. VIII A. Specifically, for any two operators $A$ and $B$, the infinite-temperature inner product is defined as

$$
\begin{equation*}
(A \mid B) \equiv \frac{\operatorname{Tr}\left(A^{\dagger} B\right)}{\operatorname{Tr} \mathbb{I}}=\frac{1}{\operatorname{Tr} \mathbb{I}}(\operatorname{vec} A)^{\dagger} \operatorname{vec} B \tag{14}
\end{equation*}
$$

where $\mathbb{I}$ denotes the identity matrix and $\operatorname{Tr} \mathbb{I}=$ $\operatorname{dim}(\mathscr{H}):=d$ is the dimension of the Hilbert space. The second equality in (14) follows from the vectorized inner product of the operators (9) and should be used when the operators are vectorized. Consequently, $\mid A$ ) is defined as

$$
\begin{equation*}
\mid A)=\frac{1}{\sqrt{\operatorname{Tr} \mathbb{I}}} \operatorname{vec} A=\frac{1}{\sqrt{\operatorname{Tr} \mathbb{I}}} \sum_{i, j=0}^{d-1} a_{i j}|i\rangle \otimes|j\rangle^{*} . \tag{15}
\end{equation*}
$$

This gives the norm of an operator as $\|A\| \equiv \sqrt{(A \mid A)}$, usually known as the Frobenius norm [102, 175, 176]. The inner product in (14) coincides with the conventional inner product used for vectors once the operators $A$ and $B$ are vectorized up to the normalization factor. Note that the Liouvillian is Hermitian with respect to the definition (14), i.e., $(A \mid \mathcal{L} B)=(\mathcal{L} A \mid B)$, which in the vectorized notation can be expressed simply as $\mathcal{L}=\mathcal{L}^{\dagger}$. We also take the initial operator $\mathcal{O}$ to be normalized, i.e., $\|\mathcal{O}\|=1$.

With a choice of the inner product in hand, it is apparent that the basis elements formed by the nested commutators $\left.\left\{\mathcal{L}^{n} \mid \mathcal{O}\right)\right\}$ are in general neither normalized nor orthogonal with respect to (14). However, an orthonormal basis can be constructed recursively. We assume the initial operator $\mathcal{O}$ is Hermitian so that it describes an observable, $\mathcal{O}=\mathcal{O}^{\dagger}$. An orthonormal basis is then constructed via the Gram-Schmidt-like [177, 178] procedure, also known as the Lanczos algorithm [5]. The algorithm is as follows [1, 25]:

1. Define $\left.\mid \mathcal{O}_{-1}\right):=0$ and $b_{0}:=0$.
2. $\left.\left.\mid \mathcal{O}_{0}\right):=\mid \mathcal{O}\right)$.
3. $\left.\left.\mid \mathcal{A}_{1}\right)=\mathcal{L} \mid \mathcal{O}_{0}\right)$. If $\left\|\mathcal{A}_{1}\right\|=0$, stop. Otherwise define $b_{1}=\left\|\mathcal{A}_{1}\right\|$ and $\left.\left|\mathcal{O}_{1}\right\rangle=\mid \mathcal{A}_{1}\right) / b_{1}$.
4. For $n>1$ : $\left.\left.\left.\mid \mathcal{A}_{n}\right)=\mathcal{L} \mid \mathcal{O}_{n-1}\right)-b_{n-1} \mid \mathcal{O}_{n-2}\right)$. If $\left\|\mathcal{A}_{n}\right\|=0$, stop. Otherwise define $b_{n}=\left\|\mathcal{A}_{n}\right\|$ and $\left.\mid \mathcal{O}_{n}\right)=b_{n}^{-1}\left(\mathcal{A}_{n}\right)$.

This process stops at $n=D_{K}$ where $D_{K}$ is the Krylov dimension, which is also known as the grade of $\mathcal{O}_{0}$ with respect to $\mathcal{L}$ [3]. The output is a $D_{K^{-}}$ dimensional orthonormal ordered basis, $\left.\left\{\mid \mathcal{O}_{n}\right)\right\}_{n=0}^{D_{K}-1}=$ $\left.\left.\left.\left\{\mid \mathcal{O}_{0}\right), \mid \mathcal{O}_{1}\right), \ldots, \mid \mathcal{O}_{D_{k}-1}\right)\right\}$ known as the Krylov basis for the corresponding Krylov space. It follows that

$$
\begin{equation*}
\left(\mathcal{O}_{n} \mid \mathcal{O}_{m}\right)=\delta_{n m} \tag{16}
\end{equation*}
$$

while the identity in Krylov space reads

$$
\begin{equation*}
\left.\sum_{n=0}^{D_{K}-1} \mid \mathcal{O}_{n}\right)\left(\mathcal{O}_{n} \mid=\mathbb{I}\right. \tag{17}
\end{equation*}
$$

While the elements of the Krylov basis are not Hermitian, all operators in the set $\left\{i^{n} \mathcal{O}_{n}\right\}_{n=0}^{D_{K}-1}$ are Hermitian. In addition, the Lanczos algorithm provides the set of non-negative coefficients, known as Lanczos coefficients, $\left\{b_{n}\right\}_{n=1}^{D_{K}-1}=\left\{b_{1}, b_{2}, \ldots, b_{D_{K}-1}\right\}$, which completely determine the dynamics of the operator in the Krylov basis, as discussed later. It is important to note that the Lanczos algorithm is numerically unstable due to the accumulation of rounding errors during the orthogonalization process. This limitation means that after a small number of numerically stable iterations, orthogonality is rapidly lost $[2,179]$. To ensure orthogonality, methods such as full orthogonalization (FO) or partial re-orthogonalization (PRO) are typically necessary [180, 181], ensuring adherence to the precision limits of the machine.

The Krylov space is a subspace in the operator space, with the latter having the dimension $d^{2}$. The dimension of Krylov space $D_{K}$ is equal to the number of distinct energy gaps $E_{i}-E_{j}$, for which (in case of degeneracies, at least one) corresponding matrix element is not zero. This readily yields an upper bound on the Krylov space dimension [181],

$$
\begin{equation*}
1 \leq D_{K} \leq d^{2}-d+1 \tag{18}
\end{equation*}
$$

Note that $D_{K}$ can be infinite if the Hilbert space dimension is infinite and depends on the initial probe operator. One might expect that integrable and non-integrable systems might follow the bound (18) differently. While the upper bound is tight for systems like the $\mathrm{SYK}_{2}$, which can be mapped to free fermions [181], this is not always the case. Interacting integrable systems also tend to saturate the bound [182, 183]. Hence, the Krylov dimension (18) is not a proper diagnostic between integrability and chaos.

The crux of the Lanczos algorithm can be compactly denoted by the following identity [25]

$$
\begin{equation*}
\left.\left.\left.\mathcal{L} \mid \mathcal{O}_{n}\right)=b_{n} \mid \mathcal{O}_{n-1}\right)+b_{n+1} \mid \mathcal{O}_{n+1}\right) \tag{19}
\end{equation*}
$$

for $n \geq 1$, with $b_{0}=0$. In other words, the Liouvillian operator in Krylov basis $\left.\left\{\mid \mathcal{O}_{n}\right)\right\}_{n=0}^{D_{K}-1}$ reads

$$
\begin{equation*}
\mathcal{L}:=\sum_{n=0}^{D_{K}-2} b_{n+1}\left(\mid \mathcal{O}_{n}\right)\left(\mathcal{O}_{n+1}|+| \mathcal{O}_{n+1}\right)\left(\mathcal{O}_{n} \mid\right) \tag{20}
\end{equation*}
$$

where we made a shift $n \rightarrow n+1$ in the first term of (19), since $b_{0}=0$. The matrix representation of the Liouvillian, with elements $\left(\mathcal{O}_{m}|\mathcal{L}| \mathcal{O}_{n}\right)$, takes the following tridiagonal form [25]

$$
\mathcal{L}=\left(\begin{array}{cccccc}
0 & b_{1} & & & &  \tag{21}\\
b_{1} & 0 & b_{2} & & & \\
& b_{2} & 0 & & & \\
& & & \ddots & & \\
& & & & 0 & b_{D_{K}-1} \\
& & & & b_{D_{K}-1} & 0
\end{array}\right)
$$

with the primary off-diagonal elements being the Lanczos coefficients $\left\{b_{n}\right\}_{n=1}^{D_{K}-1}$. The value $b_{D_{K}}=0$ indicates the end of the Krylov space. This directly results from (19), with the condition that the Krylov basis elements are orthonormal $\left(\mathcal{O}_{n} \mid \mathcal{O}_{m}\right)=\delta_{n m}$. The vanishing of the diagonal elements results from the initial operator being Hermitian, under the definition of the inner product (14). This renders the Liouvillian also Hermitian $\left(\mathcal{L}=\mathcal{L}^{\dagger}\right)$ in the Krylov basis - a fact that can be traced back to the unitary evolution of the system. This property breaks down for open systems, where the evolution is non-unitary, as discussed in Sec. XI.

The normalization of the initial operator $\mid \mathcal{O})$ is preserved under unitary evolution, as $(\mathcal{O}(t) \mid \mathcal{O}(t))=(\mathcal{O} \mid \mathcal{O})$. Thus, $\mathcal{O}(t)$ can be expanded in the (Hermitian) Krylov basis $\left\{i^{n} \mathcal{O}_{n}\right\}$ as $[25,182]$

$$
\begin{equation*}
\left.\mid \mathcal{O}(t))=\sum_{n=0}^{D_{K}-1} i^{n} \varphi_{n}(t) \mid \mathcal{O}_{n}\right) \tag{22}
\end{equation*}
$$

The real-valued functions $\varphi_{n}(t)$ are known as the Krylovbasis wavefunctions or operator wavefunctions and denote the probability amplitude (or weightage) of each Krylov basis element. From the Heisenberg equation, it is straightforward to see that they satisfy the differencedifferential equation [25, 182]

$$
\begin{equation*}
\dot{\varphi}_{n}(t)=b_{n} \varphi_{n-1}(t)-b_{n+1} \varphi_{n+1}(t) \tag{23}
\end{equation*}
$$

with initial conditions, $\varphi_{-1}(t)=0$ and $\varphi_{n}(0)=\delta_{0 n}$. The "dot" indicates the time derivative. Equation (23) describes a single-particle hopping model, where the particle localized at site $n$ hops to site $(n-1)$ with rate $b_{n}$ and to the site $(n+1)$ with rate $b_{n+1}$, as illustrated in Fig. 3. The operator time evolution is thus equivalent to


FIG. 3. The growth of an initial operator $\mathcal{O}_{0} \equiv \mathcal{O}$ (left) is mapped to a single particle hopping problem in a onedimensional Krylov chain (right). Here, $b_{n+1}$ and $b_{n}$ denote the hopping rates from the $n$-th site to the $(n+1)$-th and ( $n-1$ )-th sites, respectively. Adapted from [25].
a single-particle hopping problem in the one-dimensional Krylov lattice or Krylov chain, with asymmetric nearestneighbor transition rates. These equations show that the dynamics on the Krylov chain are fully determined by the Lanczos coefficients.

The wavefunction $\varphi_{0}(t)$ associated with the initial state $\left.\left.\mid \mathcal{O}_{0}\right)=\mid \mathcal{O}\right)$ is given by [25]

$$
\begin{equation*}
\mathcal{C}(t):=\varphi_{0}(t)=(\mathcal{O} \mid \mathcal{O}(t))=\frac{\operatorname{Tr}(\mathcal{O} \mathcal{O}(t))}{\operatorname{Tr} \mathbb{I}} \tag{24}
\end{equation*}
$$

and known as the autocorrelation function, being the correlation function between the initial operator and its evolution [1]. This function encodes the full information of all the Lanczos coefficients and, thus, the entire information of operator growth in Krylov space. Indeed, finding $\mathcal{C}(t)$ requires the exact time-evolved operator $\mathcal{O}(t)$.

Since the operator norm is preserved under unitary time evolution,

$$
\begin{equation*}
\mathcal{Z}(t):=\sum_{n=0}^{D_{K}-1}\left|\varphi_{n}(t)\right|^{2}=1 \tag{25}
\end{equation*}
$$

This can be viewed as the conservation of the probability density in the Krylov chain, normalized to unity. This feature no longer holds in the case of dissipative systems, where the effect of the environment tends to decrease the probability, $\mathcal{Z}(t)<1$ at $t>0$, leading to a generalization of (23) in the form of a non-Hermitian tight-binding model [184-186]. We will return to this in Sec. XI in greater detail.

## C. Krylov complexity and cumulants

An important measure of operator growth is known as the Krylov complexity and is defined as the average position in the Krylov chain [25, 182]

$$
\begin{equation*}
K(t)=\sum_{n=0}^{D_{K}-1} n\left|\varphi_{n}(t)\right|^{2} \tag{26}
\end{equation*}
$$

By definition, $K(t) \geq 0$ and it vanishes for the initial operator, $K(0)=0$. The Krylov complexity grows as the operator shifts away from the origin of the Krylov lattice.

This measure reflects the fact that the basis elements $\left|\mathcal{O}_{n}\right|$ are more nonlocal as the lattice index is increased. As a complexity measure, its growth with time indicates that the initial simple operator becomes complex over time.

There are several other conventional measures of quantum complexity, such as the computational complexity [149], circuit complexity [153], and the holographic complexity $[149,151]$. Some connections have been proposed between them and the Krylov complexity [187-189], with possible subtleties involved [190].

One may ask whether the Krylov basis furnishes any advantages over the computational basis, an example being the $N$-qubit Pauli basis for the $N$ site system. Although both bases are time-independent, the computational basis is fixed, while the Krylov basis depends on the Hamiltonian and the initial operator. This fact is particularly leveraged by Eq. (23), where the differential equation involving the coefficients is much simpler in the Krylov basis than in the computational one. Interestingly, the operator size can be defined over the computational basis in the same way the Krylov complexity is defined in (26) [191].

Note that Krylov complexity, as the mean of a probability distribution, is insensitive to the actual spread of the operator in the Krylov chain. As such, it is more suited to capture operator growth than operator scrambling. Complete information on operator growth in the Krylov lattice is provided by the normalized distribution (25), which can be further characterized by its moments and cumulants. An example of the latter is the Krylov variance (second cumulant), which provides a complementary measure of the dynamics focused on the spread of the operator in the Krylov lattice. The Krylov variance is defined as [184]

$$
\begin{align*}
\Delta K(t)^{2} & :=\sum_{n=0}^{D_{K}-1} n^{2}\left|\varphi_{n}(t)\right|^{2}-\left(\sum_{n=0}^{D_{K}-1} n\left|\varphi_{n}(t)\right|^{2}\right)^{2} \\
& =\sum_{n=0}^{D_{K}-1}\left|\varphi_{n}(t)\right|^{2}(n-K(t))^{2} \tag{27}
\end{align*}
$$

An alternative definition was considered in [192, 193], which in our notation stands for $\Delta K(t)^{2} / K(t)^{2}$. The higher moments of the distribution can be similarly defined [193]. For this, it is interesting to consider the Krylov operator $\mathcal{K}$ such that [194]

$$
\begin{equation*}
\left.\left.\left.\mathcal{K} \mid \mathcal{O}_{n}\right)=n \mid \mathcal{O}_{n}\right), \quad \Leftrightarrow \quad \mathcal{K}:=\sum_{n=0}^{D_{K}-1} n \mid \mathcal{O}_{n}\right)\left(\mathcal{O}_{n} \mid\right. \tag{28}
\end{equation*}
$$

In other words, the Krylov operator acts as a number operator on the Krylov basis, $\mathcal{K}=\operatorname{diag}\left(0,1,2 \cdots, D_{K}-\right.$ 1). In terms of the definition (28), the Krylov complexity is associated with the expectation value of the Krylov operator $\mathcal{K}$ in the time-evolved operator $\mid \mathcal{O}(t))$, i.e., [193, 194]

$$
\begin{equation*}
K(t)=(\mathcal{O}(t)|\mathcal{K}| \mathcal{O}(t)) \tag{29}
\end{equation*}
$$

Beyond the expectation value, the probability distribution in the Krylov lattice determines the eigenvalue statistics of the Krylov complexity operator

$$
\begin{equation*}
P(n, t)=(\mathcal{O}(t)|\delta(\mathcal{K}-n)| \mathcal{O}(t)) \tag{30}
\end{equation*}
$$

The distribution in the Krylov lattice is associated with $D_{K}$ independent discrete random variables, in which the $n$-th variable takes the measurement outcome $n$ with probability $\varphi_{n}(t)^{2}$ and the value 0 with probability $1-\varphi_{n}(t)^{2}$. This allows us to define the cumulantgenerating function [193, 195]
$G(\theta, t):=\log \left(\mathcal{O}(t)\left|e^{\theta \mathcal{K}}\right| \mathcal{O}(t)\right)=\log \left(\sum_{n=0}^{D_{K}-1} e^{\theta n}\left|\varphi_{n}(t)\right|^{2}\right)$,
that is continuous and differentiable with respect to $\theta \in$ $\mathbb{R}$.

The $n$-th cumulant of the distribution $\kappa_{n}$ is given by the $n$-th derivative of the generating functional, which reads [193]

$$
\begin{equation*}
\kappa_{n}:=\left.\partial_{\theta}^{n} G(\theta, t)\right|_{\theta=0} \tag{32}
\end{equation*}
$$

This implies that the Krylov complexity and the Krylov variance are simply the first and the second cumulants of the distribution, i.e., $\kappa_{1} \equiv K(t)$ and $\kappa_{2} \equiv \Delta K(t)^{2}$. The higher cumulants encode additional information about the distribution (e.g., regarding its skewness, kurtosis, etc.) and are computed straightforwardly, given knowledge of the cumulant generating function. In a similar spirit, the generalized notion of Krylov complexity has also been introduced [196].

## D. Krylov entropy

The probabilistic interpretation of the Krylov wavefunction allows us to define various quantum informationtheoretic quantities [194, 197, 198]. This includes Shannon entropy, negativity [199], and the capacity of entanglement [200-202]. We focus on Krylov entropy, which is the Shannon entropy of the probability distribution $P(n, t)$,

$$
\begin{equation*}
S_{K}(t)=-\sum_{n=0}^{D_{K}-1}\left|\varphi_{n}(t)\right|^{2} \log \left|\varphi_{n}(t)\right|^{2} \tag{33}
\end{equation*}
$$

The authors of [194] investigated the behavior of Krylov complexity in various quantum systems, analyzing time scales much longer than the scrambling period. Their study provided evidence that Krylov complexity for operators conforming to the Eigenstate Thermalization Hypothesis [14] exhibits a characteristic pattern, growing exponentially during the scrambling period and transitioning to linear growth between the scrambling and the Heisenberg time, at which it saturates. The Krylov entropy shows logarithmic growth in the post-scrambling
period. It was shown that the Krylov complexity and the Krylov entropy fulfill the logarithmic relation [203]

$$
\begin{equation*}
S_{K}(t) \sim \log K(t), \quad t>t_{*} \tag{34}
\end{equation*}
$$

at late times. This late time corresponds to the timescale beyond the scrambling time $t_{*} \sim O(\log N)$ for systems with $N$ degrees of freedom. The relation (34) is reminiscent of the equation for Boltzmann's entropy and hints at the appearance of an irreversible thermodynamic-like behavior in the post-scrambling regime. However, at early times, Eq. (34) does not hold, as $S_{K}(t)$ and $K(t)$ exhibit a product-logarithmic relation instead [194, 203].

The generic behavior of the full profile of Lanczos growth in relation to the Krylov complexity and Krylov entropy can be divided into three distinct regimes. The initial growth of Lanczos coefficients, known as Lanczos ascent [194, 204] persists until $n \sim O(S)$, reaching $b_{n} \sim O(\Lambda S)$, where $S$ is the thermodynamic entropy of the system and $\Lambda$ an energy scale. Correspondingly, the Krylov complexity exhibits exponential growth till the scrambling time $t_{*} \sim O(\log S)$ with a value $K \sim O(S)$. Beyond the post-scrambling regime, the Lanczos coefficients plateau at $b_{n} \sim O(\Lambda S)$ is associated with the linear growth of Krylov complexity till the Heisenberg time $t_{H} \sim O\left(e^{S}\right)$, reaching a value at $K \sim O\left(e^{2 S}\right)$. The regime is known as the Lanczos plateau [194, 204]. In this regime, the Krylov wavefunction is uniformly distributed over the Krylov space [181]

$$
\begin{equation*}
\left|\varphi\left(t>t_{H}\right)\right|^{2} \sim \frac{1}{D_{K}} \tag{35}
\end{equation*}
$$

In the plateau, the Krylov complexity and Krylov entropy read [181]

$$
\begin{align*}
& K\left(t>t_{H}\right) \sim \frac{1}{D_{K}} \frac{D_{K}\left(D_{K}-1\right)}{2} \sim \frac{D_{K}}{2}  \tag{36}\\
& S_{K}\left(t>t_{H}\right) \sim-D_{K} \frac{1}{D_{K}} \log \left(1 / D_{K}\right) \sim \log \left(D_{K}\right) \tag{37}
\end{align*}
$$

In chaotic systems, the Krylov dimension saturates the bound (18) and hence, $D_{K} \sim d^{2} \sim e^{2 S}$, where $S$ is the entropy of the system and $d \sim e^{S}$. Thus, the logarithmic relation between them is evident according to (34). After the saturation regime, the $b_{n}$ decreases at exponentially large $n \sim O\left(e^{S}\right)$, where the Krylov complexity stays at the plateau value $K \sim O\left(e^{2 S}\right)$. This regime is known as Lanczos descent [194, 204].

## III. LANCZOS ALGORITHM: MONIC VERSION AND ORTHOGONAL POLYNOMIALS

For completeness, we discuss an alternate version of the Lanczos algorithm, known as the monic version [1, 205]. This version is equivalent to the orthonormal version discussed in the previous section. Given an operator $\mathcal{O}$, normalized as $\|\mathcal{O}\|=1$, the algorithm goes as follows:

|  | Lanczos algorithm (orthonormal version) | Lanczos algorithm (monic version) |
| :---: | :---: | :---: |
| Initialization | (0a). $\left.\left.\mid \mathcal{O}_{0}\right)=\mid \mathcal{O}\right)$ and $\left.\mid \mathcal{O}_{-1}\right)=0, \quad b_{0}=0$. | (0a) $\left.\mid \mathrm{O}_{0}\right)=\mid \mathcal{O}$ ) and $\left.\mid \mathrm{O}_{-1}\right)=0, \quad b_{0}=0$ |
| $n=1$ | (1a). Compute $a_{0}=\left(\mathcal{O}_{0}\|\mathcal{L}\| \mathcal{O}_{0}\right)$, (1b). $\left.\left.\left.\mid \mathcal{A}_{1}\right)=\mathcal{L} \mid \mathcal{O}_{0}\right)-a_{0} \mid \mathcal{O}_{0}\right)$, (1c). Compute $b_{1}=\left\\|\mathcal{A}_{1}\right\\|$, (1d). If $b_{1}=0$, stop, else $\left.\left.\mid \mathcal{O}_{1}\right)=b_{1}^{-1} \mid \mathcal{A}_{1}\right)$ | (1a). Compute $a_{0}=\left(\mathrm{O}_{0}\|\mathcal{L}\| \mathrm{O}_{0}\right)$, <br> (1b). $\left.\left.\left.\mid \mathrm{O}_{1}\right)=\mathcal{L} \mid \mathrm{O}_{0}\right)-a_{0} \mid \mathrm{O}_{0}\right)$. <br> (1c). Compute $b_{1}=\left\\|\mathrm{O}_{1}\right\\|$. <br> (1d). If $b_{1}=0$, stop. |
| $n>1$ | (2a). Compute $a_{n-1}=\left(\mathcal{O}_{n-1}\|\mathcal{L}\| \mathcal{O}_{n-1}\right)$, <br> (2b). $\left.\left.\left.\left.\mid \mathcal{A}_{n}\right)=\mathcal{L} \mid \mathcal{O}_{n-1}\right)-a_{n-1} \mid \mathcal{O}_{n-1}\right)-b_{n-1} \mid \mathcal{O}_{n-2}\right)$. <br> (2c). Compute $b_{n}=\left\\|\mathcal{A}_{n}\right\\|$. <br> (2d). If $b_{n}=0$, stop, else $\left.\left.\mid \mathcal{O}_{n}\right)=b_{n}^{-1} \mid \mathcal{A}_{n}\right)$. | (2a). Compute $a_{n-1}=\frac{\left(\mathrm{O}_{n-1}\|\mathcal{L}\| \mathrm{O}_{n-1}\right)}{\left\\|\mathrm{O}_{n-1}\right\\|^{2}}$, <br> (2b). $\left.\left.\left.\left\|\mathrm{O}_{n}\right\|=\mathcal{L} \mid \mathrm{O}_{n-1}\right)-a_{n-1} \mid \mathrm{O}_{n-1}\right)-b_{n-1}^{2} \mid \mathrm{O}_{n-2}\right)$. <br> (2c). Compute $b_{n}=\frac{\left\\|\mathbf{O}_{n}\right\\|}{\left\\|\mathbf{O}_{n-1}\right\\|}$. <br> (2d). If $b_{n}=0$, stop, else return to (2b). |

TABLE I. Relations between the orthonormal and monic versions of the Lanczos algorithm. The table is adapted from [1, 205] with few changes of notations.

1. $\left.\left|\mathrm{O}_{0}\right|=\mid \mathcal{O}\right)$.
2. $\left.\left|\mathrm{O}_{1}\right|=\mathcal{L} \mid \mathrm{O}_{0}\right)$. Compute $\Delta_{1}=\left(\mathrm{O}_{1} \mid \mathrm{O}_{1}\right)=\left\|\mathrm{O}_{1}\right\|^{2}$. If $\Delta_{1}=0$, stop. Otherwise, proceed to step 3.
3. For $\left.\left.n>1:\left|\mathrm{O}_{n}\right|=\mathcal{L} \mid \mathrm{O}_{n-1}\right)-\Delta_{n-1} \mid \mathrm{O}_{n-2}\right)$. Compute $\Delta_{n}=\frac{\left(\mathrm{O}_{n} \mid \mathrm{O}_{n}\right)}{\left(\mathrm{O}_{n-1} \mid \mathrm{O}_{n-1}\right)}=\frac{\left\|\mathrm{O}_{n}\right\|^{2}}{\left\|\mathrm{O}_{n-1}\right\|^{2}}$. If $\Delta_{n}=0$, stop. Otherwise, repeat the procedure.

The crucial difference of the monic version is that the operators are not normalized at each step. Hence, the operators $\mathrm{O}_{n}$ (to be distinguished from $\mathcal{O}_{n}$ ) are orthogonal but not orthonormal to each other. Note that $\mathcal{A}_{n}$ in the orthonormal version plays the same role as $\mathrm{O}_{n}$ in the monic version, while the coefficients in these two versions are related by [1]

$$
\begin{equation*}
\Delta_{n}=b_{n}^{2} \tag{38}
\end{equation*}
$$

Table I shows the comparison between the two methods. This table is an extended version of the table provided in [205]. Here, an additional coefficient $a_{n}$ is introduced so that the initial operator $\mathcal{O}$ need not be Hermitian. For the Hermitian initial operator, $a_{n}$ coefficients identically vanish. For $n \geq 0$, the action of the Liouvillian translates to

$$
\begin{align*}
\left.\mathcal{L} \mid \mathcal{O}_{n}\right) & \left.\left.\left.=a_{n} \mid \mathcal{O}_{n}\right)+b_{n+1} \mid \mathcal{O}_{n+1}\right)+b_{n} \mid \mathcal{O}_{n-1}\right)  \tag{39}\\
\left.\mathcal{L} \mid \mathrm{O}_{n}\right) & \left.\left.\left.=a_{n} \mid \mathrm{O}_{n}\right)+\mid \mathrm{O}_{n+1}\right)+b_{n}^{2} \mid \mathrm{O}_{n-1}\right) \tag{40}
\end{align*}
$$

which imply

$$
\begin{array}{ll}
a_{n}=\left(\mathcal{O}_{n}|\mathcal{L}| \mathcal{O}_{n}\right), \quad b_{n}=\left(\mathcal{O}_{n-1}|\mathcal{L}| \mathcal{O}_{n}\right) \\
a_{n}=\frac{\left(\mathrm{O}_{n}|\mathcal{L}| \mathrm{O}_{n}\right)}{\left\|\mathrm{O}_{n}\right\|^{2}}, \quad b_{n}=\frac{\left\|\mathrm{O}_{n}\right\|}{\left\|\mathrm{O}_{n-1}\right\|} \tag{42}
\end{array}
$$

in the orthonormal and monic versions, respectively. This leads to exactly the same values for the Lanczos coefficients in the two versions. For example, in the orthonormal version, for any generic operator $\mathcal{O}_{n}$, one finds

$$
a_{n}=\left(\mathcal{O}_{n}|\mathcal{L}| \mathcal{O}_{n}\right) \propto \operatorname{Tr}\left(\mathcal{O}_{n}^{\dagger}\left[H, \mathcal{O}_{n}\right]\right)=\operatorname{Tr}\left(\left[\mathcal{O}_{n}, \mathcal{O}_{n}^{\dagger}\right] H\right)
$$

The Hermitian conjugates of the Krylov basis operators obey, $\mathcal{O}_{n}^{\dagger}=(-1)^{n} \mathcal{O}_{n}$, i.e., the even Krylov basis elements are Hermitian and the odd are anti-Hermitian.

Thus $\left[\mathcal{O}_{n}, \mathcal{O}_{n}^{\dagger}\right]=(-1)^{n}\left[\mathcal{O}_{n}, \mathcal{O}_{n}\right]=0$, implying that the $a_{n}$ coefficients vanish. This property also holds for the monic version, and in general, when the Krylov basis elements $\mathcal{O}_{n}$ are normal matrices, i.e., they commute with their Hermitian conjugate.

Both versions fall under a general class of orthogonal polynomials [1, 205-207]. The recursion method is equivalent to the repeated application of the Liouvillian to the initial operator. In particular, the $n$-th Krylov basis (either in the orthonormal or monic version) can be represented by

$$
\begin{equation*}
\left.\left.\mid \mathscr{O}_{n}\right)=\mathscr{P}_{n}(\mathcal{L}) \mid \mathcal{O}\right), \tag{43}
\end{equation*}
$$

where $\mathcal{O}$ is the initial operator and $\mathscr{P}_{n}(\mathcal{L})$ denotes any polynomial of the Liouvillian $\mathcal{L}$ of index $n$. Both the orthonormal and monic Krylov basis are compactly denoted by $\left.\left|\mathscr{O}_{n}\right| \in\left\{\mid \mathcal{O}_{n}\right),\left|\mathrm{O}_{n}\right|\right\}$, as well as in the polynomial $\mathscr{P}_{n}(\mathcal{L}) \in\left\{\mathcal{P}_{n}(\mathcal{L}), \mathrm{P}_{n}(\mathcal{L})\right\}$. It is instructive to note that the leading coefficients of $\mathcal{P}_{n}(\mathcal{L})$ is a function of the Lanczos coefficients, while the leading coefficient of $\mathrm{P}_{n}(\mathcal{L})$ is unity,

$$
\begin{align*}
\mathcal{P}_{n}(\mathcal{L}) & =\left(\prod_{i=1, \cdots, n} \frac{1}{b_{i}}\right) \mathcal{L}^{n}+\cdots  \tag{44}\\
\mathrm{P}_{n}(\mathcal{L}) & =\mathcal{L}^{n}+\cdots \tag{45}
\end{align*}
$$

where the dots denote the lower order monomials in $\mathcal{L}$. This follows from the Lanczos algorithm's recursion relation, which gives the name monic polynomial [208] and makes the Lanczos algorithm a monic version. Furthermore, in terms of these polynomials, Eqs. (39)-(40) can be rewritten as

$$
\begin{align*}
\mathcal{L} \mathcal{P}_{n}(\mathcal{L}) & =a_{n} \mathcal{P}_{n}(\mathcal{L})+b_{n+1} \mathcal{P}_{n+1}(\mathcal{L})+b_{n} \mathcal{P}_{n-1}(\mathcal{L})  \tag{46}\\
\mathcal{L} \mathrm{P}_{n}(\mathcal{L}) & =a_{n} \mathrm{P}_{n}(\mathcal{L})+\mathrm{P}_{n+1}(\mathcal{L})+b_{n}^{2} \mathrm{P}_{n-1}(\mathcal{L}) \tag{47}
\end{align*}
$$

This is a three-term recurrence relation satisfied by the orthonormal and the monic polynomial, respectively. They are orthogonal with respect to some measure $\mu(\mathcal{L})$ such that

$$
\begin{equation*}
\int d \mu(\mathcal{L}) \mathscr{P}_{m}(\mathcal{L}) \mathscr{P}_{n}(\mathcal{L}) \propto \delta_{m, n} \tag{48}
\end{equation*}
$$

where the proportionality constant depends on the chosen polynomial. This is a consequence of Favard's theorem [208]; see [205] for more details.

While both versions of the Lanczos algorithm are equivalent, we preferentially follow the orthonormal version to make use of the associated orthonormal Krylov basis set. However, the monic version is useful in connection with the Toda chain method [209], discussed in Sec. VB.

## IV. THE UNIVERSAL OPERATOR GROWTH HYPOTHESIS

## A. Statement of the hypothesis

The universal operator growth hypothesis identifies different classes of physical systems according to the specific laws governing the growth of the Lanczos coefficients, which in turn dictate the dynamics of operators and complexity measures in Krylov space [25]. It builds on the accumulated numerical evidence regarding the growth of Lanczos coefficients in many-body systems [1] and the relation between chaos and spectral properties of the observables [210]. Consider a many-body system in the thermodynamic limit in $d$ dimensions, governed by a time-independent Hamiltonian $H$ that is non-integrable or chaotic. The hypothesis regards an initial local operator $\mathcal{O}_{0}$ that does not commute with any conserved quantity of the system. According to it, the Lanczos coefficients, which capture the dynamics of operator evolution and information spreading within the system, should exhibit maximal growth in the asymptotic limit. This maximal growth is linear for a generic chaotic system in $d$ dimensions, with an additional logarithmic correction in one-dimensional systems. The hypothesis asserts that for the generic $H$ and $O_{0}$ the asymptotic behavior of $b_{n}$ is [25]

$$
b_{n}= \begin{cases}A \frac{n}{\log n}+o(n / \log n), & d=1  \tag{49}\\ \alpha n+\gamma+o(1), & d>1\end{cases}
$$

with constants $A, \alpha$ and $\gamma$. The constants $A$ and $\alpha$ dictate the slope of the growth, while $\gamma$ accounts for any linear shift that is irrelevant in the asymptotic limit of $n$. The values of $A$ and $\alpha$ are not arbitrary; they possess energy dimensions and are constrained by the bandwidth for local Hamiltonians, see [25]. They are specific to the Hamiltonian and the local initial operator. The growth coefficients change for different initial operators, but the asymptotic linear growth should remain unaltered. This is a generic conclusion of the Lanczos algorithm, as the initial vector has lesser effects on the eigenvalues of the tridiagonal matrix. Note that (49) assumes that $b_{n}$ varies smoothly, disregarding even and odd parity effects, so that the index $n$ can be treated as a continuous variable.

The hypothesis concerns thermodynamic systems in the asymptotic limit. In finite-dimensional systems, how-
ever, Lanczos coefficients eventually terminate at the end of the Krylov space and may display saturation due to the finite dimensionality of the Hilbert space [181]. Hence, one must judiciously select an appropriate growth regime before finite-size effects become significant. Notably, linear growth occurs in dimensions greater than one, with a logarithmic correction in one dimension. Distinguishing between linear growth and its logarithmic correction is a formidable numerical task with conventional algorithms [25, 211, 212], a feat only recently achieved with specialized Monte Carlo methods [213]. Curiously, the Lanczos coefficients have been found to show faster than linear growth in deep Hilbert space [214], where the operator growth hypothesis does not hold. Efforts have been made to extend the recursion method in two dimensions [25, 215]. Therefore, we adopt linear growth as the hallmark of the universal operator growth hypothesis across all dimensions, including all-to-all systems like the SYK model.

## B. Does linear growth of Lanczos coefficients always imply chaos?

The hypothesis also has a bearing on integrable systems [182, 183]. In them, the Lanczos coefficients typically exhibit sublinear growth and a power-law growth of Krylov complexity

$$
\begin{equation*}
b_{n} \sim \alpha n^{\delta}, \quad \Leftrightarrow \quad K(t) \sim(\alpha t)^{\frac{1}{1-\delta}}, \quad 0<\delta<1 \tag{50}
\end{equation*}
$$

By contrast, non-interacting systems like free-fermionic models exhibit a bounded sequence, $b_{n} \sim O(1)$ [25], by extending $\delta=0$ in (50). In such cases, an operator does not grow and the operator size remains constant. Table II shows the generic behavior of Lanczos coefficients, Krylov complexity, and Krylov entropy for a variety of systems, including two unknown growth models yet to be found in a physical system. Nonetheless, the hypothesis (49) primarily addresses non-integrable systems, sidestepping the nuances of integrable system behaviors. Some special integrable systems may display singular growth patterns. This includes integrable systems with saddle-dominated scrambling [186] or systems showing many-body localization [216]. We consider an example of the former case, the Lipkin-Meshkov-Glick (LMG) model [217-219]. The Hamiltonian in this model is constructed by the following $\mathrm{SU}(2)$ operators $\{\hat{x}, \hat{y}, \hat{z}\}=\left\{\hat{s}_{x} / s, \hat{s}_{y} / s, \hat{s}_{z} / s\right\}$, obeying $[\hat{x}, \hat{y}]=i \hbar_{\mathrm{eff}} \hat{z}$, with other cyclic commutators. The Hamiltonian is given by $[103,186]$

$$
\begin{equation*}
H=\hat{x}+2 \hat{z}^{2} \tag{51}
\end{equation*}
$$

Here, $\hat{s}_{i}=\hat{\sigma}_{i} / 2$, with $i=x, y, z$ are the $\mathrm{SU}(2)$ spin operators of $\operatorname{spin} s$, and $\hat{\sigma}_{i}$ being the Pauli matrices. The effective Planck constant depends on the spin as $\hbar_{\mathrm{eff}}=1 / s$. The dimension of the Hilbert space is $d=2 s+1$. In other words, the large spin limit $s \rightarrow \infty$ effectively implies the classical limit $\hbar_{\text {eff }} \rightarrow 0$. The LMG model is
classically integrable, and the naive expectation is that its integrability is preserved as it transitions to the quantum regime through semiclassical approximation. Upon rescaling the Hamiltonian $\bar{H}=H / \hbar_{\text {eff }}$, the Lanczos coefficients acquire a spin factor $[103,186]$

$$
\begin{equation*}
\bar{b}_{n}=b_{n} / \hbar_{\mathrm{eff}}=b_{n} s \tag{52}
\end{equation*}
$$

which directly comes from the Lanczos algorithm. The growth of $\bar{b}_{n}$ is shown in Fig. 4 (left) for the initial operator $\hat{z}$ and the spin values $s=25,50$, and 75 . It exhibits linear growth $\bar{b}_{n} \sim \alpha n$, even though the LMG model is classically integrable. The growth coefficient is exactly computed to be $\alpha \simeq \sqrt{3} / 2$, shown by the black dashed line. The entire Lanczos spectrum is shown in Fig. 4 (right) for $s=25$. The Krylov dimension shows the integrable behavior and is much lower than the saturation bound given in Eq. (18). Nevertheless, the linear growth of the Lanczos coefficients and the associated exponential growth of Krylov complexity are unexpected for an integrable model. This peculiar behavior arises due to the presence of an unstable saddle point $(x, y, z)=(1,0,0)$ in its classical phase space, a phenomenon referred to as saddle-dominated scrambling [186]. Indeed, the OTOC of this system also shows exponential growth with the Lyapunov exponent $\lambda_{\text {OTOC }}=\sqrt{3}$ given by the underlying saddle point [103], see Fig. 2. It is also interesting to note that the infinite Temperature Lyapunov exponent obeys the bound $\lambda \leq 2 \alpha$ [25], see Secs. VA 1 and VIIIB, and using the computed $\alpha$ for LMG, we find a saturation of the bound $\lambda_{\mathrm{OTOC}}=2 \alpha$. This appears to be an apparent violation of the universal operator growth hypothesis. However, such a special case of saddle-dominated scrambling does not invalidate the universal operator growth hypothesis (49), which asserts that generic chaotic systems should demonstrate maximal growth of Lanczos coefficients. The latter is thus a necessary, yet not sufficient, condition for chaos, only if the choice of the Hamiltonian and the initial operator is sufficiently generic. Aligning with the previous study with OTOC [103, 220], Eq. (49) suggests that the linear growth of Lanczos coefficients at best provides necessary and sufficient conditions for scrambling, but not for chaos [186]. In fact, the necessary conditions for scrambling can also be proved rigorously using operator entanglement [221]. The saddle-dominated scrambling also occurs in classically chaotic systems, an example being the Feingold-Peres model [103, 222, 223]. Being classically chaotic, in these models, the Lanczos coefficients exhibit linear growth as expected [25, 186].

Finally, let us briefly mention some consequences of the hypothesis in quantum field theory (QFT) and conformal field theory (CFT). The hypothesis (49), initially posited for discrete quantum many-body systems [25], encounters significant challenges when extended to continuous models, e.g., in QFT or CFT. In this case, constructing a Krylov basis by means of the Lanczos algorithm would require introducing a finite temperature; see below. One can circumvent this step and determine Lanczos


FIG. 4. (left) Behavior of the Lanczos coefficients $\bar{b}_{n}=b_{n} s$ in the LMG model for the initial operator $\hat{z}$ for spins $s=25,50$, and 75 respectively. The black dashed line indicates the linear growth with coefficient $\alpha \simeq \sqrt{3} / 2$. (right) The entire Lanczos spectrum for $s=25$. The Krylov dimension $D_{K} \sim 1250$ is much smaller than the maximum dimension $d^{2}-d+1=$ 2551, where the Hilbert space dimension is $d=2 s+1=51$. Adapted from [186].
coefficients directly from the two-point autocorrelation function (see Secs. V A and XIV) has been applied [224]. In this framework, Lanczos coefficients demonstrate linear growth in free theories, barring the introduction of a UV cutoff [225, 226]. Intriguingly, the presence of an IR scale can lead to splitting of the Lanczos coefficients into even and odd sequences $b_{n} \in\left\{b_{\text {even }}, b_{\text {odd }}\right\}$, challenging the smoothness assumption presupposed in (49). Hence, the results in continuum field theories go beyond the hypothesis (49) and might seek an extension of the same in such theories.

With the above caveats, the operator growth hypothesis has consolidated the Krylov complexity as a diagnostic tool for scrambling and quantum chaos. In this context, the Krylov complexity is under exhaustive investigation and has been analyzed in random matrix theory [183, 227], elementary models in quantum mechanics [228-231], regular graphs [232], Bethe lattice [233, 234], quantum reservoirs [235], toy models of gauge theories dual to AdS black holes [195, 204, 236-239], and inflationary cosmology [240, 241]. Further, it has been emphasized that its effectiveness in probing chaos strongly depends on the chosen operator [242].

In addition, several works have promoted its use with a complementary scope. For instance, it has been shown to act as an order parameter in certain settings in dynamical phase transitions [243]. Likewise, its behavior reflects the confinement/deconfinement phase transitions at large $N$ [244]. The Krylov complexity can also be used to probe transitions occurring as a function of the duration of the Trotter time-step in Floquet circuits associated with the Trotter decomposition of unitary dynamics [245]. Further, the Krylov complexity has been used to characterize the charging power of quantum batteries utilizing SYK models formulated on a graph [246].

| Model | Chaotic | $1 d$ Chaotic | Integrable | Bounded | Unknown | Unknown |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $b_{n}$ | $\alpha n$ | $\alpha n / \log n$ | $\alpha n^{\delta}$ | $b$ | $\alpha \ln n$ | $\alpha n^{\delta}(\log n)^{ \pm}$ |
| $K(t)$ | $e^{2 \alpha t}$ | $e^{\sqrt{4 \alpha t}}$ | $(\alpha t)^{\frac{1}{1-\delta}}$ | $b t$ | $2 \alpha t \log (2 \alpha t)$ | $(2 \alpha t)^{\frac{1}{1-\delta} \log ^{ \pm} \frac{1}{1-\delta}}(2 \alpha t)$ |
| $S_{K}(t)$ | $2 \alpha t$ | $\sqrt{4 \alpha t}$ | $\log (\alpha t)$ | $\log (2 b t)$ | $\log (2 \alpha t)$ | $\log (2 \alpha t)$ |

TABLE II. Predictions of the operator growth hypothesis, regarding the growth of the Lanczos coefficients and the associated dynamics of the Krylov complexity and Krylov entropy, for different classes of physical systems. The table is taken from [203].

## V. COMPUTATION OF LANCZOS COEFFICIENTS

This section presents two analytic methods to compute the Lanczos coefficients. The first method is known as the "moment method" and relies on computing the moments of the spectral function, which relates to the Taylor series expansion of the autocorrelation function. A special case of the method was presented in [25] while the more general method was developed in [133, 184]. Both rely on the generic recursion method [1]. The second method is based on the Toda chain flow in Krylov space and is often known as the "Toda chain technique" [209, 224]. Both methods are equivalent and provide the same Lanczos coefficients, which can be further matched with the results of numerical algorithms (see Sec. XII).

## A. Lanczos coefficients via the moment method: Pole structure of autocorrelation function

The primary motivation is based on calculating the moments of the spectral function $\Phi(\omega)$, defined below. Given the spectral function $\Phi(\omega)$, the moments are given by

$$
\begin{equation*}
m_{n}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega \omega^{n} \Phi(\omega), \quad n=0,1,2, \cdots \tag{53}
\end{equation*}
$$

This computes a set of numbers $\left\{m_{n}\right\}$. They can be separated into even $m_{2 n}$ and odd $m_{2 n+1}$ moments (for $n=0,1,2, \ldots)$. Conventionally, $\Phi(\omega)$ is normalized such that $m_{0}=1$. For some special cases, odd moments vanish, although we keep considering both odd and even moments for the general discussion. Further, the spectral function is the Fourier transform of the autocorrelation function $\mathcal{C}(t)$, given by

$$
\begin{align*}
\Phi(\omega) & =\int_{-\infty}^{\infty} d t e^{-i \omega t} \mathcal{C}(t)  \tag{54}\\
\mathcal{C}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega e^{i \omega t} \Phi(\omega) \tag{55}
\end{align*}
$$

Hence, $\mathcal{C}(t)$ is the inverse Fourier transform of $\Phi(\omega)$. Taking the $n$-th derivative of $\mathcal{C}(t)$ as well as the limit $t \rightarrow 0$, and using (53), we obtain [25]

$$
\begin{equation*}
m_{n}=\frac{1}{i^{n}} \lim _{t \rightarrow 0} \frac{d^{n} \mathcal{C}(t)}{d t^{n}} \tag{56}
\end{equation*}
$$

The first moment $m_{0}=\mathcal{C}(0)$ is the autocorrelation function evaluated at the initial time. Conveniently, the autocorrelation function is normalized to unity at $t=0$, so by definition, $m_{0}=\mathcal{C}(0)=1$. This is consistent with the normalization of $\Phi(\omega)$. Here, the autocorrelation function is assumed to have no pole in the real axis. However, it might have poles in the imaginary axis, including complex infinity. An example is $\mathcal{C}_{1}(t)=\operatorname{sech}(\alpha t)$ or $\mathcal{C}_{2}(t)=\exp \left(-\alpha t^{2}\right)$. On the other hand, for functions that have a pole in the real axis, e.g., $\mathcal{C}(t)=\sec (\alpha t)$, one needs to rotate $t \rightarrow i t$ to transform it into an imaginary axis and then apply (56). Equation (56) suggests an expansion of the autocorrelation function in a Taylor series form [184]

$$
\begin{equation*}
\mathcal{C}(t) \stackrel{t>0}{=} \sum_{n=0}^{\infty} m_{n} \frac{(i t)^{n}}{n!} \tag{57}
\end{equation*}
$$

with the expansion coefficients being the moments (53). The mutual conversion between the moments and the autocorrelation function (and spectral function $\Phi(\omega)$ from Eq. (53)) is subtle and often regarded in the realm of the Hamburger moment problem [193, 208, 247].

Given the moments, the Lanczos coefficients can be obtained by the following recursive algorithm [1, 184]:

$$
\begin{align*}
\mathrm{M}_{k}^{(0)} & =(-1)^{k} m_{k}, \mathrm{~L}_{k}^{(0)}=(-1)^{k+1} m_{k+1} \\
\mathrm{M}_{k}^{(n)} & =\mathrm{L}_{k}^{(n-1)}-\mathrm{L}_{n-1}^{(n-1)} \frac{\mathrm{M}_{k}^{(n-1)}}{\mathrm{M}_{n-1}^{(n-1)}} \\
\mathrm{L}_{k}^{(n)} & =\frac{\mathrm{M}_{k+1}^{(n)}}{\mathrm{M}_{n}^{(n)}}-\frac{\mathrm{M}_{k}^{(n-1)}}{\mathrm{M}_{n-1}^{(n-1)}}, \quad k \geq n \\
b_{n} & =\sqrt{\mathrm{M}_{n}^{(n)}}, \quad a_{n}=-\mathrm{L}_{n}^{(n)} \tag{58}
\end{align*}
$$

Given the Lanczos coefficients, the moments can also be evaluated. The problem boils down to a fully combinatorial problem of evaluating Dyck paths [25], also see below. Figure 6 shows a diagrammatic picture for evaluating such moments. The first four moments read [1]:

$$
\begin{align*}
& m_{0}=1 \\
& m_{1}=a_{0} \\
& m_{2}=a_{0}+b_{1}^{2}  \tag{59}\\
& m_{3}=a_{0}^{3}+2 a_{0} b_{1}^{2}+a_{1} b_{1}^{2} \\
& m_{4}=b_{1}^{2}\left(a_{0}^{2}+a_{1}^{2}+a_{0} a_{1}+b_{1}^{2}+b_{2}^{2}\right)+a_{0}\left(a_{0}^{3}+2 a_{0} b_{1}^{2}+a_{1} b_{1}^{2}\right) .
\end{align*}
$$

In general, this diagrammatic approach can be used to evaluate any general matrix element of powers of the Li-


FIG. 5. Diagrammatic illustration of the analytical structure of the autocorrelation function alongside the spectral function. (above) The autocorrelation function is analytic within a gray-shaded area. The closest poles lie at $t_{ \pm}= \pm i \pi / 2 \alpha$ in the imaginary axis, corresponding to the linear growth $b_{n}=\alpha n$. (below) This is equivalent to the exponential tail of the spectral function. Adapted from [25].
ouvillian $\left(\mathcal{O}_{j}\left|\mathcal{L}^{n}\right| \mathcal{O}_{k}\right)$, starting and finishing at any general position. The result is given by the sum over all the possible paths that connect sites $k$ and $j$ in $n$ steps. These paths are known as Motzkin paths [248-250]. The weight of each path is given by the product of Lanczos coefficients $a_{n}, b_{n}$ associated with the path. At each application of the Liouvillian, the paths can move at most one site; this means that all matrix elements in which $j>k+n$ or $j<k-n$ identically vanish $\left(\mathcal{O}_{j}\left|\mathcal{L}^{n}\right| \mathcal{O}_{k}\right)=0$. The first non-zero matrix element reads $\left(\mathcal{O}_{k+n}\left|\mathcal{L}^{n}\right| \mathcal{O}_{k}\right)=b_{k} b_{k+1} \ldots b_{k+n}$, which corresponds to the direct path connecting sites $k$ and $k+n$.

If the autocorrelation function is an even function of $t$, only the even moments survive and the coefficients $a_{n}$ vanish, i.e., $m_{0}=1, m_{2}=b_{1}^{2}, m_{4}=b_{1}^{4}+b_{1}^{2} b_{2}^{2}, \cdots$. The scaling of such coefficients was shown to indicate some universal feature of the autocorrelation function at early times [251]. This is generically true for unitary evolution with a Hermitian operator $\mathcal{O}^{\dagger}=\mathcal{O}$, which reduces the above recursion to a simpler form [25]. The corresponding Dyck paths are the Motzkin paths without the side movement. Hence, Dyck paths only allow to move up and down, not going below the level of the initial point [249]. At the end of this section, we provide a path integral method to evaluate such Dyck paths in the asymptotic limit of large $n$. In generic non-unitary evolution, or when the initial operator is non-Hermitian $\mathcal{O}^{\dagger} \neq \mathcal{O}$, however, both even and odd moments exist, giving rise to two sets of Lanczos coefficients $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$. They can be complex numbers in general. For


FIG. 6. Pictorial illustration of the evaluation of moments from the Lanczos coefficients. To evaluate any $m_{n}$, they are represented as dots starting from $m_{0}$ and building the triangle. Each horizontal row represents fixed $a_{n}$, which the $b_{n}$ forwards one step as one climbs up to one step top. Then, discrete paths are to be tracked (by multiplying each step's contribution) and summed up that leads from $m_{0}$ from $m_{n}$. For example, this picture evaluates the moment $m_{4}$. We start from $m_{0}$, track all discrete paths that lead to $m_{4}$, and sum up all the paths. Here, the red arrow shows one such path, which evaluates to $b_{1} a_{1} b_{1} a_{0}=a_{0} a_{1} b_{1}^{2}$. For unitary evolution, all $a_{n}$ vanish, thus we are only restricted to moving upwards and downwards (but not sideways). This significantly restricts the number of terms in the moments. The figure is adapted from the spread complexity picture in [253] with the necessary modifications in the Lanczos coefficients.
example, the previously introduced autocorrelation functions $\mathcal{C}_{1}(t)=\operatorname{sech}(\alpha t)$ and $\mathcal{C}_{2}(t)=\exp \left(-\alpha^{2} t^{2} / 2\right)$ provide $b_{n}^{(1)}=\alpha n$ and $b_{n}^{(2)}=\alpha \sqrt{n}$, respectively. A natural question is whether they come from any orthonormalization algorithm like the Lanczos algorithm or its variants. We will see in later sections that they do not necessarily do so. In fact, the direct generalization to Arnoldi iteration [252] (see Sec. XII A 1) only gives these coefficients approximately [184]. However, they are the exact output of a bi-orthonormalization procedure, obtained by a different generalization of the Lanczos algorithm known as the bi-Lanczos algorithm (see Sec. XII A 3), and expressed in the form of the tridiagonal Lindbladian matrix (261) [133].

The linear growth is special, in all known physical systems it is related to the singularity of the autocorrelation function $\mathcal{C}$ in the complex $t$ plane, and thereby, the decay of the spectral function at high frequencies [25]. Yet, mathematically, linear growth of $b_{n}$ may not require $\mathcal{C}(t)$ to be singular, see an example in Eq. (74) below. However, the opposite statement is mathematically rigorous [254]: the singularity of $\mathcal{C}(t)$ would necessarily require unbounded linear growth of $b_{n}$, as will be evident from the Dyck path formalism discussed below.

In most cases, when $b_{n}$ grows linearly, the distance to the closest pole of $\mathcal{C}(t)$ along the imaginary axis from the origin determines the asymptotics of the Lanczos coefficients. For example, the autocorrelation $\mathcal{C}_{1}(t)=\operatorname{sech}(\alpha t)$
has poles in the imaginary axis at $t_{ \pm}= \pm i \pi /(2 \alpha)$; see Fig. 5. This determines $b_{n}^{(1)}=\alpha n$, thereby the exponential growth of Krylov complexity $K(t) \sim e^{2 \alpha t}$. Alternately, the linear growth of the Lanczos coefficients results in the exponential decay of the spectral function. For the above case, we find $\Phi_{1}(\omega)=\frac{\pi}{\alpha} \operatorname{sech}\left(\frac{\pi \omega}{2 \alpha}\right) \sim$ $e^{-\frac{\pi|\omega|}{2 \alpha}}$. The exponential decay is the slowest possible decay, which in turn provides the fastest growth (linear) of the Lanczos coefficients (see Fig. 5). In other words, the higher moments control the asymptotic growth and the high-frequency regime, usually associated with latetime physics [25]. The sublinear growth of the Lanczos coefficients is usually associated with a faster decay. For example, $b_{n}^{(2)} \sim \alpha \sqrt{n}$ implies $\Phi_{2}(\omega) \sim e^{-\omega^{2} /\left(2 \alpha^{2}\right)}$. However, the fastest decay in 1D local systems is $\Phi(\omega) \sim$ $|\omega|^{-|\omega|} \equiv e^{-|\omega| \log |\omega|}[25,233]$, which imposes a logarithmic correction on the maximal possible growth of Lanczos coefficients $b_{n} \sim n / \log n$.

Let us evaluate the asymptotic limit of the moments and do so when only the even moments are present; including the odd moments is a straightforward exercise. The tridiagonal form of the Liouvillian directly yields the moments [25]

$$
\begin{equation*}
m_{2 n}=\left(\mathcal{O}\left|\mathcal{L}_{H}^{2 n}\right| \mathcal{O}\right) \tag{60}
\end{equation*}
$$

where the suffix $H$ in $\mathcal{L}_{H}$ indicates the case of a Hermitian Liouvillian, corresponding to $a_{n}=0$. The moments are given by the sum over weighted Dyck paths [25, 233]

$$
\begin{equation*}
m_{2 n}=\sum_{h_{0} \cdots h_{2 n}} \prod_{i=1}^{2 n} b_{\left(h_{i}+h_{i-1}\right) / 2} \tag{61}
\end{equation*}
$$

where the set $\left\{h_{1}, \cdots, h_{2 n}\right\}$ denotes the height of the Dyck path of length $2 n$, with $h_{i} \geq 1 / 2$ and $h_{0}=h_{2 n}=$ $1 / 2$, i.e., the height ultimately reaches to the same height of the initial starting point at the end of the path. We wish to evaluate the sum in the asymptotic limit of $n$. To this end, two approaches have been outlined in [25, 255]. However, we take an alternative approach that evaluates the number of weighted Dyck paths using a saddle point approximation. This amounts to express (61) as a path integral over a smooth function $f(\mathrm{t})$ with $\mathrm{t} \in[0,1]$, such that $h_{i}=\frac{1}{2}+2 n f(i /(2 n))$. This puts the boundary condition on $f(\mathrm{t})$ such that $f(0)=f(1)=0$. In other words, the derivative of $f(\mathrm{t})$ denotes the slope of moving $u p$ and down of a microscopic Dyck path at the index $i=2 n t$, such that $f^{\prime}(\mathrm{t})=+1$ and $f^{\prime}(\mathrm{t})=-1$ for $u p$ and down jumps respectively. Further, if the probability associated with such $u p$ and down jumps are $p$ and $(1-p)$, we can write $2 p(\mathrm{t})-1=f^{\prime}(\mathrm{t})$. Since this is considered an asymptotic limit, we further assume $b_{n}$ is a smooth function of $n$, i.e., $b_{n} \equiv b(n)$. The asymptotic form of the moment is given by considering the total number of weighted Dyck
paths [233]

$$
\begin{align*}
& m_{2 n} \sim \int D f(\mathrm{t}) e^{\mathrm{S}(n)}  \tag{62}\\
& \mathrm{S}(n)=2 n \int_{0}^{1} d \mathrm{t}[\mathrm{H}(p(\mathrm{t}))+\log (b(2 n f(\mathrm{t}))] \tag{63}
\end{align*}
$$

where $t \in[0,1]$ is just a parameter with no relation with real time $t$. Here, $p(\mathrm{t})=\left(1+f^{\prime}(\mathrm{t}) / 2\right)$ with the prime indicating the derivative with respect to t , and $\mathrm{H}(x)=-x \log x-(1-x) \log (1-x)$ is the microscopic Shannon entropy of the associated variable $x$. Therefore $\mathrm{S}(n)$ evaluates the total contribution of the microscopic entropy weighted by the Lanczos coefficients. Alternatively, it can be considered as the saddle point action that gives the total entropy, i.e., the number of total weighted Dyck paths for the moments (62).

For the generic growth of Lanczos coefficients $b(n)=$ $\alpha n^{\delta}$ with $0 \leq \delta \leq 1$, the extremization of the entropy function $S(n)$ can be evaluated in the following way. First, notice that $\mathrm{S}(n)$ is a functional of $f(\mathrm{t})$, i.e.,

$$
\begin{equation*}
\mathrm{S}[f(\mathrm{t})]=\int_{0}^{1} d \mathrm{t} \mathcal{S}\left(f(\mathrm{t}), f^{\prime}(\mathrm{t}), \mathrm{t}\right) \tag{64}
\end{equation*}
$$

with a function $\mathcal{S}$ that depends on $f(\mathrm{t}), f^{\prime}(\mathrm{t})$ and t . The $f^{\prime}(\mathrm{t})$ dependence appears from $p(\mathrm{t})$. Here, the $n$ dependence on $S(n)$ is suppressed. This posits a variational problem, and we seek for $f(\mathrm{t})$ that extremizes the above functional. Hence, extremization implies that $\mathcal{S}$ satisfies the Euler-Lagrange equation [256]

$$
\begin{equation*}
\frac{d}{d \mathrm{t}}\left(\frac{\partial \mathcal{S}}{\partial f^{\prime}(\mathrm{t})}\right)=\frac{\partial \mathcal{S}}{\partial f(\mathrm{t})} \tag{65}
\end{equation*}
$$

Substituting $b(n)=\alpha n^{\delta}$, and $H(x)$ in (63), and using (65), the function $f(\mathrm{t})$ satisfies the following equation of motion [233]

$$
\begin{equation*}
-\frac{f^{\prime \prime}(\mathrm{t})}{1-f^{\prime}(\mathrm{t})^{2}}=\frac{\delta}{f(\mathrm{t})}, \quad f(0)=f(1)=0 \tag{66}
\end{equation*}
$$

with the associated boundary condition. This equation can be solved for generic $\delta$ in terms of the hypergeometric function. However, we focus on three specific cases $\delta=1$, $\delta=1 / 2$, and $\delta=0$, which correspond to the linear, sublinear (squared root) growth and constant $b(n)=\alpha \sim$ $O(1)$ respectively. In these cases, the solution becomes [233]

$$
f(\mathrm{t})= \begin{cases}\sin (\pi \mathrm{t}) / \pi & \delta=1  \tag{67}\\ \mathrm{t}(1-\mathrm{t}) & \delta=1 / 2 \\ 0 & \delta=0\end{cases}
$$

which respects the prescribed boundary condition. The saddle point action can be readily evaluated, and that correspondingly gives the moments [233]

$$
m_{2 n} \sim \begin{cases}\left(\frac{4 n \alpha}{\pi e}\right)^{2 n} & \delta=1  \tag{68}\\ \left(\frac{2 n \alpha^{2}}{e}\right)^{n} & \delta=1 / 2 \\ 4^{n} & \delta=0\end{cases}
$$

In the last case $(\delta=0)$, the Dyck paths are not weighted [25, 233], which gives rise to the asymptotic behavior of the Catalan number, $\operatorname{Cat}(n) \sim 4^{n}$ [257]. An extension of this result, establishing the relation between constant $\gamma$ in (49) and the order of the singularity on the imaginary axis of $\mathcal{C}(t)$ is discussed in [224]. The extension to the case in which $b_{n}$ split into two approximately continuous branches is developed in [225].

The equivalent case in one spatial dimension is a bit subtle. Since the Lanczos coefficients show a logarithmic correction $b_{n} \sim \alpha n / \log n$, the function $f(\mathrm{t})$ acquires a subleading term which is logarithmic [233]

$$
\begin{equation*}
f(\mathrm{t})=\frac{\sin (\pi \mathrm{t})}{\pi}+O\left(\frac{1}{\log (2 n)}\right) \tag{69}
\end{equation*}
$$

where the first term equals that in (67) for the linear
growth. The corresponding correction term $\Delta \mathrm{S}$ to the action $S$ is given by [233]

$$
\begin{equation*}
\Delta \mathrm{S}=2 n \int_{0}^{1} d \mathrm{t}(\delta-1) \log (f(\mathrm{t})) \tag{70}
\end{equation*}
$$

where $f(\mathrm{t})$ is given by (69). The saddle point solution is readily evaluated, and the moments are given by [233]

$$
\begin{equation*}
m_{2 n} \sim\left(\frac{4 n \alpha}{\pi e \log (2 n)}\right)^{2 n}(2 \pi)^{2 n / \log (2 n)} \tag{71}
\end{equation*}
$$

Hence, for the maximal growth of the Lanczos coefficients, the following statements are equivalent (we take systems with $a_{n}=0$ )

$$
\begin{array}{lllll}
\Phi(\omega) \sim e^{-\frac{\pi|\omega|}{2 \alpha}} \quad \Leftrightarrow \quad b_{n} \sim \alpha n \quad \Leftrightarrow \quad m_{2 n} \sim\left(\frac{4 n \alpha}{\pi e}\right)^{2 n} \quad \Leftrightarrow \quad K(t) \sim e^{2 \alpha t} & (d>1) \\
\Phi(\omega) \sim|\omega|^{-|\omega|} \quad \Leftrightarrow \quad b_{n} \sim \frac{\alpha n}{\log n} \quad \Leftrightarrow \quad m_{2 n} \sim\left(\frac{\alpha n}{\log n}\right)^{2 n} \quad \Leftrightarrow \quad K(t) \sim e^{\sqrt{4 \alpha t}} & (d=1) \tag{73}
\end{array}
$$



FIG. 7. Growth of $b_{n}$ for the mock autocorrelation function (74). The Lanczos coefficients split into two branches $b_{n} \in\left\{b_{\text {even }}, b_{\text {odd }}\right\}$ after certain $n_{*} \approx 30$. The odd and even coefficients are fitted by the respective smooth functions, according to the individual growth (75). The figure is adapted from [233] with associated fitting.

We reiterate that these relations hold in an asymptotic sense.

This discussion assumes a smooth behavior of the Lanczos coefficients. By this, we mean $b_{n} \sim \alpha n$ with $n$ varies continuously, although it is a discrete index. However, the smoothness of the moments $m_{n}$ does not guarantee the smoothness of the Lanczos coefficients. A particular example is given by the following mock auto-
correlation function of the form [233]

$$
\begin{equation*}
\mathcal{C}(t)=\frac{1}{2}\left[e^{\left(e^{i t}-1\right)}+e^{\left(e^{-i t}-1\right)}\right] \tag{74}
\end{equation*}
$$

such that $\mathcal{C}(0)=1$. The moments can be straightforwardly computed using Eq. (56). Since the above autocorrelation is even $\mathcal{C}(-t)=\mathcal{C}(t)$, all odd moments vanish and even moments are given by $m_{2 n}=B_{2 n}$, where $B_{2 n}$ are even Bell numbers [258]. It is easy to see that the moments are smooth functions of $n$. Applying (58), we find $a_{n}=0$, while $b_{n}$ coefficients split into two branches $b_{n} \in\left\{b_{\text {even }}, b_{\text {odd }}\right\}$, after certain $n_{*} \approx 30$, see Fig. 7. While the overall growth of $b_{n}$ is not smooth, the odd and even $b_{n}$ separately show smooth behavior in the asymptotic sense [233]

$$
\begin{equation*}
b_{n}^{\text {odd }} \sim \sqrt{n}, \quad b_{n}^{\text {even }} \sim n \tag{75}
\end{equation*}
$$

Hence, the odd coefficients are sublinear, while the even coefficients are linear. Moreover, the autocorrelation function is periodic in $t$ in the real axis. In other words, the autocorrelation function does not decay to zero. This property is presumably responsible for such oscillationthe even and odd splitting can be mathematically expressed as [186, 259]

$$
\begin{equation*}
b(n)=f(n)+(-1)^{n} g(n) \tag{76}
\end{equation*}
$$

with slowly varying function $f(n)$ and $g(n)$ such that $g(n)$ decays with $n$, and $f(n) \gg g(n)$ in the asymptotic limit of $n$. This gives two distinct branches, oscillating
between $f(n) \pm g(n)$. If $f(n)$ is assumed to be linear, i.e., $f(n) \sim \alpha n$ for some $\alpha>0$, then an asymptotic analysis suggests that $g(n)$ has the form [186]

$$
\begin{equation*}
g(n) \sim(\log n)^{-\mathrm{a}}, \quad \mathrm{a} \geq 0 \tag{77}
\end{equation*}
$$

on top of the linear growth. This gives rise to an autocorrelation function of the form [186]

$$
\begin{equation*}
\mathcal{C}(t) \sim t^{-a}, \quad a \geq 0 \tag{78}
\end{equation*}
$$

Thus, a power law decay of the autocorrelation results from the logarithmic decay of $g(n)$ on top of the linear growth of $f(n)$. However, constant $\mathrm{a}=0$ implies $g(n) \sim$ const, which results in autocorrelation that does not decay over time and can be periodic. Such non-decaying behavior of autocorrelation usually gives rise to the unusual splitting of the Lanczos coefficients [186, 233, 259]. An alternate point of view from the continuity of the spectral function is also discussed [1, 226].

Similar odd and even separation (with different growth) was observed in the next-to-leading order expansion in the large $q$ SYK model [193], and around the saddle point solution of the Lipkin-Meshkov-Glick (LMG) model [186], as well as in systems mimicking the inhomogeneous Su-Schrieffer-Heeger (SSH) model [259, 260]. More specifically, such cases are prevalent in quantum field theory, especially when an explicit IR cutoff is present (see Sec. XIV). In such a case, however, the pole structure of the autocorrelation function and the asymptotic decay of the spectral function cannot be used to deduce the generic growth of the Lanczos coefficients [224, 225]. The full understanding of such splitting is still under investigation.

We can express the recursive relation (58) in a suggestive way, using a continued fraction [1, 25, 184]

$$
\begin{equation*}
G(z)=\sum_{n=0}^{\infty} \frac{m_{n}}{z^{n+1}}=\frac{1}{1-a_{0} z-\frac{b_{1}^{2} z^{2}}{1-a_{1} z-\frac{b_{2}^{2} z^{2}}{1-a_{2} z-\ldots}}}, \tag{79}
\end{equation*}
$$

where $G(z)$ is the Green's function, which is related to the autocorrelation function $\mathcal{C}(t)$ by a Laplace-like transform

$$
\begin{equation*}
G(z)=i \int_{0}^{\infty} d t e^{-i z t} \mathcal{C}(t) \tag{80}
\end{equation*}
$$

This can be verified using (57). For a Hermitian Liouvilian $\mathcal{L}_{H}$, we have an orthonormal basis and the Green's function can be written as $G_{H}(z)=\left(\mathcal{O}\left|\left(z-\mathcal{L}_{H}\right)^{-1}\right| \mathcal{O}\right)$ with the even moments given by (60), which is connected to the inverse scattering operator [25]. Furthermore, $G(z)$ is associated with paths starting in the first site and returning to it after propagating over the chain. Applying this idea recursively allows for an intuitive understanding of the continuous fraction expansion (79). The continued fraction representation of Green's function is closely related to the generating function of the Motzkin polynomials [249].

## 1. An example: large $q$ SYK model

In principle, the above formalism works for any system. For illustration, we choose the paradigmatic Sachdev-Ye-Kitaev (SYK) model as our system, as done in [ $25,133,184]$. A similar construction has also been considered in the double-scaled SYK model [193, 261, 262]. The motivation for choosing the SYK is twofold - it is numerically amenable [113, 263] and analytically tractable [112] for the desired computation. Further, the model is also important from the holographic considerations due to its similarity with Jackiw-Teitelboim (JT) gravity in the low-energy limit. We consider the $q$-body SYK model with $N$ Majorana fermions, given by the Hamiltonian [98, 104]

$$
\begin{equation*}
H=i^{q / 2} \sum_{1 \leq i_{1}<\cdots<i_{q} \leq N} J_{i_{1} \cdots i_{q}} \psi_{i_{1}} \cdots \psi_{i_{q}} \tag{81}
\end{equation*}
$$

where the fermionic operators $\psi_{i}$ obey the Clifford algebra $\left\{\psi_{a}, \psi_{b}\right\}=\delta_{a b}$, and $J_{i_{1} \cdots i_{q}}$ are random couplings drawn from a Gaussian ensemble with zero mean and variance given by
$\left\langle J_{i_{1} \cdots i_{q}}\right\rangle=0, \quad\left\langle J_{i_{1} \cdots i_{q}}^{2}\right\rangle=\frac{(q-1)!J^{2}}{N^{q-1}}=2^{1-q} \frac{(q-1)!\mathcal{J}^{2}}{q N^{q-1}}$,
where $\mathcal{J}^{2}=2^{1-q} q J^{2}$ is the convenient energy scale in the large $q$ limit. The limit $N \rightarrow \infty$ is already implied and facilitates analytical tractability, especially computing correlation functions in the $1 / q$ expansion. However, for numerical purposes, we choose finite $N$ and thus focus on finite $q$ results. See $[114,264,265]$ for a review of the SYK model and its connection to holography.

Traditionally, the growth of operator size in this model has been studied using the melon diagrams technique in Pauli spin-basis [266] and epidemic models [267]. Let us study the growth of a single Majorana operator, say $\psi_{1}$, and the Krylov complexity, evolved by the Hamiltonian (81). The two-point autocorrelation function $\mathcal{C}(t)=\left(\psi_{1}(t) \mid \psi_{1}(0)\right)_{\beta}$ at finite temperature $1 / \beta$ is known [112]. However, in this section, we only focus on the infinite-temperature case. The autocorrelation function can be expanded as [112]

$$
\begin{equation*}
\mathcal{C}(t)=1+\frac{1}{q} g(t)+O\left(1 / q^{2}\right) \tag{83}
\end{equation*}
$$

Here, we have considered the leading order term in $O(1 / q)$ expansion. The subleading order has also been considered [193, 268], but we ignore that for our discussion. The function $g(t)$ satisfies the Liouville differential equation [25]

$$
\begin{equation*}
\partial_{t}^{2} g(t)=-2 \mathcal{J}^{2} e^{g(t)} \tag{84}
\end{equation*}
$$

With the boundary conditions $g(0)=0$ and $g^{\prime}(0)=0$, we obtain the solution $g(t)=2 \ln (\operatorname{sech}(\mathcal{J} t))$. Hence, the
auto-correlation function in the leading order is given by

$$
\begin{equation*}
\mathcal{C}(t)=1+\frac{2}{q} \ln (\operatorname{sech}(\mathcal{J} t))++O\left(1 / q^{2}\right) \tag{85}
\end{equation*}
$$

This form of autocorrelation directly allows us to compute the moments using (56). Since the autocorrelation is an even function in time, the odd moments vanish $m_{2 n+1}=0$, while the even moments are given by

$$
\begin{equation*}
m_{2 n}=\frac{1}{q} \mathcal{J}^{2 n} T_{n-1}+O\left(1 / q^{2}\right), \quad n \geq 1 \tag{86}
\end{equation*}
$$

expressed in terms of the tangent numbers $\left\{T_{n-1}\right\}_{n=1}^{\infty}=$ $\{1,2,16,272,7936, \cdots\}[269]$. Applying the recursive algorithm (58), we obtain the Lanczos coefficients [25]

$$
b_{n}= \begin{cases}\mathcal{J} \sqrt{2 / q}+O(1 / q) & n=1  \tag{87}\\ \mathcal{J} \sqrt{n(n-1)}+O(1 / q) & n>1\end{cases}
$$

implying an asymptotic growth $b_{n} \sim \alpha n$, with $\alpha=\mathcal{J}$. The growth is set by the energy scale of the problem. Plugging (87) into the differential equation (23), we obtain the Krylov basis wavefunctions as [25]

$$
\varphi_{n}(t)= \begin{cases}1+(2 / q) \ln (\operatorname{sech}(\mathcal{J} t))+O\left(1 / q^{2}\right) & n=0  \tag{88}\\ \sqrt{\frac{2}{n q}} \tanh ^{n}(\mathcal{J} t)+O\left(1 / q^{2}\right) & n \geq 1\end{cases}
$$

It can be easily checked that the total probability is unity $\sum_{n=0}^{\infty}\left|\varphi_{n}(t)\right|^{2}=1$ up to the $O(1 / q)$, as expected. Further, we compute the Krylov complexity as [25]

$$
\begin{equation*}
K(t)=\frac{2}{q} \sinh ^{2}(\mathcal{J} t)+O\left(1 / q^{2}\right) \tag{89}
\end{equation*}
$$

which grows exponentially with Krylov growth coefficient $\lambda_{K}=2 \alpha=2 \mathcal{J}$. It is also straightforward to compute the Krylov variance (27), which is given by

$$
\begin{equation*}
\Delta K(t)^{2}=\frac{1}{2 q} \sinh ^{2}(2 \mathcal{J} t)+O\left(1 / q^{2}\right) \tag{90}
\end{equation*}
$$

This grows exponentially with coefficient $4 \mathcal{J}$.
The infinite-temperature Lyapunov exponent obtained from the OTOC is also available [266]. In particular, it is upper bounded [25]

$$
\begin{equation*}
\lambda_{\mathrm{OTOC}} \leq 2 \alpha \tag{91}
\end{equation*}
$$

The bound is tight, and no tighter bound can be obtained. It is saturated only in the large $q$ limit and remains valid near saturation for finite $q$. However, this inequality is proved only in the infinite-temperature limit for the large $q$ limit. In the finite temperature case, the inequality is only a conjecture. In particular, it was speculated that the bound can only be saturated for all-toall systems. A recent study also formulates the OTOC on the Krylov basis in the SYK model [270]. Further,
the bound (91) is shown to be valid for classical systems and becomes tight for classically chaotic systems, including systems that exhibit saddle-dominated scrambling [25, 186].

In contrast to our analytic computation, we can also numerically determine the Lanczos coefficients from the Lanczos algorithm. In principle, we can choose any fermionic operator which is local in the sense of full Hamiltonian. This includes single or two-body fermionic operators, for example. However, for our numerical analysis, we take $\mathcal{O}=\sqrt{2} \psi_{1}$ as the normalized initial operator, for which we have analytically computed the autocorrelation function in (83). Figure 8 shows the behavior of the Lanczos coefficients $b_{n}$ for $q=4$ with different system sizes (number of fermions) $N$. Since the system is closed, all $a_{n}$ vanish. The behavior of $b_{n}$ is typical for chaotic systems, it grows linearly followed by saturation at $n \gtrsim N / q$ to a system-size dependent value. At $n \sim e^{N}$, the Lanczos coefficients begin to decrease. One needs to exhaust the full Krylov space to see such a full regime of the Lanczos descent of $b_{n}$. See [181] for the full profile of the Lanczos coefficients in SYK. However, in our case, increasing $N$ increases the saturation linearly, which is shown in the right figure in Fig. 8. In the thermodynamic limit, the saturation is pushed to infinity, making it irrelevant physically. Hence, in the thermodynamic limit, only the slope of $b_{n}$ is important, not its saturation value. The slope is linear and given by (87). However, our numerical model consists of $q=4$ body interaction with system sizes up to $N=22$. Hence, both $q$ and $N$ are not large enough to compare our numerical result with the analytical large $q$ (and large $N$ ) result.

Finally, from the numerical results of the Lanczos coefficients, we directly compute the Krylov complexity by solving the Eq. (23). An easy way to achieve this will be discussed in (153). Figure 8 shows the behavior of the Krylov complexity. Here, only transient exponential and linear growth are observed. The crossover happens at the scrambling time $t_{*} \propto \log N / q$, corresponding to the saturation of $b_{n}$. At exponentially large times, the Krylov complexity saturates, which is missing in our analysis. This is because we have not taken the full profile of Lanczos coefficients; the large $n$ Lanczos coefficients are responsible for the late-time value of the Krylov complexity. See [181] for the full profile of Krylov complexity in the SYK model.

## B. Revisiting Lanczos coefficients: a Toda chain method

In this section, we derive an alternate method to compute Lanczos coefficients. This can be obtained from the monic version of the Lanczos algorithm [209], with Euclidean time $\tau=i t$. The method goes as follows: given the autocorrelation $\mathcal{C}(\tau)$, we construct the $(n+1)$ -


FIG. 8. (left) The growth of Lanczos coefficients of $\mathrm{SYK}_{4}$ model at infinite temperature for different system sizes (number of fermions) $N$. The coefficients exhibit linear growth until they saturate to a system size-dependent value. (right) The finite size scaling of the saturation value $\bar{b}_{n}$. For the average, we take coefficients from $n=15$ to $n=25$. The fitted function is $\bar{b}_{n}=0.0465 N+0.0337$ up to four significant digits, shown by the gray line. The ensemble average of Hamiltonians taken are $100(N=14), 100(N=16), 50(N=18), 20(N=20)$ and $10(N=22)$ respectively. In the left figure, $N=14$ data is not shown, while it is evaluated in the right figure. The exponential growth of Krylov complexity is followed by a linear growth in the $\mathrm{SYK}_{4}$ model at infinite temperature. Our system size is $N=22$, and we have taken 10 ensemble averages of the Hamiltonian. The gray solid line indicates the scrambling time $t_{*} \propto \log N / q$, i.e., the boundary between the exponential and the linear growth regime. Due to the small system size $(N=22)$, the exponential regime is transient. We set $\mathcal{J}=1$ in all computations. Adapted from [195].
dimensional square Hankel matrix $\mathscr{M}$ such that

$$
\begin{equation*}
\mathscr{M}_{j k}^{(n)}(\tau)=\mathcal{C}^{(j+k)}(\tau), \quad j, k=0,1, \cdots, n \tag{92}
\end{equation*}
$$

where the $(j, k)$-th element is denoted by the $(j+k)$ th derivative of the autocorrelation, i.e., $\mathcal{C}^{(j+k)}(\tau)=$ $d^{j+k} \mathcal{C}(\tau) / d \tau^{j+k}$. In other words, the Hankel matrix is formed by the $n$-th moments. Then the determinant of this matrix is given by the Toda function

$$
\begin{equation*}
\tau_{n}(\tau)=\operatorname{det} \mathscr{M}^{(n)}(\tau) \tag{93}
\end{equation*}
$$

where $\tau_{0}(\tau)=\mathcal{C}(\tau)$ is the autocorrelation function. The Toda function satisfies the Hirota's bilinear form [271],

$$
\begin{equation*}
\tau_{n} \ddot{\tau}_{n}-\dot{\tau}_{n}^{2}=\tau_{n+1} \tau_{n-1}, \quad \tau_{-1}:=1 \tag{94}
\end{equation*}
$$

where the dot denotes the derivative with respect to $\tau$ and we have suppressed the $\tau$ dependence in $\tau_{n} \equiv \tau_{n}(\tau)$. This equation is equivalent to the Toda chain equation [272, 273]

$$
\begin{equation*}
\ddot{\mathbf{q}}_{n}=e^{\mathbf{q}_{n+1}-\mathbf{q}_{\mathbf{n}}}-e^{\mathbf{q}_{n}-\mathbf{q}_{n-1}}, \quad n=0,1, \cdots \tag{95}
\end{equation*}
$$

with $\mathrm{q}_{-1}=-\infty$, upon the substitution with Toda variables $\mathrm{q}_{n}=\log \left(\tau_{n} / \tau_{n-1}\right)$ with with $\tau_{0}(\tau)=e^{\mathrm{q}_{0}(\tau)}$. Given the Toda function $\tau_{n}(\tau)$, the Lanczos coefficients are obtained as ${ }^{1}$ [209]

$$
\begin{array}{ll}
b_{n+1}^{2}(\tau)=\frac{\tau_{n+1}(\tau) \tau_{n-1}(\tau)}{\tau_{n}^{2}(\tau)}, & n \geq 0 \\
a_{n}(\tau)=\frac{d}{d \tau} \log \left(\frac{\tau_{n}(\tau)}{\tau_{n-1}(\tau)}\right), & n \geq 0 \tag{97}
\end{array}
$$

[^1]which depend on the parameter $\tau$. The parameterdependent Lanczos coefficients are known as Flaschka variables. They are related to the Toda variables as
\[

$$
\begin{align*}
a_{n}(\tau) & =\dot{\mathbf{q}}_{n}(\tau) \\
b_{n+1}(\tau) & =e^{\frac{1}{2}\left(\mathbf{q}_{n+1}(\tau)-\mathbf{q}_{n}(\tau)\right)}, \quad n=0,1, \cdots \tag{98}
\end{align*}
$$
\]

In other words, the Toda equation (95) can alternatively written in the following Flaschka form [274] provided the $a_{n}(\tau)$ and $b_{n}(\tau)$ satisfy

$$
\begin{align*}
\dot{a}_{n}(\tau) & =b_{n+1}^{2}(\tau)-b_{n}^{2}(\tau), & & n \geq 0 \\
\dot{b}_{n+1}(\tau) & =\frac{1}{2} b_{n+1}(\tau)\left(a_{n+1}(\tau)-a_{n}(\tau)\right), & & n \geq 0 \tag{99}
\end{align*}
$$

with $b_{0}=0$. Now we choose an appropriate cutoff $\tau=$ $\tau_{0}$, similar to the moment method. The actual Lanczos coefficients are then given by

$$
\begin{align*}
b_{n+1} & =\left.b_{n+1}(\tau)\right|_{\tau_{0}}, & & n \geq 0  \tag{100}\\
a_{n} & =\left.a_{n}(\tau)\right|_{\tau_{0}}, & & n \geq 0 \tag{101}
\end{align*}
$$

For most cases, we consider $\tau_{0}=0$, but for certain systems (e.g., in CFT), we may need to consider $\tau_{0} \neq 0$. This yields another powerful method to obtain the Lanczos coefficients from the autocorrelation function.

There is a very simple ansatz

$$
\begin{equation*}
b_{n}^{2}(\tau)=b(\tau)^{2} p(n) \tag{102}
\end{equation*}
$$

which satisfies (99) provided $p(n)$ is a polynomial of degree no higher than two. The corresponding solutions were explicitly found in [209]. In the next section, we will encounter exactly the same sequences of $b_{n}$ again when discussing the algebraic approach.

Both the "moment method" and "Toda chain method" are useful in many situations, especially when we know
the analytic form of the autocorrelation function. A particular example is the SYK model [25] (see Sec. XIII B) and its large $q$ expansions [193]. The moment method has been successfully applied to compute the Lanczos coefficients, which have been numerically verified. Another specific interesting case is that of quantum field theories (QFT) and their conformal limit, described by conformal field theories (CFT) [224]. Because of the infinite degrees of freedom, we cannot generate an orthonormal (or bi-orthonormal) basis. However, many theories allow us to compute the autocorrelation function exactly, mainly due to the conformal symmetry. In such cases, the Lanczos coefficients can be exactly computed using either the moment method or the Toda chain method. See Sec. XIV for details.

## VI. COHERENT STATES, COMPLEXITY ALGEBRA, AND DISPERSION BOUND IN KRYLOV SPACE

## A. Coherent states

From the vast array of complex quantum systems, we narrow down our study to those that are symmetrical. We focus on systems where the Liouvillian operator belongs to the Lie algebra of a specific symmetry group. For these systems, the representation of the Liouvillian in the Krylov basis decomposes into two components according to [197]

$$
\begin{equation*}
\mathcal{L}=\alpha\left(\mathcal{L}_{+}+\mathcal{L}_{-}\right) \tag{103}
\end{equation*}
$$

where $\mathcal{L}_{+}$and $\mathcal{L}_{-}$represent the raising and lowering parts of the Liouvillian, akin to ladder operators. While their representations vary across different symmetry groups, their operational essence mirrors that of the creation and annihilation operators, which we will examine shortly. The coefficient $\alpha$ is not constrained by symmetry considerations and must be calibrated based on the system's specifics and according to the chosen norm. Considering the scenario where $a_{n}=0$, the action of $\mathcal{L}_{ \pm}$ on the Krylov basis is given by (39):

$$
\begin{align*}
& \left.\left.\alpha \mathcal{L}_{+} \mid \mathcal{O}_{n}\right)=b_{n+1} \mid \mathcal{O}_{n+1}\right)  \tag{104}\\
& \left.\left.\alpha \mathcal{L}_{-} \mid \mathcal{O}_{n}\right)=b_{n} \mid \mathcal{O}_{n-1}\right) \tag{105}
\end{align*}
$$

Systems with non-vanishing $a_{n}$ can be also considered [253]. Notably, the temporal evolution dictated by the Liouvillian (103) can be equivalently described through the evolution of coherent states, which are constructed via the exponential action of the ladder operators [197, 275],

$$
\begin{equation*}
D(\xi):=e^{\xi \mathcal{L}_{+}-\bar{\xi} \mathcal{L}_{-}} \tag{106}
\end{equation*}
$$

where $\xi$ denotes a complex number, with $\bar{\xi}$ being its complex conjugate. The operator $D(\xi)$, known as the displacement operator, corresponds to the Lie group generated by the ladder operators $\mathcal{L}_{ \pm}$. Similar displacement
operators frequently arise when studying coherent states in quantum optics. A prototypical coherent state emerges from the application of $D(\xi)$ to a reference state $|\psi\rangle[275]$. We next explore how a judicious selection of $\xi$ and $|\psi\rangle$ facilitates the study of operator growth in Krylov space governed by the Liouvillian (103) with specific symmetry groups.

## 1. $\mathrm{SL}(2, \mathbb{R})$ algebra

Our first example is the algebra of $\operatorname{SL}(2, \mathbb{R})$, which is locally isomorphic to $\operatorname{SU}(1,1)$ [275]. The generators of this group are the set $\left\{L_{0}, L_{ \pm 1}\right\}$, where they satisfy the following Lie algebra [275]

$$
\begin{equation*}
\left[L_{0}, L_{ \pm 1}\right]=\mp L_{ \pm 1}, \quad\left[L_{1}, L_{-1}\right]=2 L_{0} \tag{107}
\end{equation*}
$$

The above generators construct the complete representation of the Lie algebra [197, 275]

$$
\begin{align*}
L_{0}|h, n\rangle & =(h+n)|h, n\rangle \\
L_{-1}|h, n\rangle & =\sqrt{(n+1)(2 h+n)}|h, n+1\rangle  \tag{108}\\
L_{1}|h, n\rangle & =\sqrt{n(2 h+n-1)}|h, n-1\rangle
\end{align*}
$$

Here, $h$ and $n \geq 0$ are two indices for the corresponding states $|h, n\rangle$, usually known as the conformal weight and the excitation index, respectively. The states obey the condition $\langle h, m \mid h, n\rangle=\delta_{m, n}$, ensuring orthonormality. Furthermore, we can introduce the Casimir operator $\mathrm{C}_{2}=L_{0}^{2}-\frac{1}{2}\left(L_{-1} L_{1}+L_{1} L_{-1}\right)$ of the algebra, which acts invariantly on the state $|h, n\rangle$ [275]

$$
\begin{equation*}
\mathrm{C}_{2}|h, n\rangle=h(h-1)|h, n\rangle \tag{109}
\end{equation*}
$$

Since the Casimir operator commutes with $L_{0}$, the states $|h, n\rangle$ are the simultaneous eigenstates of $\mathrm{C}_{2}$ and $L_{0}$. This fact is evident from (108) and (109).

The states $|h, n\rangle$ are obtained by the repeated action ( $n$-fold) of the generator $L_{-1}$ on the highest-weight state $|h\rangle$, expressed as [197, 275]

$$
\begin{equation*}
|h, n\rangle=\sqrt{\frac{\Gamma(2 h)}{n!\Gamma(2 h+n)}} L_{-1}^{n}|h\rangle \tag{110}
\end{equation*}
$$

Interestingly, the generalized coherent states of the $\operatorname{SL}(2, \mathbb{R})$ algebra $|z, h\rangle$ are obtained by the action of the displacement operator $D(\xi)$ [197, 275]:

$$
\begin{equation*}
|z, h\rangle=D(\xi)|h\rangle, \quad D(\xi)=e^{\xi L_{-1}-\bar{\xi} L_{1}} \tag{111}
\end{equation*}
$$

The parametrization between $z$ and $\xi$ is given by

$$
\begin{equation*}
z=\frac{\xi}{|\xi|} \tanh (|\xi|) \tag{112}
\end{equation*}
$$

where $|\xi|^{2}=\xi \bar{\xi}$. Thus, a generic coherent state aligned with the $\mathrm{SL}(2, \mathbb{R})$ symmetry can be written explicitly in
the eigenbasis $\{|h, n\rangle\}$ as [197, 198, 275]

$$
\begin{equation*}
|z, h\rangle=\left(1-|z|^{2}\right)^{h} \sum_{n=0}^{\infty} z^{n} \sqrt{\frac{(2 h)_{n}}{n!}}|h, n\rangle . \tag{113}
\end{equation*}
$$

Here, $(a)_{n}=\Gamma(a+n) / \Gamma(a)$ is the Pochhammer symbol. With the above formalism in hand, we define the Liouvillian as a combination of $L_{ \pm 1}$ according to [197]

$$
\begin{equation*}
\mathcal{L}=\alpha\left(L_{1}+L_{-1}\right), \tag{114}
\end{equation*}
$$

where $\alpha$ is a non-zero real coefficient. Although we do not impose any constraint on it, we take it independent of both $h$ and $n$. In Eq. (114), we can also include $L_{0}$ and an identity operator. However, for the discussion, we stick to the simplest choice in (114). To appreciate the generic structure of the operator evolution [197]

$$
\begin{equation*}
\left.\left.\mid \mathcal{O}(t)) \equiv e^{i \mathcal{L} t} \mid \mathcal{O}\right) \equiv e^{i \alpha\left(L_{1}+L_{-1}\right) t} \mid \mathcal{O}\right) \tag{115}
\end{equation*}
$$

note that the time-evolution operator generated by the Liouvillian (114) is nothing but the displacement operator of the algebra with $\xi=i \alpha t$. Once we identify the initial operator as the highest-weight state of the representation, we can immediately identify the time-evolved state and the Krylov basis [197, 198],

$$
\begin{equation*}
\left.\mid \mathcal{O}(t))=|z, h\rangle, \quad \mid \mathcal{O})=|h\rangle, \quad \mid \mathcal{O}_{n}\right)=|h, n\rangle, \tag{116}
\end{equation*}
$$

with the corresponding Lanczos coefficients. In particular, in this case, it is easy to see that they are given by the eigenvalues of the $\operatorname{SL}(2, \mathbb{R})$ generators [197]

$$
\begin{equation*}
b_{n}=\alpha \sqrt{n(n-1+2 h)} . \tag{117}
\end{equation*}
$$

Thus, the corresponding operator evolution is governed by the $\mathrm{SL}(2, \mathbb{R})$ symmetry. This completely furnishes the structure of the operator evolution corresponding to the underlying symmetry algebra.

We note that the behavior (117) is one of the examples of the exactly solvable Toda equations (99) with the factorizable $b_{n}^{2}(\tau)$ (102). The time dependence, which we discuss below, can be extended to Toda formalism using Wick rotation $\tau=i t$.

So far, the discussion is completely general and restrained by the $\mathrm{SL}(2, \mathbb{R})$ symmetry only. However, to make contact with our previous discussion, we identify $\xi=i \alpha t$. This readily gives $z=i \tanh \alpha t$ and the timeevolved operator is given by the coherent state [197, 198]

$$
\begin{align*}
\mid \mathcal{O}(t)) & =\left.|z, h\rangle\right|_{z=i \tanh \alpha t, h=\eta / 2} \\
& \left.\left.=\sum_{n=0}^{\infty} \sqrt{\frac{(\eta)_{n}}{n!}} \operatorname{sech}^{\eta}(\alpha t) \tanh ^{n}(\alpha t) \right\rvert\, \mathcal{O}_{n}\right) \tag{118}
\end{align*}
$$

where $\eta$ is related to the parameters of the operator growth hypothesis (49) by $\eta=2 \gamma / \alpha+1$ [25]. Hence, the Krylov basis function is easily obtained by the expansion coefficients of the above time-evolved operator,


FIG. 9. (left) Snapshots (each curve shows a fixed time) of the Krylov basis wavefunction (120), with $\alpha=1$ and $\eta=1.5$. While $n$ is a discrete index, we treat it as a continuum value for visual display. At late times, the large $n$ wavefunctions become more dominant. The tail decays exponentially (not shown in the above figure) according to (121) for large $n$, with the exponentially increasing delocalization length. (right) Snapshots of Krylov basis wavefunctions (145) for the HW algebra $(\alpha=1)$. Adapted from [197].
associated with the Lanczos coefficients. They read [25]

$$
\begin{align*}
b_{n} & =\alpha \sqrt{n(n-1+\eta)}  \tag{119}\\
\varphi_{n}(t) & =\sqrt{\frac{(\eta)_{n}}{n!}} \operatorname{sech}^{\eta}(\alpha t) \tanh ^{n}(\alpha t) \tag{120}
\end{align*}
$$

with the same choice of parameters $z$ and $h$, as in (118). One can check that (120) satisfies the recurrence relation (23) with the corresponding Lanczos coefficients (119). Each $\varphi_{n}(t)$ shows an exponentially decreasing behavior $\sim e^{-\eta \alpha t}$ at late times, independent of $n$. For a finite time, Fig. 9 (left) shows snapshots of the wavefunction at each time. As time progresses, the contribution of the higher $\varphi_{n}$ becomes more dominant. To find the asymptotic tail of such behavior, consider the asymptotic limit of (120). We find [25]

$$
\begin{equation*}
\varphi_{n}(t) \simeq n^{\frac{\eta-1}{2}} \tanh ^{n}(\alpha t) \sim e^{-n / \xi(t)} n^{\frac{\eta-1}{2}} \tag{121}
\end{equation*}
$$

where $\xi(t)^{-1} \sim 2 e^{-2 \alpha t}$. This expression follows from the asymptotic expansion $\Gamma(n+\eta) / \Gamma(n) \sim n^{\eta}$ for $n \rightarrow \infty$, ignoring any $n$-independent terms, which are irrelevant in the asymptotic limit. The delocalization length $\xi(t)$ grows exponentially, i.e., the operator delocalizes [233]. Later, we will see a dissipative version [184] of this delocalization in Eq. (300).

The probability is conserved $\sum_{n=0}^{\infty}\left|\varphi_{n}(t)\right|^{2}=1$ and the Krylov complexity reads [25]

$$
\begin{equation*}
K(t)=\sum_{n=0}^{\infty} n\left|\varphi_{n}(t)\right|^{2}=\eta \sinh ^{2}(\alpha t) \sim \eta e^{2 \alpha t} \tag{122}
\end{equation*}
$$

which is exponential with an arbitrary prefactor $\eta$ which does not scale with $n$. Let us consider two special values of $\eta$. For the simplest case, with $\eta=1$, the Lanczos coefficients become linear, and the Krylov basis functions are given by $[25,194]$

$$
\begin{equation*}
b_{n}=\alpha n, \quad \varphi_{n}(t)=\operatorname{sech}(\alpha t) \tanh ^{n}(\alpha t) . \tag{123}
\end{equation*}
$$

The autocorrelation function is $\varphi_{0}(t)=\operatorname{sech}(\alpha t) \equiv$ $\mathcal{C}_{1}(t)$, whose property, pole structure, and corresponding spectral function is already discussed in detail, see Sec. V A. The Krylov complexity grows exponentially $K(t)=\sinh ^{2}(\alpha t) \sim e^{2 \alpha t}$.

The second choice concerns the SYK model. The above result correctly reproduces the analytic expressions in this model. Identifying $\alpha=\mathcal{J}, \eta=2 / q$ in (119), and performing the $1 / q$ expansion readily gives

$$
b_{n}=\alpha \sqrt{n(n-1+2 / q)}=\mathcal{J} \sqrt{n(n-1)}+O(1 / q)
$$

which is exactly (87) for $n>1$. Both the Krylov wavefunction and Krylov complexity also reduce to (88) and (89) upon the same identification. This is intimately tied with the underlying $\operatorname{SL}(2, \mathbb{R})$ symmetry of the Liouvillian generator, which we have exploited in the corresponding melon diagrams in (172). Later, we see this generic structure of algebra is also retained when we include an addition coefficient $a_{n}$ for open systems (see Eq. (294)).

## 2. Heisenberg-Weyl (HW) algebra

The Heisenberg-Weyl (HW) algebra is generated by the four generators $\left\{a, a^{\dagger}, \mathbb{I}, \hat{n}\right\}$. Here $\mathbb{I}$ is the identity operator, and $\hat{n}=a^{\dagger} a$ is the number operator. They satisfy the following algebra

$$
\begin{equation*}
\left[a, a^{\dagger}\right]=\mathbb{I}, \quad[n, a]=-a, \quad\left[n, a^{\dagger}\right]=a^{\dagger} \tag{124}
\end{equation*}
$$

The Hilbert space is infinite-dimensional and spanned by the number basis set

$$
\begin{equation*}
|n\rangle=\frac{1}{\sqrt{n!}}\left(a^{\dagger}\right)^{n}|0\rangle \tag{125}
\end{equation*}
$$

where $|0\rangle$ is the lowest-weight state in the representation corresponding to $n=0$, i.e., $\langle 0| \hat{n}|0\rangle=0$. In other words, it is annihilated by the operator $a$, i.e., $a|0\rangle=0$. The basis states are orthonormal $\langle m \mid n\rangle=\delta_{m, n}$. The creation $\left(a^{\dagger}\right)$ and annihilation (a) operators act on the number state according to

$$
\begin{equation*}
a^{\dagger}|n\rangle=\sqrt{n+1}|n+1\rangle, \quad a|n\rangle=\sqrt{n}|n-1\rangle \tag{126}
\end{equation*}
$$

They are also known as the raising and the lowering operator, respectively, as obvious from their action. The generic coherent states is given by [197, 275]:

$$
\begin{equation*}
|z\rangle=D(z)|0\rangle, \quad D(z)=e^{z a^{\dagger}-\bar{z} a} \tag{127}
\end{equation*}
$$

with $z=e^{i \phi}$ being a complex number. The operator $D(z)$ is the standard displacement operator. Using (125) and the algebra (124), we obtain the generic form of the coherent state

$$
\begin{equation*}
|z\rangle=e^{-|z|^{2} / 2} \sum_{n=0}^{\infty} \frac{z^{n}}{\sqrt{n!}}|n\rangle \tag{128}
\end{equation*}
$$

To find the operator evolution, we write the Liouvillian in terms of the creation and annihilation operator [197]

$$
\begin{equation*}
\mathcal{L}=\alpha\left(a^{\dagger}+a\right) \tag{129}
\end{equation*}
$$

Following the identification $z=i \alpha t$, the Krylov basis and the time-evolved operator can readily be obtained as a coherent state [197]

$$
\begin{equation*}
\left.\mid \mathcal{O}(t))=|z=i \alpha t\rangle=e^{i \alpha\left(a^{\dagger}+a\right) t}|0\rangle, \quad \mid \mathcal{O}_{n}\right)=|n\rangle \tag{130}
\end{equation*}
$$

Similarly, we identify the Lanczos coefficients and the Krylov basis wavefunctions [197]

$$
\begin{equation*}
b_{n}=\alpha \sqrt{n}, \quad \varphi_{n}(t)=e^{-\alpha^{2} t^{2} / 2} \frac{(\alpha t)^{n}}{\sqrt{n!}} \tag{131}
\end{equation*}
$$

such that the wavefunction is appropriately normalized, i.e., $\sum_{n=0}^{\infty}\left|\varphi_{n}(t)\right|^{2}=1$. The snapshots of the wavefunctions are shown in Fig. 9 (right). The Krylov complexity is given by [197]

$$
\begin{equation*}
K(t)=\sum_{n=0}^{\infty} n\left|\varphi_{n}(t)\right|^{2}=\alpha^{2} t^{2} \tag{132}
\end{equation*}
$$

which grows quadratically over time. This algebra is thus an example of a system where the Lanczos coefficients grow sub-linearly, and therefore the Krylov complexity grows sub-exponentially, in particular quadratically. Various generalizations and extensions of the above algebra are possible, like the $q$-deformed version. An interesting extension was done for the Schrödinger group in [276].

## 3. $S U(2)$ algebra

The $\mathrm{SU}(2)$ algebra is defined by the set of three generators $\left\{J_{i}\right\}_{i=1}^{3}$, obeying the following commutation rule [275]

$$
\begin{equation*}
\left[J_{i}, J_{j}\right]=i \epsilon_{i j k} J_{k}, \quad i, j, k=1,2,3 \tag{133}
\end{equation*}
$$

where $\epsilon_{i j k}$ is the Levi-Civita symbol. Introducing the raising and lowering operators $J_{ \pm}=J_{1} \pm i J_{2}$, and relabeling $J_{3} \equiv J_{0}$, the $\mathrm{SU}(2)$ algebra is written as

$$
\begin{equation*}
\left[J_{0}, J_{ \pm}\right]= \pm J_{ \pm}, \quad\left[J_{+}, J_{-}\right]=2 J_{0} \tag{134}
\end{equation*}
$$

The Casimir operator of this algebra is $J^{2}:=J_{1}^{2}+J_{2}^{2}+$ $J_{3}^{2}=J_{+} J_{-}+J_{0}^{2}$. Since $\left[J^{2}, J_{0}\right]=0$, they have a common eigenbasis

$$
\begin{align*}
J^{2}|j, n\rangle & =j(j+1)|j, n\rangle  \tag{135}\\
J_{0}|j, n\rangle & =n|j, n\rangle \tag{136}
\end{align*}
$$

The states are orthonormal $\left\langle j, n \mid j^{\prime}, n^{\prime}\right\rangle=\delta_{j j^{\prime}} \delta_{n n^{\prime}}$. The quantum numbers $j=0,1 / 2,1, \cdots$ and $n$ with $-j \leq$ $n \leq j$ are spin quantum numbers. For convenience, we
shift $n \rightarrow-j+n$, such that $0 \leq n \leq 2 j$. The lowestweight state is $|j,-j\rangle$ which is annihilated by $J_{-}$, i.e, $J_{-}|j,-j\rangle=0$. A similar action on the highest-weight state is $J_{+}|j, j\rangle=0$. However, repeated action of $J_{+}$on the lowest-weight state $|j,-j\rangle$ builds the corresponding orthonormal basis states [197, 275]

$$
\begin{equation*}
|j,-j+n\rangle=\sqrt{\frac{\Gamma(2 j-n+1)}{n!\Gamma(2 j+1)}} J_{+}^{n}|j,-j\rangle \tag{137}
\end{equation*}
$$

which we denote with another index $n$. Alternatively, we could reach the same state from the highest-weight state $|j, j\rangle$ and the repeated action of $J_{-}$. The action of the generators $\left\{J_{ \pm}, J_{0}\right\}$ on this state (137) is the following [197, 275]

$$
\begin{align*}
J_{0}|j,-j+n\rangle & =(-j+n)|j,-j+n\rangle \\
J_{+}|j,-j+n\rangle & =\sqrt{(n+1)(2 j-n)}|j,-j+n+1\rangle \\
J_{-}|j,-j+n\rangle & =\sqrt{n(2 j-n+1)}|j,-j+n-1\rangle \tag{138}
\end{align*}
$$

Similar to the $\mathrm{SL}(2, \mathbb{R})$ and $\mathrm{SU}(2)$ cases, the coherent states $|z, j\rangle$ are obtained by the action of the displacement operator $D(\xi)$ [197, 275]:

$$
\begin{equation*}
|z, j\rangle=D(\xi)|j,-j\rangle, \quad D(\xi)=e^{\xi J_{+}-\bar{\xi} J_{-}} \tag{139}
\end{equation*}
$$

where $z=\tan (\theta / 2) e^{i \phi}$. As a result, the $\mathrm{SU}(2)$ coherent state is written in the eigenbasis as [197, 198, 275]

$$
\begin{equation*}
|z, j\rangle=\left(1+|z|^{2}\right)^{-j} \sum_{n=0}^{\infty} z^{n} \sqrt{\frac{\Gamma(2 j+1)}{n!\Gamma(2 j-n+1)}}|j,-j+n\rangle . \tag{140}
\end{equation*}
$$

This completes the general discussion of the familiar $\mathrm{SU}(2)$ algebra. To connect with our discussion, we split the Liouvillian according to [197]

$$
\begin{equation*}
\mathcal{L}=\alpha\left(J_{+}+J_{-}\right) . \tag{141}
\end{equation*}
$$

The operator evolution is given by [197]

$$
\begin{equation*}
\left.\left.\mid \mathcal{O}(t)) \equiv e^{i \mathcal{L} t} \mid \mathcal{O}\right) \equiv e^{i \alpha\left(J_{+}+J_{-}\right) t} \mid \mathcal{O}\right) \tag{142}
\end{equation*}
$$

With the initial operator $|\mathcal{O}\rangle=|j,-j\rangle$, given that the effective evolution is described by the displacement operator (139), the time-evolved operator is given by the coherent state [197], i.e.,

$$
\begin{align*}
\mid \mathcal{O}(t)) & :=|z=i \tan (\alpha t), j\rangle \\
\left.\mid \mathcal{O}_{n}\right) & :=|j,-j+n\rangle, \quad n=0, \cdots, 2 j \tag{143}
\end{align*}
$$

In other words, we have identified the Krylov basis states with the orthonormal spin states. Hence the Lanczos coefficients and the Krylov basis wavefunctions are readily identified [197]

$$
\begin{align*}
b_{n} & =\alpha \sqrt{n(2 j-n+1)},  \tag{144}\\
\varphi_{n}(t) & =\sqrt{\frac{\Gamma(2 j+1)}{n!\Gamma(2 j-n+1)}} \sec ^{-2 j}(\alpha t) \tan ^{n}(\alpha t) . \tag{145}
\end{align*}
$$



FIG. 10. (left) Variation of Lanczos coefficients for SU(2) algebra for $j=25$. The structure is generic for any spin $j$. The coefficient reaches at maximum for $n=j+1 / 2$ (shown by opaque and vertical blue line) with $b_{j+1 / 2}$ (shown by dashed black line), while it vanishes at the end of the Krylov space $b_{2 j+1}=0$. A comparison between the $\mathrm{SL}(2, \mathbb{R})$ and HW algebra is shown in Fig. 11(b). (right) Evolution of the Krylov basis wavefunctions (145) for $\mathrm{SU}(2)$ algebra for $j=3$ for range $t \in[0, \pi / 2]$ (we choose $\alpha=1$ ). The dimension of the Hilbert space is $2 j+1=7$. Adapted from [197].

The Krylov dimension $D_{K}$ is identified when $b_{D_{K}}=0$, which implies $D_{K}=2 j+1$, the same as the Hilbert space dimension. Due to the finite structure of the Hilbert space, $b_{n}$ furnishes the symmetry

$$
\begin{equation*}
b_{1}=b_{2 j}=\alpha \sqrt{2 j}, \quad b_{\max }=\alpha\left(j+\frac{1}{2}\right) . \tag{146}
\end{equation*}
$$

The variation of the Lanczos coefficients is shown in Fig. 10 (left). The coefficients peak at $n=j+1 / 2$ with $b_{j+1 / 2}=b_{\max }$ and vanish at the end of the Krylov space. The corresponding evolution of a set of wavefunctions is shown in Fig. 10 (right). The symmetry structure of $b_{n}$ reflects the symmetric profile of the wavefunctions. They are normalized, i.e., $\sum_{n=0}^{2 j}\left|\varphi_{n}(t)\right|^{2}=1$. Hence, the Krylov complexity is given by [197]

$$
\begin{equation*}
K(t)=\sum_{n=0}^{2 j} n\left|\varphi_{n}(t)\right|^{2}=2 j \sin ^{2}(\alpha t) \tag{147}
\end{equation*}
$$

Since $\alpha \in \mathbb{R}_{+}$, the complexity is periodic. The average complexity is $\bar{K}=j$, which is directly proportional to the spin. This fact has been exploited in the computation of the Krylov state (spread) complexity (see Sec. IX) for spin $j=N / 2$ representation of $\mathrm{SU}(2)$ algebra for the paramagnetic Hamiltonian, where $N$ represents the number of lattice sites [277].

A particular extension of the above algebra is known as the q-deformed $\mathrm{SU}(2)$ algebra [278] (denoted as $\mathrm{SU}_{\mathrm{q}}(2)$ ), which was first studied in Ref. [277] in the context of quantum many-body scars. This amounts to define $[x]_{\mathrm{q}}$, the q-deformed number of $x$, such that [278]

$$
\begin{equation*}
[x]_{\mathrm{q}}=\frac{\mathrm{q}^{x}-\mathrm{q}^{-x}}{\mathrm{q}-\mathrm{q}^{-1}}, \quad \lim _{\mathrm{q} \rightarrow 1}[x]_{\mathrm{q}}=x . \tag{148}
\end{equation*}
$$

The $\mathrm{SU}(2)$ algebra (134) is modified according to

$$
\begin{equation*}
\left[J_{0}, J_{ \pm}\right]= \pm J_{ \pm}, \quad\left[J_{+}, J_{-}\right]=\left[2 J_{0}\right]_{\mathrm{q}} \tag{149}
\end{equation*}
$$

where $\left[2 J_{0}\right]_{\mathrm{q}}$ is the q-deformed version of the operator $2 J_{0}$, with the associated Lanczos coefficients [277]

$$
\begin{equation*}
b_{n}^{(\mathrm{q})}=\alpha \sqrt{[n]_{\mathrm{q}}[2 j-n+1]_{\mathrm{q}}}, \quad \lim _{\mathrm{q} \rightarrow 1} b_{n}^{(\mathrm{q})}=b_{n} \tag{150}
\end{equation*}
$$

where $b_{n}$ is the $\mathrm{SU}(2)$ Lanczos coefficients (144). For a more detailed application, see [277].

## B. Complexity algebra: the simplicity hypothesis

The particular tridiagonal structure of the Liouvillian (21) and the Krylov operator (28) in the Krylov basis enables us to define a particular notion of algebra in Krylov space. To see this, we define the anti-Liouvillian [197, 279]

$$
\mathcal{M}:=\left(\begin{array}{cccccc}
0 & -b_{1} & & & &  \tag{151}\\
b_{1} & 0 & -b_{2} & & & \\
& b_{2} & 0 & & & \\
& & & \ddots & & \\
& & & & 0 & -b_{D_{K}-1} \\
& & & & b_{D_{K}-1} & 0
\end{array}\right)
$$

with the property $\mathcal{M}^{\dagger}=\mathcal{M}^{\top}=-\mathcal{M}$, and a real vector $\mid \varphi(t)):=\left(\varphi_{0}(t), \varphi_{1}(t), \varphi_{2}(t), \ldots, \varphi_{D_{K}-1}(t)\right)^{\top}$, where T denotes the transpose. Note that, analogously to the Liouvillian in (103), the anti-Liouvillian may be decomposed into two components simply as $\mathcal{M} \propto \mathcal{L}_{+}-\mathcal{L}_{-}$. In the Krylov basis, the anti-Liouvillian is expressed as

$$
\begin{equation*}
\mathcal{M}=\sum_{n=0}^{D_{K}-1} b_{n+1}\left[\mid \mathcal{O}_{n+1}\right)\left(\mathcal{O}_{n}|-| \mathcal{O}_{n}\right)\left(\mathcal{O}_{n+1} \mid\right] \tag{152}
\end{equation*}
$$

The normalization (25) corresponds to the unit norm $(\varphi(t) \mid \varphi(t))=1$. This allows one to write Eq. (23) in the form of a linear dynamical system of the form

$$
\begin{equation*}
\left.\left.\partial_{t} \mid \varphi(t)\right)=\mathcal{M} \mid \varphi(t)\right) \tag{153}
\end{equation*}
$$

with initial condition in the Krylov basis $\mid \varphi(0))=$ $(1,0,0, \ldots, 0)^{\top}$. This is simply the (imaginarytime) Schrödinger equation of $\mid \varphi(0))$ with an effective Hamiltonian $\mathcal{M}$. In particular, the definition of the vector $\mid K(t)):=\sqrt{\mathcal{K}} \mid \varphi(t))=$ $\left(\varphi_{0}(t), \sqrt{1} \varphi_{1}(t), \sqrt{2} \varphi_{2}(t), \ldots, \sqrt{D_{K}-1} \varphi_{D_{K}-1}(t)\right)^{\top}, \quad$ allows to directly solve (153) with the appropriate initial condition. The Krylov complexity is thus equivalent to the norm $K(t)=(K(t) \mid K(t))$. This form is particularly suitable for the numerical evaluation of Krylov complexity from the numerical form of the Lanczos coefficients. See [280] for the detailed numerical implementation.

The Liouvillian, the anti-Liouvillian, and the Krylov complexity operator always obey the commutation relations [197]

$$
\begin{equation*}
[\mathcal{K}, \mathcal{M}]=\mathcal{L}, \quad[\mathcal{K}, \mathcal{L}]=\mathcal{M} \tag{154}
\end{equation*}
$$

However, the commutator between the Liouvillian and the anti-Liouvillian $[\mathcal{L}, \mathcal{M}]$ is not universal. Yet, it is diagonal in the Krylov basis [197]

$$
\begin{equation*}
\left.[\mathcal{L}, \mathcal{M}]=2 \sum_{n=0}^{D_{K}-1}\left(b_{n+1}^{2}-b_{n}^{2}\right) \mid \mathcal{O}_{n}\right)\left(\mathcal{O}_{n} \mid\right. \tag{155}
\end{equation*}
$$

with the diagonal coefficients given by the difference between the squared Lanczos coefficients. Since $\mathcal{K}$ is diagonal in this basis, the commutator $[\mathcal{K},[\mathcal{L}, \mathcal{M}]]=0$ always holds. This also follows from the Jacobi identity

$$
\begin{equation*}
[\mathcal{K},[\mathcal{L}, \mathcal{M}]]+[\mathcal{L},[\mathcal{M}, \mathcal{K}]]+[\mathcal{M},[\mathcal{K}, \mathcal{L}]]=0 \tag{156}
\end{equation*}
$$

using (154). In principle, any polynomial of $\mathcal{K}$ will satisfy $[\mathcal{K},[\mathcal{L}, \mathcal{M}]]=0$. However, a particular choice [197]

$$
\begin{equation*}
[\mathcal{L}, \mathcal{M}]=\alpha \mathcal{K}+\gamma \mathbb{I}, \quad \alpha, \gamma \in \mathbb{R} \tag{157}
\end{equation*}
$$

is often referred to as the simplicity hypothesis [197]. Here, the identity matrix is denoted by $\mathbb{I}$. The commutator $[\mathcal{L}, \mathcal{M}]$ is directly proportional to the Krylov complexity operator $\mathcal{K}$, which is otherwise non-trivial. This amounts to the redefinition $\tilde{\mathcal{K}}=\alpha \mathcal{K}+\gamma \mathbb{I}$, such that the modified operator $\tilde{\mathcal{K}}$ closes the complexity algebra [279], i.e.,

$$
\begin{equation*}
[\tilde{\mathcal{K}}, \mathcal{M}]=\alpha \mathcal{L}, \quad[\tilde{\mathcal{K}}, \mathcal{L}]=\alpha \mathcal{M}, \quad[\mathcal{L}, \mathcal{M}]=\tilde{\mathcal{K}} \tag{158}
\end{equation*}
$$

It is straightforward to see that Eq. (155) satisfies (157), provided the Lanczos coefficients take the following form [197, 279]

$$
\begin{equation*}
b_{n}=\sqrt{\frac{1}{4} \alpha n(n-1)+\frac{1}{2} \gamma n} \tag{159}
\end{equation*}
$$

with $n \geq 0$. In other words, the simplicity hypothesis restricts the growth of Lanczos coefficients, with linear growth being the maximal. This particular form completely specifies the behavior of the Krylov complexity for the associated algebra. To understand this, consider the first-time derivative of Krylov complexity

$$
\begin{equation*}
\left.\partial_{t} K(t)=\partial_{t}(\varphi(t)|\mathcal{K}| \varphi(t))\right\rangle=(\varphi(t)|[\mathcal{K}, \mathcal{M}]| \varphi(t)) \tag{160}
\end{equation*}
$$

where to deduce the second equality, we used (153) with $\mathcal{M}^{\dagger}=\mathcal{M}^{\top}=-\mathcal{M}$. Each additional time derivative of the Krylov complexity brings a commutator with $\mathcal{M}$. The $\ell$-th time derivative gives

$$
\begin{equation*}
\partial_{t}^{\ell} K(t)=(\varphi(t) \mid[\ldots[[\mathcal{K}, \mathcal{M}] \underbrace{], \mathcal{M}], \ldots, \mathcal{M}]}_{\ell \text {-times }} \mid \varphi(t)) \tag{161}
\end{equation*}
$$

the nested commutator being evaluated in the state $\mid \varphi(t))$. The behavior of these nested commutators provides the differential equation for its time evolution and thus fully characterizes the dynamics of Krylov complexity. For example, the second derivative reads [279, 281]

$$
\begin{equation*}
\partial_{t}^{2} K(t)=(\varphi(t)|[\mathcal{L}, \mathcal{M}]| \varphi(t)) \tag{162}
\end{equation*}
$$



FIG. 11. Examples of the three different cases of the simplicity hypothesis. (a) Time evolution of Krylov complexity $K(\sqrt{\gamma} t)$, is plotted against the rescaled time $\sqrt{\gamma} t$. For the $\operatorname{SL}(2, \mathbb{R})$ case we choose $\alpha=4$ and $\gamma=202$. (b) The behavior of the Lanczos coefficients. The particular case of SU(2) is shown in detail in Fig. 10. Adapted from [279].
where we have used $[\mathcal{K}, \mathcal{M}]=\mathcal{L}$. Provided that the simplicity algebra is fulfilled [279]

$$
\begin{equation*}
\partial_{t}^{2} K(t)=\alpha K(t)+\gamma \tag{163}
\end{equation*}
$$

This equation has also been termed as the Ehrenfest theorem for the Krylov complexity [281]. Three special cases can be distinguished:

Case 1: Linear growth $\xi^{\operatorname{SL}}(2, \mathbb{R})$ algebra. This particular case corresponds to $\alpha=4 \alpha^{2}$ and $\gamma=\alpha / 2=2 \alpha^{2}$. Then, $b_{n}$ grows linearly in the asymptotic limit of $n$, as $b_{n}=\alpha n$. The complexity algebra is $[\mathcal{L}, \mathcal{M}]=$ $2 \alpha^{2}(2 \mathcal{K}+\mathbb{I})$. Since $\alpha, \gamma>0$, the solution of the Eq. (163), with the initial condition $K(0)=0$ and $K(-t)=K(t)$, is given by

$$
\begin{equation*}
K(t)=\frac{2 \gamma}{\alpha} \sinh ^{2}(\sqrt{\alpha} t / 2)=\sinh ^{2}(\sqrt{\gamma} t / \sqrt{2}) \sim e^{2 \alpha t} \tag{164}
\end{equation*}
$$

in the asymptotic limit. However, $\gamma=\alpha / 2$ is not necessarily required - arbitrary independent $\gamma$ and $\alpha$ also give the linear growth in the asymptotic limit. Such growth of Lanczos coefficients gives rise to the exponential growth of the Krylov complexity. This growth corresponds to SL( $2, \mathbb{R}$ ) algebra [197, 279]; see Sec. VI A 1.

Case 2: Sublinear growth $\mathcal{E}$ HW algebra. This particular case corresponds to $\alpha=0$ and $\gamma=2 \alpha^{2}$, when the simplicity algebra closes with $[\mathcal{L}, \mathcal{M}]=2 \alpha^{2} \mathbb{I}$. The growth of the Lanczos coefficients $b_{n}$ is sublinear in the asymptotic limit of $n, b_{n}=\alpha \sqrt{n}$ for $n \geq 0$. The solution of (163) is

$$
\begin{equation*}
K(t)=\frac{1}{2} \gamma t^{2}=\alpha^{2} t^{2} \tag{165}
\end{equation*}
$$

i.e., the Krylov complexity grows quadratically in time. The growth corresponds to the Heisenberg-Weyl (HW) algebra; see Sec. VI A 2 [197, 279].

Case 3: Finite dimensions $\& \mathcal{S U}(2)$ algebra. For finite dimensions, the Lanczos sequence must terminate. Hence, the Lanczos coefficient must vanish at the Krylov
dimension $D_{K}>1$, i.e., $b_{D_{K}}=0$. This implies from (159) that $\alpha=-2 \gamma /\left(D_{K}-1\right)$. The solution of Krylov complexity (163) becomes [279]

$$
\begin{equation*}
K(t)=\left(D_{K}-1\right) \sin ^{2} \omega t \tag{166}
\end{equation*}
$$

where $\omega=\left(\frac{\gamma}{2\left(D_{K}-1\right)}\right)^{\frac{1}{2}}$, with the corresponding Lanczos coefficients $b_{n}=\omega \sqrt{n\left(D_{K}-n\right)}$. The Krylov complexity is thus periodic in time and associated with the $\mathrm{SU}(2)$ algebra, see Sec. VI A 3 [197, 279].

Figure 11 presents a representative example of the Krylov complexity and the Lanczos coefficients for each of the three aforementioned cases. The classification of the complexity algebras is highly useful since, as shown in the previous section, it allows us to solve the time evolution of operators analytically in terms of coherent states. More general cases of complexity algebra have also been proposed recently [276, 282].


FIG. 12. Distribution of the operator amplitudes on the Krylov chain for a single random matrix Hamiltonian, sampled by the Gaussian orthogonal ensemble, and an initial operator equal to the constant matrix. The Krylov dimension is $D_{K}=91$. The green line shows the average position on the Lanczos chain, i.e., the Krylov complexity $K(t)$. The width of the purple area corresponds to the dispersion of the complexity operator $\Delta K(t)$. According to the dispersion bound (167), the larger the width of the purple area, the faster the Krylov complexity can change.

## C. Dispersion bound and quantum speed limits to the complexity growth rate

The authors of [279] introduced a universal bound to the growth of Krylov complexity through a Robertson uncertainty relation involving the Krylov complexity operator and the Liouvillian as the generator of time evolution. Specifically, within the Krylov space, which constitutes an inner product space, when $\mathcal{L}$ and $\mathcal{K}$ are selfadjoint superoperators, the following uncertainty relation
holds: $\Delta K \Delta \mathcal{L} \geq \frac{1}{2}|\langle[\mathcal{K}, \mathcal{L}]\rangle|$. Here, $\Delta K^{2}=\left\langle\mathcal{K}^{2}\right\rangle-\langle\mathcal{K}\rangle^{2}$ denotes the Krylov variance (27), or equivalently the squared dispersion, relative to some operator $\mid \mathcal{O}(t))$. The dispersion of the Liouvillian reduces to $\Delta \mathcal{L}=b_{1}$. From Eq. (160), one obtains the dispersion bound [279]

$$
\begin{equation*}
\left|\partial_{t} K(t)\right| \leq 2 b_{1} \Delta K \tag{167}
\end{equation*}
$$

The form of this bound is reminiscent of the celebrated Mandelstam-Tamm time-energy uncertainty relation for the minimum time required for the mean value of an observable to vary by an amount comparable to its variance [279, 283, 284]. However, it is formulated in Krylov space and is derived for the Krylov complexity superoperator, with the first Lanczos coefficient providing an upper bound to the speed of evolution in Krylov space.

Figure 12 illustrates the dispersion bound for a simple numerical example of a random Liouvillian and random initial operator. The dispersion bound (167) is saturated when the following three equivalent conditions are satisfied [279]: (i) the superoperators $\tilde{\mathcal{K}}, \mathcal{L}$, and $\mathcal{M}$ close the algebra (158), (ii) the Lanczos coefficients are given by (159), (iii) the Krylov complexity satisfies the differential equation (163).

We note that in isolated systems, every operator evolves under the Heisenberg equation, and the superoperators that act on them obey the generalized uncertainty principle. Therefore, the dispersion bound applies to every superoperator, not only the Krylov complexity operator. Recently, it has been used to bound the rate of change of the Krylov entropy [285].

As Eq. (159) can be satisfied without the linear growth of Lanczos coefficients, the saturation of the dispersion bound is not tied with chaos in general. However, the linear growth of Lanczos coefficients is a sufficient but not necessary condition for the saturation. The saturation is intimately tied with the closure of the algebra, which provides necessary and sufficient conditions for the saturation of the dispersion bound [279].

Without assuming the complexity algebra, a shorttime asymptotic analysis of the Krylov complexity yields [286]

$$
\begin{align*}
K(t) & =b_{1}^{2} t^{2}+\frac{1}{6} b_{1}^{2}\left(b_{2}^{2}-2 b_{1}^{2}\right) t^{4}  \tag{168}\\
& +\frac{1}{180} b_{1}^{2}\left(8 b_{1}^{4}-7 b_{2}^{4}+b_{1}^{2} b_{2}^{2}+3 b_{2}^{2} b_{3}^{2}\right) t^{6}+\mathcal{O}\left(t^{8}\right)
\end{align*}
$$

From it, it can be shown that generic system saturates the dispersion bound at short times of $\mathcal{O}\left(t^{4}\right)$ and generally deviates from it when contributions of $\mathcal{O}\left(t^{6}\right)$ become relevant. This occurs at the characteristic time [286]

$$
\begin{equation*}
\tau_{d}=\left|\frac{20\left(b_{2}^{2}-2 b_{1}^{2}\right)}{8 b_{1}^{4}-7 b_{2}^{4}+b_{1}^{2} b_{2}^{2}+3 b_{2}^{2} b_{3}^{2}}\right|^{\frac{1}{2}} \tag{169}
\end{equation*}
$$

which corrects the estimate in [279].
An RMT Hamiltonian provides an interesting example of a typical system [227, 279, 287]. Eigenvalue repulsion
is a key property of quantum chaos, and yet, the RMT Hamiltonians neither saturate the dispersion bound nor lead to an exponential growth of the Krylov complexity [279]. This further suggests that the exponential growth of the Krylov complexity is a signature of scrambling rather than of quantum chaos. However, the choice of an initial local operator for testing the operator growth hypothesis is hard to realize within the standard ensembles in RMT. As an alternative, one may build in the required structure of many-body composite systems by considering Hamiltonians and operators with a tensor product structure [288], or described by random banded matrices [36, 289-293].

Beyond the dispersion bound and its generalizations, the ultimate limits to the complexity growth rate can also be analyzed from a complementary point of view in the framework of quantum information geometry [294, 295]. Bounds known as quantum speed limits identify the minimum time in which a process can unfold. They provide a refinement of the conventional time-energy uncertainty relations [284] by introducing a distance in state space and an upper bound to the speed of evolution. Their use ranges from foundations of physics to quantum technologies, including quantum metrology and quantum computation. As such, their study has motivated a large body of literature [296, 297]. Recently, quantum speed limits have been generalized to characterize operator flows [298, 299], by introducing a distance in operator space, and identifying the corresponding maximum operator flow rate; see $[300,301]$ for other extensions. In particular, it has been shown that the saturation of the Krylov complexity growth rate is equivalent to the saturation of the geometric operator quantum speed limit [299]. Further developments involve the generalization of the Krylov complexity to open quantum systems, discussed in Sec. XI.

## VII. OPERATOR SIZE CONCENTRATION

So far, our primary focus has been on the Lanczos coefficients, a key output of the Lanczos algorithm. However, the Krylov basis elements $\left.\mid \mathcal{O}_{n}\right)$ have not been as extensively examined. Remarkably, the linear growth of the Lanczos coefficients, a characteristic feature in all-to-all systems such as the SYK model, as illustrated in Eq. (87), is a broader attribute of the Krylov basis itself. This trait, referred to as "operator size concentration", was first identified in [184]. It has since proven to be of significant utility in both closed and open quantum systems, as detailed in [133, 280]. Notably, the growth of Lanczos coefficients in the SYK model is a consequence of the operator size concentration.

In this section, we provide a combinatorial derivation of the linear growth of the Lanczos coefficients in the large $q$ SYK model, Eq. (87). To this end, we make use of the diagrammatic approach of "open" melon diagrams [184], which is a generalized version of the melon
diagrams introduced in [266]. The approach is a consequence of a very special property of the Krylov basis, operator size concentration: the $n$-th Krylov basis element $\mathcal{O}_{n}$ is formed by a linear combination of the Majorana strings of the same size [184]. Mathematically, we write

$$
\begin{equation*}
\mathcal{O}_{n}=\sum_{i_{1}<\cdots<i_{s}} c_{i_{1}, \ldots, i_{s}} \psi_{i_{1}} \ldots \psi_{i_{s}}+O(1 / q) \tag{170}
\end{equation*}
$$

where $s=n(q-2)+1$. Correspondingly, $n$ is the step size such that at the first step, $n=1$, ensuing $s=q-1$. In other words, the $n$-th Krylov basis is concentrated on the same size of Majorana strings. The integer $n$ is the index of the Krylov basis dictating the number of nested commutators, often referred to as the generation index [266]. We outline the proof provided in [184] and consider the large $q$ SYK model, setting $\mathcal{J}=1 / \sqrt{2}$ for convenience.

We initiate with a normalized operator $\mathcal{O}_{0} \equiv \mathcal{O}=$ $\sqrt{2} \psi_{1}$ of size one, denoted by the following line [266]

$$
\begin{equation*}
\mathcal{O}=\sqrt{2} \psi_{1}=- \tag{171}
\end{equation*}
$$

Next, we split the closed system Liouvillian into the following two parts [184, 197]

$$
\begin{equation*}
\mathcal{L}_{H}=\mathcal{L}_{+}+\mathcal{L}_{-}, \tag{172}
\end{equation*}
$$

where $\mathcal{L}_{+}$is the increasing part of $\mathcal{L}_{H}$, and it increases the size of the operator. The decreasing operator $\mathcal{L}_{-}$ has the reverse effect. Given a size one operator, the operation of $\mathcal{L}_{+}$can be diagrammatically written as

$$
\begin{equation*}
\mathcal{L}_{+} \psi_{1} \propto \underset{F}{F}= \tag{173}
\end{equation*}
$$

This is the output at the first step. Here, the first diagram consists of $q$ lines and denotes a $(q-1)$ body operator formed by the action of $\mathcal{L}_{+}$. In the large $q$ limit, we neglect the intermediate grey lines and compactly denote it as a single arc (known as melon), represented by the second diagram on the right side. Further actions of $\mathcal{L}_{+}$ leads to the following diagrams [184]

$$
\begin{aligned}
& \left.\left.\left.\left.\mathcal{L}_{+}^{2} \psi_{1} \propto \supset, \quad \mathcal{L}_{+}^{3} \psi_{1}=c_{3}\right\}\right)+c_{4}\right)\right),
\end{aligned}
$$

and the process goes continuously. Every action of $\mathcal{L}_{+}$ creates a "child" arc of size $(q-1)$ within its "parent"
arc. Hence, the full action $\mathcal{L}_{+}^{n} \psi_{1}$ can be presented as unmarked $n$ arcs (vertices). These diagrams are not disorder-averaged and consist of the leading order diagrams. However, the observables can be constructed after closing the melon diagrams and taking the disorderaveraging. This, however, neglects any subleading contributions that have negligible effect in any disorderaveraged observables [184].

Next, we focus on the precise evaluation of the prefactors. As an example, we consider the number of ways the diagram with prefactor $c_{7}$ can be rearranged

These are the only possible ways to construct these diagrams since a child diagram can only appear after its parent diagram. These diagrams in (174) are known as unmarked ordered diagrams. More precisely, $\mathcal{L}_{+}^{n} \psi_{1}$ enumerates the number of possible ways a diagram with arc $n$ can be constructed with respective amplitude (multiplicity), i.e.,

$$
\begin{equation*}
\mathcal{L}_{+}^{n} \psi_{1}=\sum[\text { ordered diagrams of } n \operatorname{arcs}] \tag{175}
\end{equation*}
$$

Similarly, the action of $\mathcal{L}_{-}$removes an arc from the parent, known as a childless arc [184]. As an example, consider the following diagram:


The diagram on the top is unmarked ordered while the two diagrams on the bottom are called marked ordered diagrams. Thus, the removal is marked and is denoted by the dashed red line. Specifically, they are ordered diagrams with one marked child. For example, consider the second diagram in the above example. The removal of the marked child produces the following unmarked ordered diagram

$$
\begin{equation*}
\sum_{4} 3_{1} \quad \mapsto \quad \mathrm{~J}^{2}{ }_{1} \tag{177}
\end{equation*}
$$

Since an unmarked ordered diagram can be constructed in several ways from marked ordered diagrams, this removal is not unique. In other words, the map is many-to-one: removal of $\sum n=n(n+1) / 2$ marked ordered diagrams with $(n+1)$ arcs gives rise to a single unmarked ordered
diagram with $n$ arcs. However, given the datum of the parent and the childless arc $(p, c)$, the construction of the unmarked ordered diagram is unique. For example, the left diagram of $(177)$ has $(p, c)=(1,2)$. Another example is the following:

Of course, it is easy to see that the left-hand side diagram is obtained after removing the red arc from the right-hand side diagram. Thus, we propose the following statement: For any $n \geq 1$, the action of the Liouvillian gives [184]

$$
\begin{equation*}
\mathcal{L}_{-} \mathcal{L}_{+}^{n+1} \psi_{1}=\frac{1}{2} n(n+1) \mathcal{L}_{+}^{n} \psi_{1} \tag{179}
\end{equation*}
$$

While the left-hand side represents the sum of ordered diagrams with one marked child, the right-hand side represents $n(n+1) / 2$ unmarked ordered diagrams with $n$ arcs. Hence, the removal map is $n(n+1) / 2$-to-one.

The identity (179) is central to our discussion. Following the action of the Liouvillian $\mathcal{L}_{H}$, this directly leads to the following. For $n \geq 2$

$$
\begin{align*}
\mathcal{L}_{H} \mathcal{L}_{+}^{n} \psi_{1} & =\left(\mathcal{L}_{+}+\mathcal{L}_{-}\right) \mathcal{L}_{+}^{n} \psi_{1} \\
& =\mathcal{L}_{+}^{n+1} \psi_{1}+\frac{1}{2} n(n-1) \mathcal{L}_{+}^{n-1} \psi_{1} \tag{180}
\end{align*}
$$

where the second term in the second line uses (179). However, the specific terms for $n=0,1$ have to be evaluated independently, and are given by

$$
\begin{equation*}
\mathcal{L}_{H} \psi_{1}=\mathcal{L}_{+} \psi_{1}, \quad \mathcal{L}_{H} \mathcal{L}_{+} \psi_{1}=\mathcal{L}_{+}^{2} \psi_{1}+\frac{1}{q} \psi_{1} \tag{181}
\end{equation*}
$$

See [133, 184] for the explicit evaluation in these cases. In other words, the consequence of (179) provides the Krylov basis [184]

$$
\begin{equation*}
\mathcal{O}_{n} \propto \mathcal{L}_{+}^{n} \psi_{1} \tag{182}
\end{equation*}
$$

i.e., the Krylov basis formed by the Liouvillian $\mathcal{L}_{H}$ is effectively similar to the action of $\mathcal{L}_{+}$. The multiplicity factors are simply obtained by (180), which are the Lanczos coefficients $b_{1}=\sqrt{1 / q}$ and $b_{n}=\sqrt{n(n-1) / 2}$, and exactly match those in (87) (we set $\mathcal{J}=1 / \sqrt{2}$ ) to the leading order in $q$. Equation (182) is equivalent to the statement of the operator size concentration (170). Since the Krylov basis (182) produces the operator size $s=n(q-2)+1$, Eq. (170) immediately follows. For further details, see [133, 184].

## VIII. KRYLOV COMPLEXITY AT FINITE TEMPERATURE

In the preceding discussions, our attention was centered on the infinite temperature inner product.

Nonetheless, many relevant studies of thermalization, quantum field theory, and black hole physics in the AdS/CFT correspondence incorporate finite temperatures. For example, a black hole is known to be a maximal scrambler, satisfying Maldacena-Shenker-Stanford (MSS) bound on chaos [19]. Hence, it is imperative to include finite temperatures in our analysis. We shall commence the discussion by delineating the inner product at finite temperatures, followed by the corresponding Lanczos algorithm. Our exploration will reveal the changes to the Krylov complexity bound induced by finite temperatures and ascertain whether these modifications can enhance the universal MSS bound in a stricter sense. As a concrete example, we consider the SYK model through both numerical and analytical methods.

## A. Finite temperature inner product and Lanczos algorithm

Incorporating the thermal density matrix $\rho_{\beta}=$ $e^{-\beta H} / Z_{\beta}$ at inverse temperature $\beta=1 / T$, we define the inner product as [1, 25]

$$
\begin{equation*}
(A \mid B)_{\beta}^{g}:=\frac{1}{Z_{\beta}} \int_{0}^{\beta} d \lambda g(\lambda) \operatorname{Tr}\left(e^{-(\beta-\lambda) H} A^{\dagger} e^{-\lambda H} B\right) \tag{183}
\end{equation*}
$$

for two operators $A$ and $B$, where $g(\lambda)$ is an even function on the interval $[0, \beta]$, and $Z_{\beta}=\operatorname{Tr}\left(e^{-\beta H}\right)$ is the thermal partition function corresponding to the Hamiltonian $H$. Note that the inner product is defined through an integral over a continuous parameter $\lambda \in[0, \beta]$. In particular, the function $g(\lambda)$ must satisfy the following conditions [1]

$$
\begin{equation*}
g(\lambda) \geq 0, \quad g(\beta-\lambda)=g(\lambda), \quad \frac{1}{\beta} \int_{0}^{\beta} d \lambda g(\lambda)=1 \tag{184}
\end{equation*}
$$

The chosen inner product (183) dictates the autocorrelation function, which is expressed as:

$$
\begin{equation*}
\mathcal{C}_{\beta}^{g}(t)=(\mathcal{O} \mid \mathcal{O}(t))_{\beta}^{g}=\int_{0}^{\beta} d \lambda g(\lambda) \operatorname{Tr}\left(\rho_{\beta} \mathcal{O}^{\dagger} \mathcal{O}(t+i \lambda)\right) \tag{185}
\end{equation*}
$$

Given the inner product (183), the Lanczos algorithm is applied to construct the Krylov basis. The process is outlined as follows [1, 25]:

$$
\begin{align*}
\left.\mid \mathcal{O}_{-1}\right)_{\beta}^{g} & \left.\left.:=0, \quad b_{0, T}^{(g)}:=0, \quad \mid \mathcal{O}_{0}\right)_{\beta}^{g}:=\mid \mathcal{O}\right)  \tag{186}\\
\left.\mid \mathcal{A}_{n}\right)_{\beta}^{g} & \left.\left.=\mathcal{L} \mid \mathcal{O}_{n-1}\right)_{\beta}^{g}-b_{n-1, T}^{(g)} \mid \mathcal{O}_{n-2}\right)_{\beta}^{g},  \tag{187}\\
b_{n, T}^{(g)} & =\sqrt{\left(\mathcal{A}_{n} \mid \mathcal{A}_{n}\right)_{\beta}^{g}}  \tag{188}\\
\left.\mid \mathcal{O}_{n}\right)_{\beta}^{g} & \left.=\left(b_{n, T}^{(g)}\right)^{-1} \mid \mathcal{A}_{n}\right)_{\beta}^{g} . \tag{189}
\end{align*}
$$

It is important to note that the only modification to the Lanczos algorithm is the inner product; the definition
of the Krylov subspace remains unchanged as the span of $\left.\left.\{\mid \mathcal{O}), \mathcal{L} \mid \mathcal{O}), \ldots, \mathcal{L}^{n} \mid \mathcal{O}\right)\right\}$. The concept of orthogonality is simply redefined to align with the temperature of the system. Consequently, the Lanczos coefficients and the Krylov basis acquire a temperature dependence.

The Krylov construction comes with freedom in the possible choices of $g(\lambda)$, constrained only by the conditions in Eq. (184). The Lanczos coefficients may differ depending on the function $g(\lambda)$. However, the two most common choices of $g(\lambda)$ are associated with the "standard" and "Wightman" inner products, denoted by the superscripts "S" and "W". For the standard inner product, $g(\lambda)=\frac{1}{2}(\delta(\lambda)+\delta(\lambda-\beta))[1,25]$

$$
\begin{equation*}
(A \mid B)_{\beta}^{(S)}:=\frac{1}{2 Z_{\beta}} \operatorname{Tr}\left(e^{-\beta H} A^{\dagger} B+A^{\dagger} e^{-\beta H} B\right) \tag{190}
\end{equation*}
$$

which gives the standard thermal correlation function. In quantum field theory, the Wightman inner product is often preferred and corresponds to $g(\lambda)=\delta(\lambda-\beta / 2)$ [1, 25]

$$
\begin{equation*}
(A \mid B)_{\beta}^{(\mathrm{W})}:=\frac{1}{Z_{\beta}} \operatorname{Tr}\left(e^{-\beta H / 2} A^{\dagger} e^{-\beta H / 2} B\right) \tag{191}
\end{equation*}
$$

The relation between Lanczos coefficients, defined with the help of (190) and (191), is given by the Toda equations (99) discussed in subsection V B above.

In the high-temperature limit, both the standard (190) and the Wightman (191) inner product reduces to the infinite-temperature inner product (14), which is uniquely defined. We focus on the Wightman inner product, which we denote by a superscript (W). Note that the regularized finite temperature OTOC introduced in Sec.IC can be naturally expressed in terms of the Wightman inner product as $\mathrm{OTOC}_{\beta}(t)=$ $([W(t), V(0)] \mid[W(t), V(0)])_{\beta}^{(\mathrm{W})}$.

All definitions associated with the Lanczos algorithm and the autocorrelation function generalize naturally to finite temperatures. Consequently, the universal operator growth hypothesis at finite temperature suggests that for chaotic systems in $d>1$, the Lanczos coefficients asymptotically exhibit linear growth [25],

$$
\begin{equation*}
b_{n, T}^{(\mathrm{W})}=\alpha_{T}^{(\mathrm{W})} n+\gamma+o(1) \tag{192}
\end{equation*}
$$

where $\alpha_{T}^{(W)}$ is specific to the Wightman inner product, $\gamma$ is a $n$ independent constant. It is important to note that for inner products different from (191), the hypothesis has to be generalized to accommodate necessarily nonzero Lanczos coefficients $a_{n}$ 's.

When the temperature is small, such that $J / T \gg 1$, where $J$ is a characteristic local coupling of a lattice system, the thermal correlation length is much larger than the lattice spacing, and the system can be regarded as approximately continuous. In this limit, Lanczos coefficients will exhibit linear growth with the slope $\pi, T$, as in the continuous field theory,

$$
\begin{equation*}
b_{n, T}^{(\mathrm{W})} \approx \pi T n+O(1) \quad n \gtrsim 1 \tag{193}
\end{equation*}
$$



FIG. 13. The growth of (left) the Lanczos coefficients (right) the rate of Krylov complexity in $\mathrm{SYK}_{4}$ model at different inverse temperatures $(\beta=1 / T)$. The dashed line in (left) represents the growth rate in Eq. (199). The parameters are $N=18$ and $\mathcal{J}=1$ with 10 Hamiltonian realizations. The figures are adapted from [195] with different system parameters.
which will persist until $n \lesssim J / T$ [225].

## B. SYK at finite temperature

In Sec. V A 1, we computed the Lanczos coefficients and associated Krylov cumulants at infinite temperature where the norm used was unique since it does not differentiate between the Wightman and the standard norms. Now, we turn our attention to the finite temperature scenario. For this purpose, we adopt the Wightman inner product to compute the Lanczos coefficients. The temperature is typically parameterized as follows [112],

$$
\begin{equation*}
\frac{T}{\mathcal{J}}=\frac{\cos \left(\frac{\pi v}{2}\right)}{\pi v} \tag{194}
\end{equation*}
$$

where $v \in(0,1)$ is parameter and $\mathcal{J}$ is the coupling constant defined in (82). The high and low-temperature limits correspond to

$$
\begin{equation*}
T \rightarrow \infty \Leftrightarrow v \rightarrow 0, \quad T \rightarrow 0 \Leftrightarrow v \rightarrow 1 \tag{195}
\end{equation*}
$$

respectively. The autocorrelation function under the Wightman inner product is expressed as [25, 195]

$$
\begin{equation*}
\mathcal{C}^{(\mathrm{W})}(t)=1+\frac{2}{q} \log (\operatorname{sech}(\pi v T t))+O\left(1 / q^{2}\right) \tag{196}
\end{equation*}
$$

where the superscript "W" stands for "Wightman". As in the infinite temperature case, the moment method can be used to determine the Lanczos coefficients, which are given by [25, 195]

$$
b_{n, T}^{(\mathrm{W})}= \begin{cases}\pi v T \sqrt{2 / q}+O(1 / q) & n=1  \tag{197}\\ \pi v T \sqrt{n(n-1)}+O(1 / q) & n>1\end{cases}
$$

These coefficients acquire a temperature dependence, which we encapsulate by introducing the parameter [25]

$$
\begin{equation*}
\alpha_{T}^{(\mathrm{W})}=\pi v T \tag{198}
\end{equation*}
$$



FIG. 14. Illustration of the bound (91), and its finite temperature version (202) in the large $q$ limit. In both cases, the bound saturates, while the MSS bound is saturated at a lowtemperature limit. Adapted from [25].
which dictates the growth rate of the Lanczos coefficients (197). Thus, one obtains the linear growth (192) in the asymptotic limit of $n$. In terms of $\alpha_{T}^{(\mathrm{W})}$, the parametrization of temperature Eq. (194) translates to [195]

$$
\alpha_{T}^{(\mathrm{W})}=\mathcal{J} \cos \left(\frac{\alpha_{T}^{(\mathrm{W})} \beta}{2}\right) \rightarrow \begin{cases}\mathcal{J} & \beta \mathcal{J} \ll 1,  \tag{199}\\ \pi / \beta & \beta \mathcal{J} \gg 1,\end{cases}
$$

where $\beta=1 / T$ is the inverse temperature. In the standard inner product, however, the temperature dependence on $\alpha_{T}^{(\mathrm{W})}$ is different and shows the opposite behavior of (199) [25]. The wavefunctions acquire a similar form of (88), also with a temperature dependence. The growth of Krylov complexity is given by [25, 195]

$$
\begin{equation*}
K(t)=\frac{2}{q} \sinh ^{2}\left(\alpha_{T}^{(\mathrm{W})} t\right)+O\left(1 / q^{2}\right) \tag{200}
\end{equation*}
$$

Higher moments of the Krylov operator can also be straightforwardly computed [193, 195]. The comparison with the finite-temperature Lyapunov exponent reveals that

$$
\lambda_{\mathrm{OTOC}}(T)=2 \pi v T=2 \alpha_{T}^{(\mathrm{W})} \rightarrow \begin{cases}2 \mathcal{J} & \beta \mathcal{J} \ll 1  \tag{201}\\ 2 \pi / \beta & \beta \mathcal{J} \gg 1\end{cases}
$$

This reduces to the growth (89) at the infinitetemperature limit and satisfies the Maldacena-ShenkerStanford bound [19] at low temperature. Moreover, (201) results in the saturation of the Krylov bound at all temperatures, including the infinite-temperature bound (91).

In addition to the above analytic results in the large $q$ and large $N$ limit, Fig. 13 illustrates the numerical computation of Lanczos coefficients and the growth rate of Krylov complexity at varying temperatures within the SYK $_{4}$ model. The Lanczos coefficients exhibit linear growth before reaching a plateau at a value determined
by the system size $N$, which remains constant across different temperatures. In contrast, the growth rate, as defined in Eq. (199), is temperature-dependent, decreasing as the temperature lowers. The dashed lines in Fig. 13 (left) represent the growth rate, i.e., the solution of Eq. (199), constrained by $\pi / \beta \leq \alpha \leq \mathcal{J}$. This temperature-dependent behavior also influences the early-time growth rate of Krylov complexity, causing it to decelerate. Nonetheless, its exponential growth to the linear growth regime is still prominent. The eventual saturation of the Lanczos coefficients is mirrored in the late-time behavior of the Krylov complexity growth rate, $d K(t) / d t$, which converges to a temperature-independent constant, as depicted in Fig. 13. Similar results for $T \bar{T}$ deformed SYK have also been reported [302]. The appropriate timescale of this growth rate [195] shares similar timescales in holographic complexity [150].

The numerical computation of Lanczos coefficients, as depicted in Fig. 13, does not reveal the saturation point of Krylov complexity due to the finite set of coefficients evaluated. A comprehensive exploration of the entire Krylov space is necessary to observe such saturation. Reference [181] provides an illustrative example of a full Krylov space analysis.

## C. Krylov exponent at finite temperature

In Ref. [25], the finite temperature Krylov exponent $\lambda_{K}(T)=2 \alpha_{T}^{(\mathrm{W})}$ was conjectured to be the upper bound of the Lyapunov exponent, capturing the growth of the out-of-time-ordered correlator (OTOC):

$$
\begin{equation*}
\lambda_{\mathrm{OTOC}}(T) \leq 2 \alpha_{T}^{(\mathrm{W})} \leq 2 \pi T \tag{202}
\end{equation*}
$$

This bound on $\lambda_{\text {Otoc }}$ can be tighter than the universal Maldacena-Shenker-Stanford (MSS) bound (7) as we will see below.

The large $q$ SYK model saturates the left bound in (202) at all temperatures, we discuss explicit calculation in the later section. The right bound is tight only at low temperatures; see Fig. 14. At high temperatures, the bound simply reduces to (91).

In fact, the right inequality in (202) can be improved. Ref. [233] put forward a tighter inequality,

$$
\begin{equation*}
\lambda_{\mathrm{OTOC}}(T) \leq \lambda_{K}(T)=2 \alpha_{T}^{(\mathrm{W})} \leq \frac{2 \pi T}{1+4 \beta^{*} T} \tag{203}
\end{equation*}
$$

where $\beta^{*}$ bounds the location of the finite temperature autocorrelation function (185) in an infinite strip, see $[233,303]$ for a proof. In the continuum field theory limit $\left(\beta^{*}\right)^{-1} \sim O(\Lambda)$, where $\Lambda \rightarrow \infty$ is the UV-cutoff. Hence, Eq. (203) reduces to (202). However, $\beta^{*}$ retains a significant, non-trivial value for discrete lattice non-integrable systems. The refined bound (203) reverts to the MSS bound (202) at low temperatures and remains applicable across the entire temperature spectrum, including at infinite temperatures; see Fig. 15. Consequently, this


FIG. 15. Illustration of the improved OTOC bound $\lambda_{\mathrm{OTOC}}^{\text {improved }}=\frac{2 \pi T}{1+4 \beta^{*} T}$. We take $2 \beta^{*}=1$. The figure is adapted from [233].
improved bound offers a more comprehensive constraint than its predecessor, applicable under a broader range of conditions.

It is also important to mention that $\lambda_{K}(T)$ is not always equal to $2 \alpha_{T}^{(\mathrm{W})}$. This leads to a genearlization of (202), proposed in [225],

$$
\begin{equation*}
\lambda_{\mathrm{OTOC}}(T) \leq \lambda_{K}(T) \leq 2 \pi T \tag{204}
\end{equation*}
$$

There are several non-trivial cases exemplifying (204), including the large $q$ SYK model discussed above, as well as different models of quantum field theory [225, 226]. Free massive field theory in 4D exhibits no exponential growth of OTOC, $\lambda_{\text {OTOC }}=0$, and less than maximal growth of Krylov complexity $0<\lambda_{K}<2 \pi T$. A free massless field theory placed on a sphere exhibits no exponential growth of Krylov, rendering $\lambda_{\mathrm{OTOC}}=\lambda_{K}=0$. There are also holographic examples $[224,225]$ when $\lambda_{\mathrm{OTOC}}=\lambda_{K}$ either both vanish or are both equal to $2 \pi T$, depending on whether $T$ is above the point of Hawking-Page transition. These examples provide arguments to support (204) and suggest that both inequalities there are non-trivial.

## IX. KRYLOV SPACE OF PURE STATES

## A. Krylov space and spread complexity

Let us consider a Hermitian Hamiltonian $H$ and the corresponding Schrödinger equation, $i \partial_{t}|\Psi(t)\rangle=$ $H|\Psi(t)\rangle$ (setting $\hbar=1$ ), governing the evolution of a pure initial quantum state $\left|\Psi_{0}\right\rangle \equiv|\Psi(0)\rangle$ in a $d$-dimensional Hilbert space $\mathscr{H}$. The time evolution admits the expansion

$$
\begin{equation*}
|\Psi(t)\rangle=e^{-i t H}\left|\Psi_{0}\right\rangle=\sum_{n=0}^{\infty} \frac{(-i t)^{n}}{n!} H^{n}\left|\Psi_{0}\right\rangle \tag{205}
\end{equation*}
$$

and is thus contained in the Krylov space spanned by the powers of the Hamiltonian acting on the initial state
$\operatorname{span}\left\{\left|\Psi_{0}\right\rangle, H\left|\Psi_{0}\right\rangle, H^{2}\left|\Psi_{0}\right\rangle, \ldots\right\}$. One can construct an orthonormal basis for a Krylov space of pure states in the same way as for operators, using the Hamiltonian as the generator of time evolution instead of the Liouvillian. The Gram-Schmidt procedure [177, 178] applied to the set of vectors $\left\{H^{n}\left|\Psi_{0}\right\rangle\right\}_{n=0}^{\infty}$ yields an orthonormal basis set $\left\{\left|K_{n}\right\rangle\right\}_{n=0}^{D_{K}-1}$. Here, $D_{K}$ is the corresponding dimension of the Krylov space, whose maximum value is set by the dimension of the Hilbert space itself

$$
\begin{equation*}
D_{K} \leq d \tag{206}
\end{equation*}
$$

The basis elements $\left|K_{n}\right\rangle$ are known as the Krylov basis for the corresponding Hamiltonian $H$ with the initial state $|\Psi(0)\rangle$. They are orthonormal $\left\langle K_{m} \mid K_{n}\right\rangle=\delta_{m n}$, and the first element is the initial state $\left|K_{0}\right\rangle=|\Psi(0)\rangle$. One can find the Krylov basis in this space $\left\{\left|K_{n}\right\rangle\right\}$ using the Lanczos algorithm $[1,3]$. Setting $\left|K_{-1}\right\rangle=\mathrm{a}_{-1}=\mathrm{b}_{0}=0$, one performs the following steps for $n \geq 0$ :

1. Compute the diagonal coefficient $a_{n}=$ $\left\langle K_{n}\right| H\left|K_{n}\right\rangle$, and $\left|A_{n+1}\right\rangle=H\left|K_{n}\right\rangle-\mathrm{a}_{n}\left|K_{n}\right\rangle-$ $\mathrm{b}_{n}\left|K_{n-1}\right\rangle$.
2. Compute $\mathrm{b}_{n+1}=\sqrt{\left\langle A_{n+1} \mid A_{n+1}\right\rangle}$. If $\mathrm{b}_{n+1}=0$, stop the algorithm. Otherwise define $\left|K_{n+1}\right\rangle=$ $\mathrm{b}_{n+1}^{-1}\left|A_{n+1}\right\rangle$, and repeat the procedure 1.

Along with the Krylov basis set, this generates two sets of Lanczos coefficients $\left\{\mathrm{a}_{n}, \mathrm{~b}_{n}\right\}$, to be distinguished from $\left\{a_{n}, b_{n}\right\}$ in the operator picture. In particular, the algorithm yields the following recurrence relation

$$
\begin{equation*}
H\left|K_{n}\right\rangle=\mathrm{b}_{n}\left|K_{n-1}\right\rangle+\mathrm{a}_{n}\left|K_{n}\right\rangle+\mathrm{b}_{n+1}\left|K_{n+1}\right\rangle \tag{207}
\end{equation*}
$$

Thus, the Hamiltonian in the Krylov basis takes the following tridiagonal form

$$
H=\left(\begin{array}{cccccc}
\mathrm{a}_{0} & \mathrm{~b}_{1} & & & &  \tag{208}\\
\mathrm{~b}_{1} & \mathrm{a}_{1} & \mathrm{~b}_{2} & & & \\
& \mathrm{~b}_{2} & \mathrm{a}_{2} & & & \\
& & & \ddots & & \\
& & & & & \mathrm{~b}_{D_{K}-1} \\
& & & & \mathrm{~b}_{D_{K}-1} & \mathrm{a}_{D_{K}-1}
\end{array}\right)
$$

Unlike the operator case, where the Liouvillian is tridiagonal with zero diagonal elements (for a Hermitian Hamiltonian) in the Krylov basis, the Hamiltonian's diagonal elements $\mathrm{a}_{n}$ are in general finite. The use of Householder reflections [304] to tridiagonalize the Hamiltonian and obtain Lanczos coefficients is a technique often employed in numerical linear algebra, making it more amenable to analysis and numerical methods. Nevertheless, to employ Householder reflections one has to start from a basis in which the Hamiltonian is not already tridiagonal. This method is often pursued under the name Hessenberg decomposition [305]. The procedure casts a matrix in an upper-triangular form (known as upper-Hessenberg form), and for the special case of Hermitian matrix, it reduces to complete tridiagonal form. The method is faster
than the Lanczos algorithm and can be implemented using the command HessenbergDecomposition $[m$ ] in Mathematica where $m$ is the matrix under consideration [306]. While in the Lanczos algorithm, we choose the initial state at our disposal, the Hessenberg decomposition picks up a special initial state $(1,0,0, \cdots)^{\top}$. Thus, the Lanczos coefficients computed by these two methods are different. Hence, the Lanczos algorithm is preferred for any physical Hamiltonian since one chooses the initial state according to the given problem (e.g., as in a quantum quench protocol). On the other hand, in random matrix theory (RMT), choosing any initial state is sufficient to capture the properties in RMT. Hence, to study the statistics of the RMT [253], Hessenberg decomposition is usually employed.

The Krylov basis provides a framework within the Hilbert space for the evolution of the wavefunction, which can be expressed as

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n=0}^{D_{K}-1} \psi_{n}(t)\left|K_{n}\right\rangle \tag{209}
\end{equation*}
$$

where $\psi_{n}(t)$ represents the wavefunction amplitudes within the Krylov chain, and $D_{K}$ denotes the Krylov dimension. It is important to note that $D_{K}$ may be finite, even in an infinite-dimensional Hilbert space.

The Schrödinger equation, in conjunction with the recursion relation (207), dictates that these amplitudes follow the equation

$$
\begin{equation*}
i \partial_{t} \psi_{n}(t)=\mathrm{b}_{n} \psi_{n-1}(t)+\mathrm{a}_{n} \psi_{n}(t)+\mathrm{b}_{n+1} \psi_{n+1}(t) \tag{210}
\end{equation*}
$$

Here, the imaginary unit $i$ is an integral part of the equation, indicating that the amplitudes $\psi(t)$ belong to the complex plane $\mathbb{C}$. Furthermore, we define the Krylov operator as

$$
\begin{equation*}
\mathcal{K}_{S}=\sum_{n=0}^{D_{K}-1} n\left|K_{n}\right\rangle\left\langle K_{n}\right| \tag{211}
\end{equation*}
$$

The expectation value of this operator, with respect to the state (211), yields

$$
\begin{equation*}
K_{S}(t)=\langle\Psi(t)| \mathcal{K}_{S}|\Psi(t)\rangle=\sum_{n=0}^{D_{K}-1} n\left|\psi_{n}(t)\right|^{2} \tag{212}
\end{equation*}
$$

reflecting the mean position on the Krylov chain. This definition is often referred to as the Krylov state complexity or spread complexity and has found a variety of applications such as probing quantum scars in PXP model [277, 307], topological states in quantum matter [308, 309] in the Su-Schrieffer-Heeger (SSH) model [310], quench protocols [311-313], random matrix theory [314316], PT-symmetric quantum mechanics [317], localization and thermalization phenomena [318-321], evolution of modular Hamiltonian and modular chaos [322], LMG model [243, 323-325], quantum measurements [326, 327],
open quantum systems [280, 328], high-energy quantum chromodynamics [329], and the characterization of networks for quantum walks [330].

The spread complexity offers a measure that captures the dynamical spreading of states through the Hilbert space. The significance of the Krylov basis in this context arises from its ability to capture the spread of this state effectively. While it is true that any basis could theoretically be employed for this purpose, the Krylov basis is special. Consider a basis $\mathcal{B}:=\left\{\left|B_{n}\right\rangle: n=0,1, \cdots\right\}$, alongside a cost functional defined as [253]

$$
\begin{equation*}
C_{\mathcal{B}}(t)=\sum_{n} \mathrm{c}_{n}\left|\left\langle\Psi(t) \mid B_{n}\right\rangle\right|^{2} \tag{213}
\end{equation*}
$$

where the coefficients $\mathrm{c}_{n}$ are both positive and monotonically increasing. Given the completeness of the basis $\mathcal{B}$ and the unitarity constraint, it follows that $\sum_{n}\left|c_{n}\right|^{2}=1$. By minimizing this cost functional across all possible bases $\mathcal{B}$, and specifically choosing $\mathrm{c}_{n}=n$, we arrive at the minimum value representing the spread complexity [253]

$$
\begin{equation*}
K_{S}(t):=\min _{\mathcal{B}} C_{\mathcal{B}}(t) \tag{214}
\end{equation*}
$$

This minimization process is a functional minimization, which identifies the Krylov basis as the optimal basis for a finite duration of time. In scenarios of discrete-time evolution, commonly analyzed in unitary circuits [331333], the Krylov basis consistently minimizes the cost functional at all times. In conclusion, the Krylov basis provides a natural and computationally efficient basis where the spreading of the initial wave function is minimal. Ref. [253] provides a detailed proof of the above statement.

## B. Survival amplitudes and thermofield double state

The spread of the wavefunction, akin to operator complexity, is encapsulated by the function ${ }^{2}$

$$
\begin{equation*}
S(t):=\langle\Psi(0) \mid \Psi(t)\rangle=\psi_{0}(t) \tag{215}
\end{equation*}
$$

which is the overlap between the initial state and its temporal evolution. This quantity is known as the survival amplitude of the initial state $|\Psi(0)\rangle$, and plays a crucial role in quantum dynamics, e.g., in the context of quantum speed limits [296], Loschmidt echoes [17], and quantum decay [88]. Given the amplitude $S(t)$, the moments are computed as

$$
\begin{equation*}
\mu_{k}:=\lim _{t \rightarrow 0} \frac{d^{n} S(t)}{d t^{n}} \tag{216}
\end{equation*}
$$

[^2]Note the absence of factor $i^{n}$ compared to (56), a fact which can be traced to the hopping equation (210) for the state. The corresponding Lanczos coefficients can be computed either through the recursive algorithm (58) or using the pictorial diagram in Fig. 6 with an additional factor of $i$ in both $\mathrm{a}_{n}$ and $\mathrm{b}_{n}$ ) [253].

For the specific case we are considering, we choose our initial state as the thermofield double (TFD) state [334, 335]

$$
\begin{equation*}
|\Psi(0)\rangle:=|\operatorname{TFD}(\beta)\rangle=\sum_{n} \frac{e^{-\beta E_{n} / 2}}{\sqrt{Z(\beta)}}|n\rangle_{1} \otimes|n\rangle_{2} \tag{217}
\end{equation*}
$$

where $\beta$ is the inverse temperature $\beta=1 / T$, where $Z(\beta)=\operatorname{Tr}\left(e^{-\beta H}\right)=\sum_{n} e^{-\beta E_{n}}$ is the partition function. Here, " 1 " and " 2 " indicate the first and the second copies of the system, which is formed by doubling the Hilbert space. $E_{n}$ and $|n\rangle_{1,2}$ are the eigenvalues and eigenstate of the Hamiltonian $H_{1,2}$ under consideration, obeying $H_{1,2}|n\rangle_{1,2}=E_{n}|n\rangle_{1,2}$. Tracing out one system produces a thermal mixed state, which is indistinguishable from the pure TFD state in the double Hilbert space. The TFD state can be understood as the purification of the thermal Gibbs state [335]. Note that the state (217) is written in a doubled Hilbert space with two identical copies of the same state. Such state in conformal field theory (CFT) is thus considered as holographically dual to the two-sided eternal black holes in anti-deSitter (AdS) space, with two boundaries of the asymptotic spacetime dual to the two copies of CFT, denoted as " 1 " and " 2 " respectively [334]. In this context, the preparation of TFD state [336], its entanglement and complexity structure [337, 338], and applications to wormhole geometry [339, 340] and quantum teleportation protocols in quantum circuits [341-343] constitute the foundation of the slogan "entanglement builds spacetime" $[344,345]$.

## C. Spread complexity in the thermofield double state

The TFD state (217) is time-invariant under the time evolution of $H_{\text {tot }}=H_{1}-H_{2}$, which corresponds to the boost symmetry in the bulk spacetime [334]. However, it evolves with a Hamiltonian acting on one side. The time-evolved state, under such condition, is given by

$$
\begin{equation*}
|\Psi(t)\rangle=e^{-i H t}|\operatorname{TFD}(\beta)\rangle=|\operatorname{TFD}(\beta+2 i t)\rangle \tag{218}
\end{equation*}
$$

Here the time evolution is generated bythe Hamiltonian of one of the copies, and compactly denoted as $H \equiv H \otimes \mathbb{I}$. Alternatively, the time evolution can also be generated with $\bar{H}_{\text {tot }}=(H \otimes \mathbb{I}+\mathbb{I} \otimes H) / 2$, which has the same effect as the single-side Hamiltonian. As a result, the time evolution shifts the inverse temperature as $\beta \rightarrow \beta+2 i t$. The survival amplitude is calculated as [82]

$$
\begin{aligned}
S(t) & =\langle\operatorname{TFD}(\beta)| e^{-i H t}|\operatorname{TFD}(\beta)\rangle \\
& =\langle\operatorname{TFD}(\beta) \mid \operatorname{TFD}(\beta+2 i t)\rangle=\frac{Z(\beta+i t)}{Z(\beta)},
\end{aligned}
$$



FIG. 16. Lanczos coefficients for a single Hamiltonian sampled from GOE, with size $N=1024$ and variance $\sigma^{2}=1 / N$. Diagonal Lanczos coefficients (left) and off-diagonal (top, center and right). Spread complexity averaged over 100 matrices drawn from the same ensemble (lower right). The initial state is the coherent Gibbs state (one copy of the TFD state) at inverse temperature $\beta=0$ (red), $\beta=10$ (blue) and $\beta=20$ (green). Details are explained in the text. The figures are adapted from [253] with different system parameters.
which is the ratio of the analytical continuation of the partition function $Z(\beta+i t)$ and the standard partition function $Z(\beta)$. Therefore, the survival probability in the TFD state equals the SFF in Eq. (5) [60, 82].

In the TFD state, the moments (216) of the survival amplitude are conveniently expressed as [253]

$$
\begin{equation*}
\mu_{n}=\frac{1}{Z(\beta)} \operatorname{Tr}\left(e^{-\beta H}(i H)^{n}\right) \tag{220}
\end{equation*}
$$

An important difference between $\mu_{n}$ and the moments $m_{n}$ computed in Sec. VA is that here the moments are given by the Hamiltonian moments, while in the operator complexity picture, the moments $m_{n}$ are the Liouvillian moments (60). The Lanczos coefficients can be computed straightforwardly from (220).

Figure 16 shows the behavior of $\mathrm{a}_{n}, \mathrm{~b}_{n}$ in the TFD state when the Hamiltonian is sampled from the Gaussian orthogonal ensemble (GOE) with dimension $N=1024$ (averaged over 100 instances) at different temperatures. Here, the Krylov space algorithm is used to compute the Lanczos coefficients rather than (220). Depending on the temperature, $a_{n}$ increases with a different slope and saturates at $\mathrm{a}_{n} \approx 0$. The saturation occurs for $n \ll N$, which is much lower than the dimension of the matrix [253]. On the other hand, the coefficients $\mathrm{b}_{n}$ show a similar trend as $\mathrm{a}_{n}$ for $n \ll N$, but terminate at $n=N$ due to the finite dimensions of the matrices. The slope of the growth increases with decreasing temperature, a trend also observed for the Krylov complexity in the operator picture in the SYK model. See Fig. 13 for a comparison.

The corresponding behavior of the Krylov complexity is also shown (bottom right). A key finding is the identification of four distinct regimes in the time-evolution of
the complexity measure for TFD states in chaotic systems: an initial linear increase, a peak, a decrease, and finally a plateau [253, 281]. For a fixed dimension $N$, the peak value and the saturation plateau decrease with temperature. This behavior is reminiscent of the slope-dip-ramp-plateau structure observed in the SFF, as introduced in Sec.IB, indicating a deep connection between spectral properties and quantum state (spread) complexity. For uncorrelated energy levels, the peak disappears [253]. A scaling relation between the SFF and the Krylov complexity has also recently been investigated [346].

## D. Spread complexity in RMT

Initializing with an arbitrary state, random matrices (in GUE, GOE, and GSE classes) can be tridiagonalized using the Lanczos algorithm. For an ensemble of random matrices, there will be an ensemble of Lanczos coefficients. If the ensemble is Gaussian, then the tridiagonal representation is known analytically. Even beyond Gaussianity, the statistics of the Lanczos coefficients can be found numerically [315].

The density of states (DOS) is a critical aspect of RMT, describing the distribution of eigenvalues. For an $N \times N$ random matrix, Ref. [315] provides an approximate relation between the density of states $\rho(E)$ and the statistics of Lanczos coefficients $\mathrm{a}(x) \equiv \mathrm{a}_{x N}$ and $\mathrm{b}(x) \equiv \mathrm{b}_{x N}$, with $x=n / N$ is in the large $N$ limit. The relation reads [315]

$$
\begin{equation*}
\rho(E) \approx \int_{0}^{1} d x \frac{\Theta\left(4 \mathrm{~b}(x)^{2}-(E-\mathrm{a}(x))^{2}\right)}{\pi \sqrt{4 \mathrm{~b}(x)^{2}-(E-\mathrm{a}(x))^{2}}} \tag{221}
\end{equation*}
$$

where $\Theta(z)$ is the Heaviside theta function taking values $\Theta(z)=1$ for $z \geq 0$ and $\Theta(z)=0$ for $z<0$. This is an integral equation involving the energy on either side. The density of states $\rho(E)$ has compact support over an interval $\left[-E_{\min }, E_{\max }\right]$ in the large $N$ limit. Thus, the above integral equation can be solved using the bisection method. See [315] for the explicit algorithm to solve (221).

As an example, consider the GUE with the potential $V(H)=H^{2}$. In this case, the density of states follows Wigner's semi-circle law

$$
\begin{equation*}
\rho(E)=\frac{1}{2 \pi} \sqrt{4-E^{2}} \tag{222}
\end{equation*}
$$

The integral equation is solved exactly with the Lanczos coefficients given by [315]

$$
\begin{equation*}
\mathrm{a}(x)=0, \quad \mathrm{~b}(x)=\sqrt{1-x} \tag{223}
\end{equation*}
$$

Figure 17 shows the numerical results for Lanczos coefficients with random matrices of size $N=1024$ (20 realizations), which match the analytic expressions exactly. Here we take the variance $\sigma^{2}=1 / N$. For the numerical implementation, we used the HessenbergDecomposition


FIG. 17. The Lanczos spectrum for GUE. We choose $N=$ 1024 (total of 20 realizations). The coefficients a(x) fluctuate around $x=0$ (shown by the red line), while the $\mathrm{b}(x)$ gradually decreases and terminates at $n=N$ (shown by the blue line). They match with the analytic result (223). The figure is adapted from [315] with different system parameters.
command in Mathematica, which offers computational advantages over the traditional Lanczos algorithm, making it particularly well-suited for handling large matrices and ensembles. However, unlike the Lanczos algorithm, the Hessenberg decomposition chooses a fixed initial state $(1,0, \cdots, 0)^{\top}$. Nevertheless, for the nature of the Lanczos spectrum, the initial choice of state is irrelevant. In addition, in the Hessenberg decomposition, the Lanczos coefficients can be negative. As discussed in [315], its source is due to the phase factors from the initial state and can be avoided by taking the modulus of the coefficients. A similar approach can be applied to the Liouvillian [287].

## X. KRYLOV SPACE OF DENSITY OPERATORS

The Krylov complexity was originally studied for observables evolving in Heisenberg picture [25], as discussed in Sec. II. It was soon after extended to the case of pure quantum states evolving in Schrödinger picture [253], reviewed in Sec. IX. However, the most general quantum state need not be pure and can be represented by a classical statistical mixture of pure states, which is modeled by a density matrix. General mixed states occur naturally in the description of open quantum systems, especially after decoherence acts on pure states, making them effectively classical [347]. The Krylov complexity for density matrices has been studied recently [348, 349]. Here, we present an alternative formulation of the Krylov space for density matrices, focusing on the constraints on the evolution in the Krylov chain imposed by the defining properties of density matrices, which we recall now.

A generic quantum state $\rho=\sum_{j} p_{j}\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|$ is an operator that: (i) has unit trace $\operatorname{Tr}(\rho)=1$ and (ii) is positive semidefinite $\rho \geq 0$, which implies hermiticity $\rho^{\dagger}=\rho$. These properties imply that (i) $\sum_{j} p_{j}=1$, (ii) $p_{j} \geq 0, p_{j} \in \mathbb{R}$ so that the eigenvalues of the density
matrix can be associated with a probability distribution.
The unitary evolution of a general quantum state $\rho(t)$ evolving under the Hamiltonian $H$ is described by the Liouville-von Neumann equation

$$
\begin{equation*}
\partial_{t} \rho(t)=-i[H, \rho(t)]=-i \mathcal{L} \rho(t) \tag{224}
\end{equation*}
$$

with the Liouvillian superoperator $\mathcal{L} \bullet=[H, \bullet]$. The solution of this equation gives the evolution of the density matrix as
$\rho(t)=e^{-i H t} \rho(0) e^{i H t}=e^{-i \mathcal{L} t}[\rho(0)]=\sum_{n=0}^{\infty} \frac{(-i t)^{n}}{n!} \mathcal{L}^{n}[\rho(0)]$.

Using vectorization, the Liouville-von Neumann equation can be expressed as a linear differential equation as

$$
\begin{equation*}
\left.\left.\partial_{t} \mid \rho(t)\right)=-i \mathcal{L} \mid \rho(t)\right) \tag{226}
\end{equation*}
$$

in terms of the vectorized Liouvillian $\mathcal{L}=H \otimes \mathbb{I}-\mathbb{I} \otimes H^{\top}$ and the vectorized density matrix $\mid \rho)=\frac{1}{\sqrt{d}} \operatorname{vec}(\rho)=$ $\frac{1}{\sqrt{d}} \sum_{m, n} \rho_{m n}|n\rangle \otimes|m\rangle^{*}$. Expressing the vectorized Liouvillian in the Hamiltonian eigenbasis $H=\sum_{n=1}^{d-1} E_{n}|n\rangle\langle n|$ gives $\left.\mathcal{L}=\sum_{n, m=1}^{d} \omega_{n m} \mid \omega_{n m}\right)\left(\omega_{n m} \mid\right.$, where $\omega_{n m} \equiv E_{n}-$ $E_{m}$ are all the energy differences, which are the eigenvalues of the Liouvillian, and $\left|\omega_{n m}\right\rangle=|n\rangle \otimes|m\rangle^{*}$ are their associated eigenvectors.

From an initial density operator $\left.\mid \rho_{0}\right)$, in analogy to the formalism developed for operators in Sec. II, we can define the Krylov space generated by the repeated application of the Liouvillian as $\left.\left.\left.\operatorname{span}\left\{\mid \rho_{0}\right), \mathcal{L} \mid \rho_{0}\right), \mathcal{L}^{2} \mid \rho_{0}\right), \ldots\right\}$. The Krylov space spans the subspace of the total Hilbert space in which the evolution of the initial state $\left.\mid \rho_{0}\right)$ occurs, which is most clearly seen in (225). This process yields a linearly independent set of a certain dimension $D_{K}$, the Krylov Dimension.

The set obtained by repeated application of the Liouvillian is not orthogonal and we can construct the orthogonal Krylov basis $\left.\left.\left.\left\{\mid \rho_{0}\right), \mid \rho_{1}\right), \ldots \mid \rho_{D_{K}-1}\right)\right\}$ by a procedure closely resembling that in the case of operators. To proceed, we choose the Hilbert-Schmidt inner product, introduced previously. Let us detail the Lanczos algorithm we follow

1. Define the starting density operator to be $\left.\mid \rho_{0}\right)$.
2. Compute $\left.\left.\mid \mathcal{A}_{1}\right)=\mathcal{L} \mid \rho_{0}\right)$. If $\left(\mathcal{A}_{1} \mid \mathcal{A}_{1}\right) \neq 0$ define $b_{1}=$ $\sqrt{\left(\mathcal{A}_{1} \mid \mathcal{A}_{1}\right)}$ and $\left.\left.\mid \rho_{1}\right)=\mid \mathcal{A}_{1}\right) / b_{1}$.
3. For $n>1$ compute $\left.\left.\left.\mid \mathcal{A}_{n}\right)=\mathcal{L} \mid \rho_{n-1}\right)-b_{n-1} \mid \rho_{n-2}\right)$. If $\left(\mathcal{A}_{n} \mid \mathcal{A}_{n}\right) \neq 0$ define $b_{n}=\sqrt{\left(\mathcal{A}_{n} \mid \mathcal{A}_{n}\right)}$ and $\left.\mid \rho_{n}\right)=$ $\left.\mid \mathcal{A}_{n}\right) / b_{n}$.

The Liouvillian has the following recurrence relation in the Krylov basis

$$
\begin{equation*}
\left.\left.\mathcal{L} \mid \rho_{n-1}\right)=b_{n}\left(\rho_{n}\right)+b_{n-1} \mid \rho_{n-2}\right) \tag{227}
\end{equation*}
$$

The Lanczos algorithm introduced here has a key difference with respect to the formalism in [349]. In particular, it does not normalize the initial density matrix by $\sqrt{\left(\rho_{0} \mid \rho_{0}\right)}=\left(\operatorname{Tr}\left(\rho_{0}^{2}\right) / d\right)^{1 / 2}=\sqrt{P(0) / d}$. In doing so, the algorithm keeps the first element of the Krylov chain a physical density matrix with unit trace. Note that if the initial density matrix was normalized, the trace of an initially mixed state $\left.\mid \rho_{0}\right)$ becomes $\operatorname{Tr}\left(\rho_{0}\right)=d\left(\mathbb{I} \mid \rho_{0}\right)=$ $1 / \sqrt{P(0)}$, which is different from unity if the state is mixed $P(0)<1 .{ }^{3}$ With this definition, the Krylov basis is orthogonal but not necessarily normalized for the first element $\left(\rho_{0} \mid \rho_{0}\right)=P(0) / d$, although for $n, m \geq 1$, the standard orthonormality condition $\left(\rho_{n} \mid \rho_{m}\right)=\delta_{n m}$ holds.

In the Krylov basis, the Liouvillian is tridiagonal, with all diagonal elements being zero,

$$
\begin{equation*}
\mathcal{L}=\sum_{n=1}^{D_{K}-1} b_{n}\left(\mid \rho_{n}\right)\left(\rho_{n-1}|+| \rho_{n-1}\right)\left(\rho_{n} \mid\right) . \tag{228}
\end{equation*}
$$

The density matrix on this basis is

$$
\begin{equation*}
\left.\mid \rho(t))=\sum_{n=0}^{D_{K}-1}(-i)^{n} \phi_{n}(t) \mid \rho_{n}\right) \tag{229}
\end{equation*}
$$

where the density matrix amplitudes $\phi_{n}(t)$ are given by $\phi_{n}(t)=i^{n}\left(\rho_{n} \mid \rho(t)\right)$. Note that the density matrix amplitudes contain information equivalent to the full density matrix, conditioned to a particular initial state. It is thus possible to recast the Liouville-von Neumann equation (226) into a dynamical equation for the amplitudes

$$
\begin{equation*}
\partial_{t} \phi_{n}(t)=b_{n} \phi_{n-1}(t)-b_{n+1} \phi_{n+1}(t) \tag{230}
\end{equation*}
$$

This difference equation, sometimes called a discrete Schrödinger equation [25], may be written in the compact form

$$
\begin{equation*}
\left.\left.\partial_{t} \mid \phi(t)\right)=\mathcal{M} \mid \phi(t)\right) \tag{231}
\end{equation*}
$$

where it is convenient to introduce the vector of density matrix amplitudes $\left.\mid \phi(t))=\sum_{n=0}^{D_{K}-1} \phi_{n}(t) \mid \rho_{n}\right)$, and the anti-Liouvillian superoperator

$$
\begin{equation*}
\mathcal{M}=\sum_{n=1}^{D_{K}-1} b_{n}\left(\mid \rho_{n}\right)\left(\rho_{n-1}|-| \rho_{n-1}\right)\left(\rho_{n} \mid\right) \tag{232}
\end{equation*}
$$

The density matrix amplitudes are illustrated in Fig. 18 along with the roles of the Lanczos coefficients as hopping amplitudes and the corresponding signs entering the antiLiouvillian, positive for right jumps and negative for left jumps. This allows us to think of the anti-Liouvillian $\mathcal{M}$ as a current operator on the Krylov chain, carrying information on the sign of the current.

[^3]
## A. Properties of the elements of the density matrix Krylov chain

From Eq. (227), an interesting expression for the trace of the Krylov elements, $\left\{\rho_{n}\right\}_{n=0}^{D_{K}-1}$, can be found. Noting that $\operatorname{Tr}\left(\mathcal{L} \rho_{n}\right)=\operatorname{Tr}\left(\left[H, \rho_{n}\right]\right)=0$ for all $n$, we find that

$$
\begin{equation*}
\operatorname{Tr}\left(\rho_{n}\right)=-\frac{b_{n-1}}{b_{n}} \operatorname{Tr}\left(\rho_{n-2}\right) \tag{233}
\end{equation*}
$$

Hence, if $\operatorname{Tr}\left(\rho_{0}\right)=1$ as appropriate for a density matrix, even and odd Krylov elements differ by their trace

$$
\begin{align*}
\operatorname{Tr}\left(\rho_{2 n}\right) & =(-1)^{n} \frac{b_{2 n-1}}{b_{2 n}} \frac{b_{2 n-3}}{b_{2 n-2}} \cdots \frac{b_{1}}{b_{2}},  \tag{234a}\\
\operatorname{Tr}\left(\rho_{2 n+1}\right) & =0 . \tag{234b}
\end{align*}
$$

This condition means that the Krylov elements for density matrices, $\left(\rho_{n}\right), n \geq 1$ are never density matrices on their own (since they do not satisfy $\operatorname{Tr}\left(\rho_{n}\right)=1$ ). These traces can also be understood as the inner product with the identity $\operatorname{Tr}(\rho)=d(\mathbb{I} \mid \rho)$. Therefore, Eqs. (234) specify the components of the identity operator in the Krylov basis, which reads

$$
\begin{equation*}
\left.\mid \mathbb{I}) \left.=\frac{1}{\sqrt{d}} \sum_{n=1}^{D_{K}-1}(-1)^{n} \prod_{j=1}^{n} \frac{b_{2 j-1}}{b_{2 j}} \right\rvert\, \rho_{2 n}\right) . \tag{235}
\end{equation*}
$$

The identity operator is proportional to the maximally mixed state $\rho_{\mathrm{MM}}=\mathbb{I} / d$. Note that this state has support over all the even Krylov basis elements. Interestingly, this expression seems to be closely related to the null state of the Liouvillian [183], and its norm is related to the area under the autocorrelation function $\mathcal{C}(t)$ [350, 351]. The relation (235) suggests that the Lanczos algorithm, at least in the absence of degeneracies, collapses the zero eigenvalue subspace of dimension $N$ to the maximally mixed state.

The commutator of two Hermitian operators $A^{\dagger}=$ $A, B^{\dagger}=B$ is anti-Hermitian, i.e., $[A, B]=C$ where $C^{\dagger}=-C$. Therefore, when building the Krylov space by repeated application of the Liouvillian, the even powers will be Hermitian $\left(\mathcal{L}^{2 n} \rho_{0}\right)^{\dagger}=\mathcal{L}^{2 n} \rho_{0}$ and the odd powers will be anti-Hermitian $\left(\mathcal{L}^{2 n+1} \rho_{0}\right)^{\dagger}=-\mathcal{L}^{2 n+1} \rho_{0}$. Due to the Lanczos algorithm building the Krylov basis by a real linear combination of only even or only odd elements, the resulting Krylov basis is composed of Hermitian operators for the even basis elements and anti-Hermitian operators for the odd ones.

## B. Constraints on the evolution

Any physical density matrix $\rho$ must be unit trace to represent a properly normalized quantum state, i.e., $\operatorname{Tr}(\rho(t))=1$. This condition can be expressed for the vectorized density matrix as

$$
\begin{equation*}
\operatorname{Tr}(\rho(t))=d(\mathbb{I} \mid \rho(t))=1 \tag{236}
\end{equation*}
$$

where $\mid \mathbb{I})=\frac{1}{\sqrt{d}} \sum_{m=1}^{d}|m\rangle \otimes|m\rangle^{*}$ is the vectorized identity matrix. Any physical quantum dynamics, mapping physical quantum states to physical quantum states, must preserve the trace of the density matrix $\operatorname{Tr}(\rho(t))=$ $d(\mathbb{I} \mid \rho(t))=1$ at all times. Substituting (234) yields the constraint for the even amplitudes

$$
\begin{equation*}
\operatorname{Tr}(\rho(t))=\sum_{n=0}^{D_{K} / 2} \phi_{2 n}(t) \frac{b_{2 n-1}}{b_{2 n}} \frac{b_{2 n-3}}{b_{2 n-2}} \cdots \frac{b_{1}}{b_{2}}=1 \tag{237}
\end{equation*}
$$

This constraint involves only even density matrix amplitudes $\phi_{2 n}(t)$, and ratios of odd and even Lanczos coefficients, which can show drastically different scalings as discussed in Sec. V A. It thus shows that the dynamics of the density matrix amplitudes will differ in even and odd sites, providing further insight into the dynamics of the amplitudes in the Krylov chain.

Furthermore, since the dynamics is unitary, the purity of the initial density matrix will be preserved $P(t)=$ $\operatorname{Tr}\left(\rho^{2}(t)\right)=d(\rho(t) \mid \rho(t))=\operatorname{Tr}\left(\rho_{0}^{2}\right)=d\left(\rho_{0} \mid \rho_{0}\right)=P(0)$, which is unity if the initial state is pure $\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$. When written in terms of the amplitudes, the purity preservation condition implies

$$
\begin{equation*}
\sum_{n=0}^{D_{K}-1} \phi_{n}^{2}(t)=P(0) \tag{238}
\end{equation*}
$$

The density matrix of a physical state needs to be Hermitian and positive semi-definite, i.e., $\rho^{\dagger}=\rho$ and $\rho \geq 0$. The former condition can be easily applied to the density matrix written in the Krylov basis (229). It is easy to see that all the elements of the sum are Hermitian. This implies that for the full density matrix to be Hermitian, the density matrix amplitudes must be real $\phi_{n}^{*}(t)=\phi_{n}(t)$. In addition, positive semi-definiteness implies that the eigenvalues of the density matrix must be positive semidefinite since $\rho$ is Hermitian. Determining the constraints imposed by positive semi-definiteness on the density matrix amplitudes constitutes an interesting open problem.

## XI. OPEN QUANTUM SYSTEMS

## A. An introduction to the Lindblad master equation

The dynamics in Krylov space discussed so far have only focused on closed quantum systems. Any realistic treatment of a quantum system needs to include the effects of decoherence and noise caused by the surrounding environment, it is thus of key importance to extend the Krylov formalism to open quantum dynamics. The theory of Open Quantum Systems (OQS) offers a powerful description of dissipative quantum dynamics, here we review some of the key results, in particular the Lindblad


FIG. 18. Illustration of the Krylov chain for density matrices. The illustration displays the different Krylov basis elements, $\left.\mid \rho_{n}\right)$ with their associated amplitudes $\phi_{n}(t)$ characterizing the probability of the state to be in each site. The hopping rates in the chain are given by the Lanczos coefficients $b_{n}$. For the evolution of the amplitudes, these coefficients carry a positive sign in hoppings to the right and a negative sign for hoppings to the left, as can be seen in the anti-Liouvillian (232).
master equation, for the extension of the Krylov formalism to the open case. For a more thorough study of OQS, we refer the reader to [352, 353].

The description of OQS considers a bipartite Hilbert space composed of two key constituents: the system $S$, with Hilbert space $\mathscr{H}_{S}$ and Hamiltonian $H_{S}$, which includes the relevant degrees of freedom, and the environment $E$, with Hilbert space $\mathscr{H}_{E}$ and Hamiltonian $H_{E}$, which models the effect of the surroundings. The full system is thus composed of System and Environment $\mathscr{H}=\mathscr{H}_{S} \otimes \mathscr{H}_{E}$, and importantly, is a closed system, with Hamiltonian

$$
\begin{equation*}
H_{S+E}=H_{S} \otimes \mathbb{I}_{E}+\mathbb{I}_{S} \otimes H_{E}+H_{\mathrm{int}} \tag{239}
\end{equation*}
$$

where $H_{\text {int }}$ describes the interaction between system and environment. The full system plus environment thus evolves unitarily. The description based on the full $S+E$ Hamiltonian is too complicated since in relevant situations the environment is composed of extremely many, or even infinite, degrees of freedom. Therefore, one of the key tools in the theory of OQS is master equations that describe the dissipative evolution of the system alone. There exists a plethora of master equations, each one valid and useful under particular conditions. Here we are interested in the most general Markovian dissipative evolution, which is generated by the Lindblad equation, also known as the Gorini-Kossakowski-Sudarshan-Lindblad equation [354, 355]. The original derivation of this equation starts from postulating the most general evolution of the system that sends physical states to physical states. Consider that the evolution is generated by a dynamical map $\rho(t)=\mathcal{E}_{t}\left(\rho_{0}\right)$, then the most general Completely-Positive and TracePreserving (CPTP) evolution admits the Kraus decomposition [356-358] $\rho(t)=\mathcal{E}_{t}\left(\rho_{0}\right)=\sum_{k} E_{k} \rho_{0} E_{k}^{\dagger}$ where $E_{k}$ are the Kraus operators subject to the normalization condition $\sum_{k} E_{k}^{\dagger} E_{k}=\mathbb{I}$. A map is positive iff it sends positive operators to positive operators $\rho \geq 0 \rightarrow \mathcal{E}(\rho) \geq 0$.

A map is completely positive iff the map $\mathcal{E} \otimes \mathbb{I}_{n}$ is positive for all $n$, where $\mathbb{I}_{n}$ is the $n$-dimensional identity map [169, 354]. Physically this requirement may be understood as the map extended to act on the system and any general ancilla being positive. The condition of complete positivity guarantees that the states generated by the evolution are always hermitian and positive semidefinite $\rho_{t}^{\dagger}=\rho_{t}, \rho_{t} \geq 0, \forall t$, and trace preservation implies that the density matrix remains normalized $\operatorname{Tr}\left(\rho_{t}\right)=1, \forall t$. And thus the dynamics generated by a CPTP map sends physical quantum states to physical quantum states. If the dynamical map obeys the semigroup property $\mathcal{E}_{t_{1}} \mathcal{E}_{t_{2}}=\mathcal{E}_{t_{1}+t_{2}}$, the dynamics described by the system is Markovian and its generator admits the Lindblad form

$$
\begin{align*}
\dot{\rho}(t) & =-i[H, \rho(t)]+\sum_{k} \mu_{k}\left[L_{k} \rho(t) L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho(t)\right\}\right] \\
& =-i \mathcal{L}_{o} \rho_{t}=-i \mathcal{L}_{H} \rho_{t}-i \mathcal{L}_{D} \rho_{t} \tag{240}
\end{align*}
$$

where $\mu_{k} \geq 0$ are the dissipation rates, $L_{k}$ are the jump operators describing the dissipative evolution and $H$ is the generator of the unitary part of the evolution and in general is not equal to the system Hamiltonian $H_{S} . \mathcal{L}_{o}$ represents the Lindbladian superoperator where $\mathcal{L}_{H}, \mathcal{L}_{D}$ characterize, respectively, the unitary and dissipative part of the dynamics. If the rates are negative $\mu_{k}<0$, the evolution is, in general, non-Markovian [359361]. The dynamical map can be written in terms of the Lindbladian superoperator as $\mathcal{E}_{t}=e^{-i \mathcal{L}_{o} t}$, note that the inverse of this map $\mathcal{E}_{t}^{-1}$ is not a CPTP map unless $\mathcal{L}_{o}$ describes unitary evolution [353].

The Lindblad equation can also be derived from a "microscopic" point of view [352, 353], in particular, one starts from the Liouville-von Neumann equation for the full system and environment and traces over the degrees of freedom of the environment, for this several conditions and approximations need to be imposed. Firstly, a Lindblad equation can usually be derived only in the weak system-bath coupling, or in the singular coupling limits. Secondly, the Born, Markov, and rotating-wave approximations need to be imposed. These require: the system and environment state to be in a product form $\rho_{S}(t) \otimes \rho_{E}$ at all times, the characteristic time scale of the system $\tau_{S}$ to be much larger than the characteristic time-scale of the environment $\tau_{E}$ and, given a spectral decomposition of the jump operators $L(\omega)$, the terms involving different frequencies $\omega \neq \omega^{\prime}$ to be negligible, respectively. The microscopic derivation provides the specific relation between the full Hamiltonian $H_{S+E}$ and the jump operators $\left\{L_{k}\right\}$, dissipation rates $\left\{\mu_{k}\right\}$ and Hamiltonian $H$ appearing in the master equation (240). Figure 19 illustrates a schematic diagram of the connection. The Lindblad equation (240) can be interpreted from a quantum measurement point of view [362-364]. For illustration, let us consider a closed system in a state $\rho(t)$ at time $t$. Assume that the system evolves unitarily for a time interval $\delta t$ and then undergoes a quantum measurement.


FIG. 19. The above schematic diagram illustrates the open system dynamics, where the system interacts with the environment (left) and evolves on its own (right). The jump operators $\left\{L_{k}\right\}$ with their associated dissipation rates $\left\{\mu_{k}\right\}$ characterize the system-bath interaction. An operator $\left.\mid \mathcal{O}_{0}\right) \equiv|\mathcal{O}|$ grows due to the system's action and loses information to the environment.

The measurement is characterized by a probability $P(s)$ at time $t=s$ and a set of measurement operators $\left\{M_{k}\right\}$. The density matrix of the system at time $t+\delta t$ can be expressed as

$$
\begin{align*}
\rho(t+\delta t) & =\rho(t)+\dot{\rho}(t) \delta t+O\left(\delta t^{2}\right) \\
& =\rho(t)-i[H, \rho(t)] \delta t+O\left(\delta t^{2}\right) \tag{241}
\end{align*}
$$

where we have used the unitary evolution equation $\dot{\rho}(t)=$ $-i[H, \rho(t)]$ in the second line. The measurement at this state changes the state to (we use a subscript $M$ to indicate that the system is measured)

$$
\begin{align*}
\rho^{M}(t+\delta t) & =[1-P(t+\delta t)] \rho(t+\delta t) \\
& +P(t+\delta t) \sum_{k} M_{k} \rho(t+\delta t) M_{k}^{\dagger} \tag{242}
\end{align*}
$$

where $P(t+\delta t)$ is the probability of the measurement at time $t+\delta t$. The first term on the RHS of (242) represents the probability that the system stays in the same state $\rho(t+\delta t)$ after the measurement (i.e., the measurement does not affect the system), and the second term represents the effect of the measurement with the Kraus operators $M_{k}$ satisfying $\sum_{k} M_{k}^{\dagger} M_{k}=\mathbb{I}$. Expanding the probability as $P(t+\delta t)=P(t)+\eta(t) \delta t+O\left(\delta t^{2}\right)$, where $\eta(t)=\delta P(t) / \delta t$ is the measurement rate, we can rewrite (242) as

$$
\begin{align*}
\dot{\rho}^{M}(t) & =-i[H, \rho(t)] \\
& +\eta(t) \sum_{k}\left[M_{k} \rho(t) M_{k}^{\dagger}-\frac{1}{2}\left\{M_{k}^{\dagger} M_{k}, \rho(t)\right\}\right] . \tag{243}
\end{align*}
$$

This equation has the same form as a Lindblad equation for open quantum system (240) if we identify the jump operators with the measurement operators $L_{k} \equiv M_{k}$ and with all dissipation rates equal and equal to the measurement rate $\eta(t)=\mu \geq 0$. This is no coincidence, as the open system dynamics can be interpreted as that of a system continuously monitored by the environment
[364-367]. The measurement is a non-unitary process that disrupts the unitary dynamics of the system. The higher the measurement rate, the more the system deviates from the unitary evolution. Therefore, the stronger dissipation drives the system away from its unitary evolution.

The evolution of the density matrices (240) is given in the Schrödinger picture. An analogous equation can be derived for operators in Heisenberg picture. Recall that, in Schrödinger picture, the states (density matrices) evolve, and the operators stay constant while in the Heisenberg picture, the operators evolve while the states are fixed. The expectation value of an operator is the same in both pictures, and thus, $\operatorname{Tr}(\rho(t) \mathcal{O})=$ $\operatorname{Tr}(\rho(0) \mathcal{O}(t))$, where $\mathcal{O} \equiv \mathcal{O}(t=0)$ is a normalized operator. Note that the LHS is in the Schrödinger picture while the RHS is in the Heisenberg picture. To derive the operator evolution, we differentiate both sides with respect to time and get $\operatorname{Tr}(\dot{\rho}(t) \mathcal{O})=\operatorname{Tr}(\rho(0) \dot{\mathcal{O}}(t))$. Using (240) we can write the expression in the Schrödinger picture as

$$
\begin{aligned}
\operatorname{Tr}(\dot{\rho}(t) \mathcal{O}) & =\operatorname{Tr}[(-i[H, \rho(t)] \\
& \left.\left.+\sum_{k} \mu_{k}\left[L_{k} \rho(t) L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho(t)\right\}\right]\right) \mathcal{O}\right]
\end{aligned}
$$

This expression can be recast into the Heisenberg picture by using the cyclic property of the trace

$$
\begin{aligned}
\operatorname{Tr}(\rho(0) \dot{\mathcal{O}}(t)) & =\operatorname{Tr}[\rho(0)(i[H, \mathcal{O}(t)] \\
& \left.\left.+\sum_{k} \mu_{k}\left[L_{k}^{\dagger} \mathcal{O}(t) L_{k}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \mathcal{O}(t)\right\}\right]\right)\right]
\end{aligned}
$$

Therefore, the adjoint master equation, which characterizes the dissipative evolution of operators in the Heisenberg picture, can be written as

$$
\begin{align*}
\dot{\mathcal{O}}(t) & =i[H, \mathcal{O}(t)]+\sum_{k} \mu_{k}\left[ \pm L_{k}^{\dagger} \mathcal{O}(t) L_{k}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \mathcal{O}(t)\right\}\right] \\
& =i \mathcal{L}_{o}^{\dagger} \mathcal{O}(t)=i \mathcal{L}_{H}^{\dagger} \mathcal{O}(t)+i \mathcal{L}_{D}^{\dagger} \mathcal{O}(t) \tag{244}
\end{align*}
$$

where $\mathcal{L}_{o}^{\dagger}$ is the adjoint Lindbladian superoperator, with the corresponding unitary $\mathcal{L}_{H}^{\dagger}$ and dissipative $\mathcal{L}_{D}^{\dagger}$ parts, and the sign $\pm$ accounts for the fermionic operators as well. The minus sign is used when the jump operators and initial operator $\mathcal{O}$ are both fermionic, i.e., they have odd parity [185, 368]. The evolution of any operator $\mathcal{O}(t)$ can formally be written as

$$
\begin{equation*}
\mathcal{O}(t)=e^{i \mathcal{L}_{o}^{\dagger} t} \mathcal{O} \tag{245}
\end{equation*}
$$

The unitary and dissipative contributions to the adjoint Lindbladian can be written explicitly as [184, 369]

$$
\begin{align*}
\mathcal{L}_{H}^{\dagger} \mathcal{O} & =[H, \mathcal{O}] \\
\mathcal{L}_{D}^{\dagger} \mathcal{O} & =-i \sum_{k} \mu_{k}\left[ \pm L_{k}^{\dagger} \mathcal{O} L_{k}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \mathcal{O}\right\}\right] \tag{246}
\end{align*}
$$

We also focus on the infinite-temperature Gibbs state $\rho_{\infty}=\mathbb{I} / \operatorname{tr} \mathbb{I}$, which is always a steady state of (244) since $\mathcal{L}_{o} \mathbb{I}=0$, note that the identity $\mathbb{I}$ is not a fermionic operator and thus the correct sign in the adjoint Lindbladian is + . This property, preservation of the identity, is called unitality and provides the analog of trace preservation in the Heisenberg picture. It allows for a simplification of the problem by endowing a specific and unique inner product $(A \mid B):=\operatorname{Tr}\left(\rho_{\infty} A^{\dagger} B\right)$, matching that in (14).

For the Krylov construction, resorting to vectorization is convenient; recall Sec.IIA. Making use of it, the normalization of the quantum state reads $\operatorname{Tr} \rho=$ $(\operatorname{vec} \mathbb{I})^{\dagger} \operatorname{vec} \rho=1$. To express the Lindbladian superoperator in vectorized form, making use of the identity (10) in (244) yields

$$
\begin{align*}
\mathcal{L}_{o}^{\dagger} & \equiv\left(H \otimes \mathbb{I}-\mathbb{I} \otimes H^{\top}\right)  \tag{247}\\
& -i \sum_{k}\left[ \pm L_{k}^{\dagger} \otimes L_{k}^{\top}-\frac{1}{2}\left(L_{k}^{\dagger} L_{k} \otimes \mathbb{I}+\mathbb{I} \otimes L_{k}^{\top} L_{k}^{*}\right)\right]
\end{align*}
$$

where for convenience the jump operators have been rescaled as $\sqrt{\mu_{k}} L_{k} \rightarrow L_{k}$. The advantage of vectorization is that it transforms the superoperator Lindbladian of dimension $d$ (i.e., a map between matrices of dimension $d \times d$ ) into an operator of dimension $d^{2}$ (i.e., $d^{2} \times d^{2}$ matrix) that acts on vectors $(\operatorname{vec} \mathcal{O})$ of length $d^{2}$. This is essential to compute the spectrum of the Lindbladian.

## XII. KRYLOV COMPLEXITY IN OPEN SYSTEMS: DIFFERENT APPROACHES

## A. Numerical approaches

Several numerical methods extend the Krylov construction to open quantum systems. We present them in the following sequence. An analytic approach has been presented in Sec. V.

## 1. Arnoldi iteration

The first study of Krylov construction in open systems was initiated in Ref. [369], where a generalization of the Lanczos algorithm was proposed. The algorithm is known as Arnoldi iteration [252] where an orthonormal basis set $\left\{\mathcal{V}_{0}, \ldots \mathcal{V}_{n}, \ldots\right\}$ is constructed using the full open-system Lindbladian:

$$
\begin{equation*}
\operatorname{span}\left(\mathcal{V}_{0}, \ldots, \mathcal{V}_{n}\right)=\operatorname{span}\left(\mathcal{O}, \mathcal{L}_{o}^{\dagger} \mathcal{O}, \ldots,\left(\mathcal{L}_{o}^{\dagger}\right)^{n} \mathcal{O}\right) \tag{248}
\end{equation*}
$$

The algorithm proceeds as follows. By initializing with a normalized vector $\mathcal{V}_{0} \propto \mathcal{O}$, an iterative construction yields

$$
\begin{equation*}
\left.\left.\mid \mathcal{U}_{k}\right)=\mathcal{L}_{o}^{\dagger} \mid \mathcal{V}_{k-1}\right) \tag{249}
\end{equation*}
$$

$k=1,2, \ldots$ Then, for $j=0$ to $n-1$, the algorithm works as follows [184, 369]:

1. $h_{j, k-1}=\left(\mathcal{V}_{j} \mid \mathcal{U}_{k}\right)$.
2. $\left.\left.\left.\mid \tilde{\mathcal{U}}_{k}\right)=\mid \mathcal{U}_{k}\right)-\sum_{j=0}^{k-1} h_{j, k-1} \mid \mathcal{V}_{j}\right)$.
3. $h_{k, k-1}=\sqrt{\left(\tilde{\mathcal{U}}_{k} \mid \tilde{\mathcal{U}}_{k}\right)}$.

If $h_{k, k-1}=0$, stop; otherwise, define $\mathcal{V}_{k}$ as

$$
\begin{equation*}
\left.\mid \mathcal{V}_{k}\right)=\frac{\left.\mid \tilde{\mathcal{U}}_{k}\right)}{h_{k, k-1}} \tag{251}
\end{equation*}
$$

If the operators are vectorized, the appropriate inner product (14) should be used. The Arnoldi iteration transforms the Lindbladian into an upper Hessenberg form in the Arnoldi basis (or Krylov basis, keeping in mind that the basis is generated by the full Lindbladian $\left.\mathcal{L}_{o}^{\dagger}\right)$ [184, 369],

$$
\mathcal{L}_{o}^{\dagger} \equiv\left(\begin{array}{cccccc}
h_{0,0} & h_{0,1} & h_{0,2} & \cdots & \cdots & h_{0, n}  \tag{252}\\
h_{1,0} & h_{1,1} & h_{1,2} & \cdots & \cdots & h_{1, n} \\
0 & h_{2,1} & h_{2,2} & h_{2,3} & \cdots & \cdots \\
\cdots & 0 & h_{3,2} & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & \cdots & \cdots & h_{n-1, n} \\
0 & 0 & \cdots & 0 & h_{n, n-1} & h_{n, n}
\end{array}\right)
$$

with the Arnoldi coefficients $h_{m, n}=\left(\mathcal{V}_{m}\left|\mathcal{L}_{o}^{\dagger}\right| \mathcal{V}_{n}\right)$. Without dissipation, $\mathcal{L}_{o}^{\dagger}$ reduces to the Hermitian counterpart $\mathcal{L}_{H}$, and the Arnoldi iteration reduces to the usual Lanczos algorithm. The matrix becomes tridiagonal with the non-zero primary off-diagonal elements given by the Lanczos coefficients $b_{n}$.

The construction is closely related to the Hessenberg decomposition, where any matrix $\mathcal{A}$ can be written as $\mathcal{U} \mathcal{A}_{\text {Hess }} \mathcal{U}^{\dagger}$, where $\mathcal{U}$ is a unitary matrix and $\mathcal{A}_{\text {Hess }}$ is of Hessenberg form, with all elements below the first subdiagonal vanishing. The determinant, trace, and eigenvalues of $\mathcal{A}$ are the same as those of $\mathcal{A}_{\text {Hess }}$. Finding the Hessenberg form of any matrix is useful because it makes the matrix sparser. However, the Hessenberg decomposition is not unique and does not ensure that the diagonal and subdiagonal elements are positive. The Arnoldi iteration, on the other hand, finds a Hessenberg matrix that has positive diagonal and subdiagonal elements. Therefore, the Arnoldi iteration gives a very specific Hessenberg decomposition among the many possible ones.

## 2. Closed Krylov basis

In [185], the second method was proposed, where the Krylov basis is generated by the closed-system Liouvillian $\mathcal{L}_{H}^{\dagger}$, instead of the full Liouvillian $\mathcal{L}_{o}^{\dagger} \equiv \mathcal{L}_{H}^{\dagger}+\mathcal{L}_{D}^{\dagger}$. This leads to a Krylov basis that confines the operator dynamics to the subspace:

$$
\begin{equation*}
\operatorname{span}\left(\mathcal{O}_{0}, \ldots, \mathcal{O}_{n}\right)=\operatorname{span}\left(\mathcal{O}, \mathcal{L}_{H}^{\dagger} \mathcal{O}, \ldots,\left(\mathcal{L}_{H}^{\dagger}\right)^{n} \mathcal{O}\right) \tag{253}
\end{equation*}
$$

Alternatively, this converts the operator dynamics into a non-Hermitian tight-binding model of particles hopping between sites [185]

$$
\begin{equation*}
\partial_{t} \varphi_{n}(t)=b_{n} \varphi_{n-1}(t)-b_{n+1} \varphi_{n+1}(t)+i \sum_{m} a_{m, n} \varphi_{m}(t) \tag{254}
\end{equation*}
$$

where $n \geq 1$, and $a_{m, n}$ are additional coefficients. These coefficients resemble Arnoldi coefficients, and the diagonal ones $a_{n} \equiv a_{n, n}$ are dominant. Ref. [185] provides a method to calculate them, but the reason for the dominance of the diagonal coefficients by the dissipative part of the Lindbladian is unclear. Ref. [185] also conducted numerical simulations in an one-dimensional interacting spinless fermionic model and the finite-fermion Sachdev-Ye-Kitaev (SYK) model. The diagonal elements are consistent with $h_{n, n}$ from the Arnoldi iteration, increasing linearly before a finite saturation. However, the behavior has no analytical support, although the general growth is observed to be in agreement with [369].

## 3. Bi-Lanczos algorithm

The third and final approach is a particularly convenient one. It creates a bi-orthonormal basis set instead of an orthonormal one, starting from initial vectors $\left.\left|p_{0}\right\rangle\right\rangle$ and $\left.\left|q_{0}\right\rangle\right\rangle$, evolved by the adjoint Lindbladian $\mathcal{L}_{o}^{\dagger}$ and the Lindbladian $\mathcal{L}_{o}$ respectively. Thus, it yields two separate bases [133, 280]

$$
\begin{align*}
\left.\operatorname{Kry}^{j}\left(\mathcal{L}_{o}^{\dagger},\left|p_{0}\right\rangle\right\rangle\right) & \left.\left.\left.=\left\{\left|p_{0}\right\rangle\right\rangle, \mathcal{L}_{o}^{\dagger}\left|p_{0}\right\rangle\right\rangle,\left(\mathcal{L}_{o}^{\dagger}\right)^{2}\left|p_{0}\right\rangle\right\rangle, \ldots\right\},  \tag{255}\\
\left.\operatorname{Kry}^{j}\left(\mathcal{L}_{o},\left|q_{0}\right\rangle\right\rangle\right) & \left.\left.=\left\{\left|q_{0}\right\rangle\right\rangle, \mathcal{L}_{o}\left|q_{0}\right\rangle, \mathcal{L}_{o}^{2}\left|q_{0}\right\rangle\right\rangle, \ldots\right\}, \tag{256}
\end{align*}
$$

and imposes the bi-orthonormality condition

$$
\begin{equation*}
\left\langle\left\langle q_{m} \mid p_{n}\right\rangle\right\rangle=\delta_{m, n} \tag{257}
\end{equation*}
$$

The "double braces" notation indicates the bi-Lanczos vectors [280], derived by the vectorization principle satisfying the inner product (14). Such a bi-orthonormality condition is typically encountered in the context of nonHermitian Hamiltonians. In such scenarios, the eigenvectors corresponding to the non-Hermitian Hamiltonian do not exhibit orthogonality with respect to one another [370]. Unlike the Arnoldi iteration, the bi-orthonormality condition is imposed - the vector spaces are no longer individually orthonormal. This renders the Lindbladian in a tridiagonal form [133, 280]

$$
\mathcal{L}_{o}^{\dagger} \equiv\left(\begin{array}{ccccccc}
a_{0} & b_{1} & & & & & 0  \tag{258}\\
c_{1} & a_{1} & b_{2} & & & & \\
& c_{2} & \ddots & \ddots & & \\
& & \ddots & a_{m-1} & b_{m} & \\
& & & c_{m} & \ddots & \ddots \\
& & & & \ddots & \ddots
\end{array}\right)
$$

in contrast with the upper Hessenberg form obtained from the Arnoldi iteration. A similarity transformation also implies that $d_{n}:=\sqrt{b_{n} c_{n}}$ can be regarded as generalized Lanczos coefficients for open systems [280, 371]. This is seemingly equivalent to different versions of the bi-Lanczos algorithm, which provides a non-unique basis [372-374]. These three sets of coefficients $\left\{a_{j}\right\},\left\{b_{j}\right\}$ and $\left\{c_{j}\right\}$ are recursively related by the following two sets of three-term recurrence relations [133, 280, 372]

$$
\begin{align*}
\left.\mathcal{L}_{o}^{\dagger}\left|p_{j}\right\rangle\right\rangle & \left.\left.\left.=b_{j}\left|p_{j-1}\right\rangle\right\rangle+a_{j}\left|p_{j}\right\rangle\right\rangle+c_{j+1}\left|p_{j+1}\right\rangle\right\rangle  \tag{259}\\
\left.\mathcal{L}_{o}\left|q_{j}\right\rangle\right\rangle & \left.\left.\left.=c_{j}^{*}\left|q_{j-1}\right\rangle\right\rangle+a_{j}^{*}\left|q_{j}\right\rangle\right\rangle+b_{j+1}^{*}\left|q_{j+1}\right\rangle\right\rangle \tag{260}
\end{align*}
$$

where $*$ denotes complex conjugation. The bi-Lanczos algorithm produces both these coefficients and the two sets of bi-orthogonal vectors $\left.\left|p_{j}\right\rangle\right\rangle$ and $\left.\left|q_{j}\right\rangle\right\rangle$, which we describe below [133, 280, 373]:

## 1. Initialization.

Let $\left.\left.\left|p_{-1}\right\rangle\right\rangle=\left|q_{-1}\right\rangle\right\rangle=0$ and $a_{-1}=b_{0}=c_{0}=0$. Also, let $\left.\left.\left.\left|p_{0}\right\rangle\right\rangle=\left|q_{0}\right\rangle\right\rangle \equiv \mid \mathcal{O}\right)$, where $\mathcal{O}$ is the initial normalized operator.

## 2. Lindbladian action and bi-Lanczos coefficients.

For $j=0,1, \ldots$, perform the following iterations:
(a) Compute: $\left.\left.\left|r_{j}\right\rangle\right\rangle=\mathcal{L}_{o}^{\dagger}\left|p_{j}\right\rangle\right\rangle$, and $\left.\left.\left|s_{j}\right\rangle\right\rangle=\mathcal{L}_{o}\left|q_{j}\right\rangle\right\rangle$.
(b) Redefine the vectors:
$\left.\left|r_{j}\right\rangle:=\left|r_{j}\right\rangle-b_{j}\left|p_{j-1}\right\rangle\right\rangle$, and $\left.\left.\left|s_{j}\right\rangle\right\rangle:=\left|s_{j}\right\rangle\right\rangle-$ $\left.c_{j}^{*}\left|q_{j-1}\right\rangle\right\rangle$.
(c) Evaluate the inner product: $a_{j}=\left\langle\left\langle q_{j} \mid r_{j}\right\rangle\right.$.
(d) Again, redefine the vectors: $\left.\left.\left|r_{j}\right\rangle:=\left|r_{j}\right\rangle\right\rangle-a_{j}\left|p_{j}\right\rangle\right\rangle$, and $\left.\left.\left.\left|s_{j}\right\rangle\right\rangle:=\left|s_{j}\right\rangle\right\rangle-a_{j}^{*}\left|q_{j}\right\rangle\right\rangle$.
(e) Evaluate the inner product: $\omega_{j}=\left\langle\left\langle r_{j} \mid s_{j}\right\rangle\right\rangle$.
(f) Evaluate the norm: $c_{j+1}=\sqrt{\left|\omega_{j}\right|}$, and $b_{j+1}=$ $\omega_{j}^{*} / c_{j+1}$.
(g) If $b_{j+1} \neq 0$, then define the vectors:

$$
\left.\left.\left|p_{j+1}\right\rangle\right\rangle=\frac{\left.\left|r_{j}\right\rangle\right\rangle}{c_{j+1}}, \quad \text { and } \quad\left|q_{j+1}\right\rangle\right\rangle=\frac{\left.\left|s_{j}\right\rangle\right\rangle}{b_{j+1}^{*}}
$$

(h) If required, perform the full orthogonalization (FO) procedure.
3. Stop, if $b_{k}=0$ for some $k$.

To summarize, the bi-Lanczos algorithm differs from the Arnoldi iteration in that the Krylov spaces are biorthonormal to each other, not orthonormal. This leads to a tridiagonal Lindbladian, unlike the Arnoldi iteration. However, both methods are equivalent in capturing the non-Hermiticity of the Lindbladian and reduces to the usual Lanczos algorithm when dissipation is absent, and the Lindbladian becomes Hermitian [25].


FIG. 20. A schematic diagram of the operator growth of the initial operator $\mathcal{O}_{0}$ in dissipative systems. The dissipative model is mapped to a non-Hermitian Krylov chain. Th model parallels a particle-hopping problem from $n$-th side to the adjacent ( $n+1$ )-th and ( $n-1$ )-th sites with hopping amplitudes $b_{n+1}$ and $c_{n}=b_{n}$ respectively. Further, $a_{n}$ denotes the amplitude of staying at site $n$. The dissipation acts stronger as the operator grows, marked by the red arrows. The figure is taken from [133].

## B. Structure of the Lindbladian

Equipped with the generic sets of bi-Lanczos coefficients, we discuss the generic structure of the Lindbladian. The elements of the Lindbladian can be completely general complex numbers. However, the bi-Lanczos algorithm and the generic properties of Lindbladian (i.e., the eigenvalues of $i \mathcal{L}_{o}^{\dagger}$ can either be non-positive real elements or complex conjugate in pairs [64, 375], with nonpositive real parts) force the Lindbladian to take the following form [133, 280]

$$
\mathcal{L}_{o}^{\dagger} \equiv\left(\begin{array}{cccccc}
i\left|a_{0}\right| & b_{1} & & & & 0  \tag{261}\\
b_{1} & i\left|a_{1}\right| & b_{2} & & & \\
& b_{2} & \ddots & \ddots & & \\
& & \ddots & i\left|a_{m-1}\right| & b_{m} & \\
& & & b_{m} & \ddots & \ddots \\
0 & & & & \ddots & \ddots
\end{array}\right),
$$

where $b_{n}=c_{n} \in \mathbb{R}_{+}$. In a more general setting, the offdiagonal coefficients can differ by a phase factor [280]. The Lindbladian is written in the bi-orthonormal basis of the form $\left.\left\langle\left\langle q_{i}\right| \mathcal{L}_{o}^{\dagger} \mid p_{j}\right\rangle\right\rangle$. These off-diagonal coefficients are the same as the Lanczos coefficients for a closed system. The diagonal coefficients of (261) break the Hermiticity of the Lindbladian $\mathcal{L}_{o}^{\dagger} \neq\left(\mathcal{L}_{o}^{\dagger}\right)^{\dagger}$ (it is neither Hermitian nor anti-Hermitian), which is otherwise true in the absence of $a_{n}$. Further, the imaginary part of any eigenvalue $\lambda_{\mathcal{L}}$ of the (adjoint) Lindbladian $\mathcal{L}_{o}^{\dagger}$ satisfies [280]

$$
\begin{equation*}
\min _{n} \operatorname{Im}\left(a_{n}\right) \leq \operatorname{Im}\left(\lambda_{\mathcal{L}}\right) \leq \max _{n} \operatorname{Im}\left(a_{n}\right) \tag{262}
\end{equation*}
$$

where the equality trivially holds for a closed system.
We briefly explain why the elements have this specific form [369]. Consider the eigenvalue of the matrix $i \mathcal{L}_{o}^{\dagger}$, where $\mathcal{L}_{o}^{\dagger}$ is given by (261), with real $b_{n}$. The eigenvalue equation is

$$
\begin{equation*}
Q_{n}=\operatorname{det}\left(i \mathcal{L}_{o}^{\dagger}-\lambda \mathbb{I}\right)=0 \tag{263}
\end{equation*}
$$

where $Q_{n}$ is known as a specific version of the continuant of dimension $n$ [376], which is the determinant of a tridiagonal matrix of dimension $n$. The $n$-dimensional continuant can be obtained by its lower dimensional continuant from the following form [369, 376]

$$
\begin{equation*}
Q_{n}=\left(-\left|a_{n-1}\right|-\lambda\right) Q_{n-1}+b_{n-1}^{2} Q_{n-2} \tag{264}
\end{equation*}
$$

with an initial condition $Q_{0}=1$ and $Q_{1}=-\left|a_{0}\right|-\lambda$. Setting $Q_{n}=0$ from (263), we get a polynomial of $\lambda$ as

$$
\lambda^{n}+f_{1}\left(\left\{\left|a_{n}\right|, b_{n}\right\}\right) \lambda^{n-1}+\cdots+f_{n}\left(\left\{\left|a_{n}\right|, b_{n}\right\}\right)=0
$$

where $f_{k}\left(\left\{\left|a_{n}\right|, b_{n}\right\}\right)$ is a set of real functions in $\left\{\left|a_{n}\right|, b_{n}\right\}$. The complex conjugate roots theorem says for a polynomial equation with all real coefficients, if $x+i y$ is a root, then $x-i y$ is also a root. This includes real eigenvalues $(y=0)$, so the theorem means that eigenvalues $\lambda$ are either real or come in complex conjugate pairs. This generically holds for any physical Lindbladian. Any real part in $a_{n}$ or any complex part in $b_{n}$ will violate this theorem. In other words, if the Lindbladian takes the form of (261), then $b_{n}$ has to be real, and $a_{n}=i\left|a_{n}\right|$ has to be purely imaginary. This provides a generic argument for the real and imaginary nature of the bi-Lanczos coefficients.

A time-evolved operator (evolved by $\mathcal{L}_{o}^{\dagger}$ ) can be written in the bi-Lanczos basis as

$$
\begin{equation*}
\left.\mid \mathcal{O}(t))=\sum_{n} i^{n} \varphi_{n}(t)\left|p_{n}\right\rangle\right\rangle, \tag{265}
\end{equation*}
$$

with $\varphi_{n}(t)$ denoting the Krylov basis wavefunctions. The Heisenberg equation of motion for the operator $\left.d \mid \mathcal{O}(t)) / d t=i \mathcal{L}_{o}^{\dagger} \mid \mathcal{O}(t)\right)$ translates to [193, 280]

$$
\begin{equation*}
\partial_{t} \varphi_{n}(t)=b_{n} \varphi_{n-1}(t)+i a_{n} \varphi_{n}(t)-b_{n+1} \varphi_{n+1}(t) \tag{266}
\end{equation*}
$$

for $n \geq 1$, with the boundary condition $\varphi_{-1}(t)=0$ and $\varphi_{n}(0)=\delta_{n, 0}$. Here, $\varphi_{0}(t)$ is the standard autocorrelation function, defined as $\varphi_{0}(t) \equiv \mathcal{C}(\{\mu\}, t)=\frac{1}{2^{N}} \operatorname{Tr}(\mathcal{O}(t) \mathcal{O})$ with the time-evolved operator (245) for a system consisting of $N$ two level systems, in a similar way to (24). Let us collectively denote $\{\mu\}$ as the set of the dissipative parameters. The similarity with Eq. (254) is apparent, especially Eq. (266) is exactly equal to Eq. (254) if only the diagonal terms are present in Eq. (254). In other words, the bi-Lanczos algorithm transforms the evolution dynamics to a non-Hermitian tight-binding model given by Eq. (266); see Fig. 20. Where now the dissipation is purely local on-site $n$ and not approximately local as in (254). Starting from a particular site $n$, a particle hops to the $(n-1)$-th and $(n+1)$-th site with hopping rates given by $b_{n}$ and $b_{n+1}$, respectively. Moreover, the particle has the probability to stay at site $n$ with amplitude $a_{n}$. As the coefficients $a_{n}$ are purely imaginary, the tight-binding equation (266) reduces to [193, 280]

$$
\begin{equation*}
\partial_{t} \varphi_{n}(t)=b_{n} \varphi_{n-1}(t)-\left|a_{n}\right| \varphi_{n}(t)-b_{n+1} \varphi_{n+1}(t), \tag{267}
\end{equation*}
$$

with $n \geq 1$. Since the evolution is non-unitary and the basis $\left|p_{n}\right\rangle$ is not orthonormal, the total probability $\sum_{n}\left|\varphi_{n}(t)\right|^{2}<1$ is not conserved. However, we can define a modified probability $\tilde{\varphi}_{n}(t)=\varphi_{n}(t) / \sqrt{\mathcal{Z}(t)}$, where $\mathcal{Z}(t)=\sum_{n}\left|\varphi_{n}(t)\right|^{2}$ is the total probability, acting as a normalization constant. This modified probability is conserved by definition $\left(\sum_{n}\left|\tilde{\varphi}_{n}(t)\right|^{2}=1\right)$ and the Krylov complexity in such setting equals the average position of the particle in the non-Hermitian Krylov chain, i.e.,

$$
\begin{equation*}
K(t)=\sum_{n} n\left|\tilde{\varphi}_{n}(t)\right|^{2}=\frac{1}{\mathcal{Z}(t)} \sum_{n} n\left|\varphi_{n}(t)\right|^{2} \tag{268}
\end{equation*}
$$

Similarly, higher orders of Krylov cumulants can be defined, for example, the normalized variance [184, 193], which is the second cumulant. We define it with respect to the normalized wavefunction

$$
\begin{align*}
\Delta K(t)^{2} & :=\sum_{n} n^{2}\left|\tilde{\varphi}_{n}(t)\right|^{2}-\left(\sum_{n} n\left|\tilde{\varphi}_{n}(t)\right|\right)^{2} \\
& =\frac{1}{\mathcal{Z}(t)} \sum_{n}\left|\varphi_{n}(t)\right|^{2}(n-K(t))^{2} \tag{269}
\end{align*}
$$

For any generic system, we are mostly interested in the first two cumulants - Krylov complexity and the Krylov variance.

## C. Constraints imposed by Trace Preservation

As discussed in Sec. XI, the Lindbladian is the generator of a CPTP dynamical semigroup. This structure constrains the evolution so that the dynamics remain physical. The way that these constraints manifest in the Krylov representation of the Lindbladian poses a formidable question. Here we detail how TracePreservation poses constraints for the dynamics in the Krylov space.

Trace preservation of Lindbladians imply that $\partial_{t} \operatorname{Tr}(\rho)=\operatorname{Tr}(\dot{\rho})=\operatorname{Tr}\left(\mathcal{L}_{o}(\rho)\right)=0$. In the Heisenberg picture it manifests as unitality, i.e. $\operatorname{Tr}\left(\mathbb{I} \mathcal{L}_{o}(\rho)\right)=$ $\operatorname{Tr}\left(\mathcal{L}_{o}^{\dagger}(\mathbb{I}) \rho\right)=0 \Leftrightarrow \mathcal{L}_{o}^{\dagger}(\mathbb{I})=0$. This condition can be written in the bi-orthonormal basis as $\left.\mathcal{L}_{o}^{\dagger}|\mathbb{I}\rangle\right\rangle=0$, where the adjoint Lindbladian is now in the tridiagonal form (261). Using the bi-orthonormal resolution of the identity superoperator $\left.\mathcal{I}=\sum_{j}\left|p_{j}\right\rangle\right\rangle\left\langle\left\langle q_{j}\right|\right.$ the expression of the vectorized identity matrix can be expressed in the biorthonormal basis as

$$
\begin{equation*}
\left.|\mathbb{I}\rangle\rangle=\frac{1}{d} \sum_{j} \operatorname{Tr}\left(q_{j}\right)\left|p_{n}\right\rangle\right\rangle, \tag{270}
\end{equation*}
$$

therefore the coefficients of the identity matrix in the bi-orthonormal basis are simply the traces of the left Krylov basis $\left.\left\{\left|q_{j}\right\rangle\right\rangle\right\}$. Leveraging the recurrence relation (260) and the trace preservation of the Lindbladian $\operatorname{Tr}\left(\mathcal{L}_{o}\left(q_{j}\right)\right)=0$ we find the recurrence relation for the traces

$$
\begin{equation*}
c_{j}^{*} \operatorname{Tr}\left(q_{j-1}\right)+a_{j}^{*} \operatorname{Tr}\left(q_{j}\right)+b_{j+1}^{*} \operatorname{Tr}\left(q_{j+1}\right)=0 \tag{271}
\end{equation*}
$$

From the recurrence relation and the fact that $\left.\left.\left|q_{0}\right\rangle\right\rangle=\mid \mathcal{O}\right)$ the traces of the first elements follow as

$$
\begin{align*}
\operatorname{Tr}\left(q_{0}\right) & =\operatorname{Tr}(\mathcal{O})  \tag{272a}\\
\operatorname{Tr}\left(q_{1}\right) & =-\frac{a_{0}^{*}}{b_{1}^{*}} \operatorname{Tr}(\mathcal{O})  \tag{272b}\\
\operatorname{Tr}\left(q_{2}\right) & =\left(\frac{a_{1}^{*} a_{0}^{*}}{b_{2}^{*} b_{1}^{*}}-\frac{c_{1}^{*}}{b_{2}^{*}}\right) \operatorname{Tr}(\mathcal{O})  \tag{272c}\\
\operatorname{Tr}\left(q_{3}\right) & =\left(\frac{c_{2}^{*} a_{0}^{*}}{b_{3}^{*} b_{1}^{*}}+\frac{a_{2}^{*} c_{1}^{*}}{b_{2}^{*} b_{3}^{*}}-\frac{a_{2}^{*} a_{1}^{*} a_{0}^{*}}{b_{3}^{*} b_{2}^{*} b_{1}^{*}}\right) \operatorname{Tr}(\mathcal{O}) \tag{272~d}
\end{align*}
$$

These expressions are very cumbersome. However, if a traceless operator $\operatorname{Tr}(\mathcal{O})=0$ is chosen as a starting operator for the bi-Lanczos algorithm, the identity is the zero vector and the dynamics is unital, and thus tracepreserving. In the following section, a traceless operator is always chosen. The restrictions imposed by complete positivity on the structure of the Lanczos coefficients and the associated dynamics in the bi-orthonormal Krylov basis remains an interesting open problem.

## XIII. EXAMPLES OF OPEN QUANTUM DYNAMICS IN KRYLOV SPACE

## A. Dissipative SYK Model

For illustration, we choose the SYK model (81) and its dissipative variants [65, 377-379]. Such systems exhibit a profound parallel with non-Hermitian physics, wherein the SYK model is generalized to a non-Hermitian version [380-384]. A potential gravity dual has also been discussed [385]. The Arnoldi iteration and bi-Lanczos construction in spin chains in their respective integrable and chaotic limits [386] were also studied in detail [280, 369]. We consider the following two classes of dissipators.

Class 1: Linear dissipator. When each fermion dissipates at an equal rate, the evolution is characterized by a linear Lindblad operator of the form [377]:

$$
\begin{equation*}
L_{i}=\sqrt{\lambda} \psi_{i}, \quad i=1,2, \cdots, N \tag{273}
\end{equation*}
$$

where $\lambda \geq 0$ is the dissipation strength associated with the interaction between the system and the environment. This model with the Hamiltonian (81) is analytically solvable in the large $q$ limit.

Class 2: Non-linear dissipator. The most generic nonlinear dissipators involve $p$-body Lindblad operators with a structure similar to the SYK Hamiltonian that can be written in the form [65]

$$
\begin{equation*}
L_{a}=\sum_{1 \leq i_{1}<\cdots<i_{p} \leq N} V_{i_{1} i_{2} \ldots i_{p}}^{a} \psi_{i_{1}} \psi_{i_{2}} \cdots \psi_{i_{p}} \tag{274}
\end{equation*}
$$

with $a=1,2, \cdots, M$ and the random interaction $V_{i_{1} i_{2} \ldots i_{p}}$
satisfies the following distribution:

$$
\begin{equation*}
\left.\left\langle V_{i_{1} i_{2} \ldots i_{p}}^{a}\right\rangle=0,\left.\quad\langle | V_{i_{1} i_{2} \ldots i_{p}}^{a}\right|^{2}\right\rangle=\frac{p!}{N^{p}} V^{2}, \quad \forall i_{1}, \cdots, i_{p}, a \tag{275}
\end{equation*}
$$

with $V \geq 0$. The random average has to be taken for the ensemble of the interaction strength. It reduces to the linear dissipator without the random average and for $p=$ 1. For numerical purposes, we specifically consider the $p=2$ case. Let $M$ denote the number of jump operators in (274). We take a special double-scaling limit $N, M \rightarrow$ $\infty$ with $R=M / N$ being held constant for analytical purposes.

Due to the special structure of the large $q$ SYK model, the operator size concentration (170) plays a key role. It is interesting to see that the strings of Majorana fermions act as an eigenstate of the dissipative part of the Lindbladian (246), i.e.,

$$
\mathcal{L}_{D}^{\dagger}\left(\psi_{i_{1}} \cdots \psi_{i_{s}}\right)= \begin{cases}i \lambda s\left(\psi_{i_{1}} \cdots \psi_{i_{s}}\right) & p=1  \tag{276}\\ i R V^{2} \frac{p s}{2^{p-1}}\left(\psi_{i_{1}} \cdots \psi_{i_{s}}\right) & p>1\end{cases}
$$

where the $p>1$ limit is strictly valid in the large $q$ and large $N$ limit. Hence, the rate of annihilation by $\mathcal{L}_{D}^{\dagger}$ is proportional to the size $s$ of the operator, defined in Sec. VII, and the rate of dissipation $\propto \lambda$ or $\propto R V^{2}$ for single and $p>1$-body dissipator respectively. This distinctive characteristic, attributed to the operator size concentration, is a unique feature of the large $q$ SYK model. It will be manifest in the diagonal Lanczos coefficients within the Lindbladian matrix, which we will explore in the forthcoming analysis.

## B. Analytical approach: moment method

Section V A 1 outlined the use of the moment method in the SYK model. Next, we present its generalization to the dissipative SYK. The autocorrelation function is given by [377]

$$
\begin{align*}
\mathcal{C}(\tilde{\lambda}, t) & =1+\frac{1}{q} g(\tilde{\lambda}, t)+O\left(1 / q^{2}\right)  \tag{277}\\
g(\tilde{\lambda}, t) & =\log \left[\frac{\alpha^{2}}{\mathcal{J}^{2} \cosh ^{2}(\alpha t+\aleph)}\right], \quad t>0 \tag{278}
\end{align*}
$$

where $\alpha$ and $\aleph$ read

$$
\begin{equation*}
\alpha=\sqrt{(\tilde{\lambda} / 2)^{2}+\mathcal{J}^{2}}, \quad \aleph=\operatorname{arcsinh}(\tilde{\lambda} /(2 \mathcal{J})) \tag{279}
\end{equation*}
$$

Here, $\tilde{\lambda}=\lambda q$ is the dissipative parameter in the large $q$ limit. With no dissipation, $\lambda=0$, the autocorrelation function reduces to (85). The function $g(\tilde{\lambda}, t)$ satisfies the following Liouville equation [377]

$$
\begin{equation*}
\partial_{t}^{2} g(\tilde{\lambda}, t)=-2 \mathcal{J}^{2} e^{g(\tilde{\lambda}, t)} \tag{280}
\end{equation*}
$$

with the boundary condition [377]

$$
\begin{equation*}
g(\tilde{\lambda}, 0)=0, \quad g^{\prime}(\tilde{\lambda}, 0)=-\tilde{\lambda} \tag{281}
\end{equation*}
$$

They include and generalize the known result [25] with zero dissipation. However, the autocorrelation function (277) is not an even function as in [25], and hence both even and odd moments exist. Specifically, one finds in a $1 / q$ expansion the moments

$$
\begin{equation*}
m_{n}=\frac{2}{q} \tilde{m}_{n}+O\left(1 / q^{2}\right), \quad n \geq 1 \tag{282}
\end{equation*}
$$

where $\tilde{m}_{n}$ is a polynomial of $w:=i \tilde{\lambda}$. For example, the leading moments are given by [184]

$$
\begin{align*}
& \tilde{m}_{1}=w / 2 \\
& \tilde{m}_{2}=1 \\
& \tilde{m}_{3}=w \\
& \tilde{m}_{4}=w^{2}+2 \\
& \tilde{m}_{5}=w^{3}+8 w \\
& \tilde{m}_{6}=w^{4}+22 w^{2}+16 \\
& \tilde{m}_{7}=w^{5}+52 w^{2}+136 \\
& \tilde{m}_{8}=w^{6}+114 w^{4}+720 w^{2}+272 \tag{283}
\end{align*}
$$

For $n>1$, the moments are associated with the triangle " $T(n, k)$ ", and generated according to the following sequence [387]
$T(n, k)=(k+1) T(n-1, k)+(2 n-4 k) T(n-1, k-1)$,
with $\left\lfloor\frac{n-1}{2}\right\rfloor \geq k \geq 0$ for each $n \geq 1$. Alternatively, the moment $\tilde{m}_{n}$ is given by the number of Motzkin paths of length $n$ where $k$ of them are upsteps,

$$
\begin{equation*}
\tilde{m}_{n}=\sum_{k=0}^{\left\lfloor\frac{n}{2}-1\right\rfloor} T(n-1, k) w^{n-2 k-2} \tag{284}
\end{equation*}
$$

for $n \geq 2$. Further, they can be written in terms of the continued fraction of the form (79) [184]. Applying the recursive algorithm (58), the moments provide us two sets of Lanczos coefficients [184]

$$
\begin{align*}
a_{n} & =i \tilde{\lambda} n+O(1 / q), \quad \tilde{\lambda}:=\lambda q  \tag{285}\\
b_{n} & = \begin{cases}\mathcal{J} \sqrt{2 / q} & n=1 \\
\mathcal{J} \sqrt{n(n-1)}+O(1 / q) & n>1\end{cases} \tag{286}
\end{align*}
$$

Note that the coefficients $b_{n}$ are exactly equal to their closed-system counterparts and do not depend on the dissipation, while the coefficients $a_{n}$ are purely imaginary and linearly depend on the dissipation. Further, both coefficients grow linearly in $n$. We will come back to this point in detail.


FIG. 21. (Top) The behavior of the diagonal coefficients $\left|h_{n, n}\right|$ from the Arnoldi iteration. The dashed line is the linear fit given by (287). (Bottom) the lower primary off-diagonal coefficients $h_{n, n-1}$. The inset shows the difference between the magnitude of the lower and the upper primary off-diagonal elements. The total number of fermions is $N=18$ ( 100 Hamiltonian realizations), the linear dissipator (273), and the initial operator $\mathcal{O}=\sqrt{2} \psi_{1}$. The figure is adapted from [184] with the change of parameters.

## 1. Arnoldi iteration

To appreciate the analytical findings in the previous section, let us implement the Arnoldi iteration in the dissipative SYK model with the Hamiltonian (81) and the linear dissipator (273). We vectorize the Lindbladian according to (247) and choose the vectorized initial operator $\mathcal{O}=\sqrt{2} \psi_{1}$. For its numerical study, we choose $q=4$ and $N=18$ fermions. Figure 21 shows the behavior for the diagonal and primary off-diagonal elements of the Lindbladian in Arnoldi (Krylov) basis. The (imaginary) diagonal elements $\left|h_{n, n}\right|$ depend on the dissipation strength and grow linearly before saturation at $n \lesssim N / q$, which is dependent on the system size. The linear fit gives

$$
\begin{equation*}
\left|h_{n, n}\right|=\lambda(2 n+1)=2 n \lambda+O(1) \tag{287}
\end{equation*}
$$

which is shown by the dashed line in Fig. 21 (top). By contrast, the primary off-diagonal elements $h_{n, n-1}$ and $h_{n-1, n}$ are almost independent of the dissipation and closely overlap with the closed system counterparts. However, they are not equal, i.e., $h_{n-1, n} \neq h_{n, n-1}$, primarily due to the presence of other off-diagonal elements $h_{m, n}$. Their small relative differences are shown in the in-
set of Fig. 21 (bottom). Although the other off-diagonal elements $h_{m, n}$ are much smaller in magnitude compared to the diagonal and the primary off-diagonal elements which dominate the Lindbladian matrix (252), their presence makes it difficult to compute the Krylov complexity in general.

## C. Numerical approaches

## 1. Bi-Lanczos algorithm

In this section, we apply the bi-Lanczos algorithm for the Hamiltonian (81), with the linear dissipator (273). We keep all the parameters the same as in the Arnoldi iteration. The bi-Lanczos algorithm generates two sets of coefficients, which are shown in Fig. 22. The diagonal coefficients increase linearly and are proportional to the dissipative parameter. The linear fit gives

$$
\begin{equation*}
\left|a_{n}\right|=\lambda(2 n+1)=2 n \lambda+O(1) \tag{288}
\end{equation*}
$$

This property is similar to the diagonal Arnoldi coefficients $\left|h_{n, n}\right|$, barring any $O(1)$ numbers, if any, which are insignificant in the asymptotic limit of $n$. All the upper and lower off-diagonal elements are the same and equivalent to the closed system counterparts; see Fig. 22 (bottom). This contrasts with the Arnoldi iteration, where upper and lower off-diagonal elements are different. The upshot is that the Lindbladian in the bi-Lanczos basis is expressed in the purely tridiagonal form (261) as discussed in Sec. XII A 3.

Finally, we comment on the numerical stability of both approaches. Although Arnoldi iteration appears to be more stable than the bi-Lanczos algorithm, both show numerical instability in Lanczos coefficients in small system sizes (i.e., small $N$ ). Ideally, $N \geq 18$ shows reasonably stable Lanczos coefficients. Further, since the coupling of the SYK model is chosen randomly, ideally, a random average (multiple realizations) is required. We performed 100 Hamiltonian realizations in both the Arnoldi iteration and the bi-Lanczos method. Comparing these two methods, we find perfect agreement in the slope and the saturation. Multiple realizations are considerably significant for smaller system sizes due to the numerical instability of the Lanczos coefficients. Partial re-orthogonalization methods [388] can also be employed.

## D. Krylov complexity in chaotic open quantum systems

Motivated by the extensive analytical and numerical studies in the SYK model, we propose that both sets of Lanczos coefficients show asymptotic linear growth [184]

$$
\begin{equation*}
a_{n} \sim i \chi \mu n, \quad b_{n}=c_{n} \sim \alpha n \tag{289}
\end{equation*}
$$

Here, $\mu$ denotes the generic dissipative parameter, with $\mu \propto \lambda$ for the linear dissipator (class 1) and $\mu \propto R V^{2}$ for


FIG. 22. The behavior of the (top) diagonal coefficients $\left|a_{n}\right|$ and (bottom) the primary off-diagonal coefficients $b_{n}$ for different dissipative strength in the $\mathrm{SYK}_{4}$ model with $N=18$ fermions ( 100 Hamiltonian realizations), using the bi-Lanczos algorithm. We choose the linear dissipators given by (273). The dashed line in (top) is the linear fit given by (288). We choose the initial operator as $\mathcal{O}=\sqrt{2} \psi_{1}$. The figure is adapted from [133] with the change of parameters.
the generic $p$-body dissipator (class 2 ). The proportionality directly follows from (276), as a consequence of the operator size concentration in the large $q$ SYK model. The parameter $\chi$ is independent of $n$ and the dissipative parameter. This provides a more generic operator growth hypothesis, at least for chaotic systems, which includes [25] as a specific case for the unitary systems.

## 1. Continuum limit: large $n$ result

To understand the behavior of the Krylov complexity, we first take a heuristic approach. We take the continuum limit by elevating the index $n$ to a parameter and denoting $\varphi_{n}(t) \equiv \varphi(n, t)$ as an Ansatz. The equation (266) with (289) can be written as [184]

$$
\begin{equation*}
\partial_{t} \varphi(n, t)+n\left(\chi \mu \varphi(n, t)+2 \alpha \partial_{n} \varphi(n, t)\right)=0 \tag{290}
\end{equation*}
$$

where we have elevated $\varphi_{n-1}(t)=\varphi(n-1, t)$ and $\varphi_{n+1}(t)=\varphi(n+1, t)$, and further used $\varphi(n+1, t)-$ $\varphi(n-1, t)=\varphi(n+1, t)-\varphi(n, t)+\varphi(n, t)-\varphi(n-1, t)=$ $2 \partial_{n} \varphi(n, t)$. We further assume $b_{n+1}=b_{n} \equiv b(n)$, which
is true in the asymptotic limit. ${ }^{4}$ We look for a stationary solution (where $\partial_{t} \varphi=0$ ) at $t \rightarrow \infty$, which is given by

$$
\begin{equation*}
\varphi_{*}(n, t \rightarrow \infty) \propto e^{-n / \xi}, \quad \xi:=\frac{2 \alpha}{\chi \mu} \tag{291}
\end{equation*}
$$

Using the above wavefunction, the late-time (stationary) Krylov complexity (after normalization using (268)) saturates to

$$
\begin{equation*}
K(t)=\frac{\xi}{2}+O(1 / \xi)=\frac{\alpha}{\chi \mu}+O(\mu), \quad t \rightarrow \infty \tag{292}
\end{equation*}
$$

which is valid in the weak dissipation regime $\xi \gg 1$ and inversely proportional to the dissipation strength. However, the early-time growth is exponential $K(t) \sim e^{2 \alpha t}$, with the time-scale for saturation $t_{*}$ estimated as

$$
\begin{equation*}
e^{2 \alpha t_{*}}=\frac{\alpha}{\chi \mu} \quad \Rightarrow \quad t_{*}=\frac{1}{2 \alpha} \ln \left(\frac{\alpha}{\chi \mu}\right) \tag{293}
\end{equation*}
$$

This dissipative time scale varies logarithmically with the inverse of the dissipation strength.

## 2. Exact results

Equipped with the Lanczos coefficients (289), the nonHermitian tight-binding model (266) is solved to obtain the basis wavefunctions. To do this, we assume a specific form of the coefficients [133, 184]

$$
\begin{equation*}
b_{n}^{2}=\gamma^{2}\left(1-u^{2}\right) n(n-1+\eta), \quad a_{n}=i u \gamma(2 n+\eta) \tag{294}
\end{equation*}
$$

where $u \in(0,1)$ and $\eta \sim O(1)$ number. Equation (289) is recovered as a particular choice

$$
\begin{equation*}
\alpha^{2}=\gamma^{2}\left(1-u^{2}\right), \quad \chi \mu=2 \gamma u \tag{295}
\end{equation*}
$$

in the asymptotic limit of $n$. Using (294), the nonHermitian tight-binding model (266) can be exactly solved, and the solution is given by [184]

$$
\begin{align*}
\varphi_{n}(t)= & \frac{\operatorname{sech}(\gamma t)^{\eta}}{(1+u \tanh (\gamma t))^{\eta}} \\
& \times\left(1-u^{2}\right)^{\frac{n}{2}} \sqrt{\frac{(\eta)_{n}}{n!}}\left(\frac{\tanh (\gamma t)}{1+u \tanh (\gamma t)}\right)^{n} \tag{296}
\end{align*}
$$

Although the appearance of $u$ in both $b_{n}$ and $a_{n}$ is more subtle, curiously, the form of the wavefunction is controlled by the underlying $\operatorname{SL}(2, \mathbb{R})$ symmetry [197, 253].

[^4]It can be easily checked that the probability is not conserved in general

$$
\begin{align*}
\mathcal{Z}(t) & =\sum_{n}\left|\varphi_{n}(t)\right|^{2} \\
& =\left(u(u \cosh (2 \gamma t)+\sinh (2 \gamma t))-u^{2}+1\right)^{-\eta} \tag{297}
\end{align*}
$$

It is interesting to perform a short and long-time asymptotic analysis of the wavefunction (296). At late times $t \rightarrow \infty$,

$$
\begin{equation*}
\varphi_{n}(t \rightarrow \infty) \simeq\left(\frac{\sqrt{1-u^{2}}}{1+u}\right)^{n} n^{\frac{\eta-1}{2}} \tag{298}
\end{equation*}
$$

where we have only kept terms involving terms with $n$ and neglected any other terms, such as those involving $\eta$. This is justified since we focus on the asymptotic limit of $n$. We also used the asymptotic expansion $\Gamma(n+\eta) / \Gamma(n) \sim n^{\eta}$ for $n \rightarrow \infty$. Since $\log \left((1+u) / \sqrt{1-u^{2}}\right)=u+O\left(u^{3}\right)$, we can readily see [184]

$$
\begin{equation*}
\varphi_{n}(t \rightarrow \infty) \sim e^{-n / \xi(u)} n^{\frac{\eta-1}{2}}, \quad \xi(u)^{-1}=u+O\left(u^{2}\right) \tag{299}
\end{equation*}
$$

This correctly reproduces the stationary state ansatz solution in (291), with $\eta=1$ and $\xi(u)=1 / u \propto \mu / \gamma$.

The finite time limit with $\gamma t \gg 1$ is more involved. One can repeat the analysis and find [184]

$$
\begin{align*}
& \varphi_{n}(t) \sim e^{-n / \xi(u, t)} n^{\frac{\eta-1}{2}} \\
& \xi(u, t)^{-1}=u+2 e^{-2 \gamma t}+O\left(e^{-4 \gamma t}, e^{-2 \gamma t} u, u^{2}\right) \tag{300}
\end{align*}
$$

which agrees with the previous result (299) as well as the zero dissipation result in (121). The delocalization length $\xi(u, t)$ captures both the spreading of the operator and the dissipation. Equating its first and second terms provides the saturation timescale $t_{d} \sim \log (1 / u)$, which grows logarithmically.

The exact wavefunction (296) allows us to compute the Krylov complexity (268) exactly. It is given by [133, 184]

$$
\begin{equation*}
K(t)=\frac{\eta\left(1-u^{2}\right) \tanh ^{2}(\gamma t)}{1+2 u \tanh (\gamma t)-\left(1-2 u^{2}\right) \tanh ^{2}(\gamma t)} \tag{301}
\end{equation*}
$$

and shown in Fig. 24 for different dissipation strengths. In the weak coupling limit, it reduces to

$$
\begin{equation*}
K(t)=\eta\left[\sinh ^{2}(\gamma t)-2 u \sinh ^{3}(\gamma t) \cosh (\gamma t)+O\left(u^{2}\right)\right] \tag{302}
\end{equation*}
$$

Without dissipation (i.e., $\mu=0$ or $u=0$ ), when $\gamma=$ $\alpha$, the exponential growth $K(t) \sim \eta e^{2 \alpha t}$ is recovered. The higher order terms in $u$ in (302) are responsible for weak dissipation, and the approximation becomes invalid when the first and second terms are comparable. In other words, it gives a time-scale $t_{d}$ when the dissipative regime begins. This happens at [184]

$$
\begin{equation*}
t_{d}=\frac{1}{2 \gamma} \sinh ^{-1}(1 / u) \sim \frac{1}{2 \alpha} \log \left(\frac{4 \alpha}{\chi \mu}\right)+O(\mu) \tag{303}
\end{equation*}
$$



FIG. 23. Snapshots of the Krylov wavefunctions (296), obtained from the exact solution of the Lanczos coefficients (294), with rescaling of the wavefunctions by a $t$-dependent constant $c_{t}$. We choose $\eta=1.5$ and $u=0.01$. Although the wavefunctions are defined for integer values of $n$ only, they are interpolated for non-integer values of $n$. At late times, $t \rightarrow \infty$, the wavefunction profile reached a stationary exponential tail $\propto e^{-n / \xi(u)}$, where $\xi(u)=1 / u \propto \mu / \gamma$. This is indicated by the red dashed curve. The figure is taken from [184].
where in the second inequality, we have used $\sinh ^{-1}(1 / u)=\log (2 / u)+O(u)$ and kept terms up to $O(u)$. This allows us to set $\gamma=\alpha$ and $2 / u=4 \alpha /(\chi \mu)$ at $O(u)$ using (295). Thus, we recover the dissipative scale $t_{d}=t_{*}$ from the general argument and also from the generic delocalization length $\xi(u, t)$.

On the other hand, the late-time value for the Krylov complexity at fixed dissipation $u>0$ is given by [184]

$$
\begin{equation*}
K(t \rightarrow \infty)=\frac{\eta}{2 u}-\frac{\eta}{2} \tag{304}
\end{equation*}
$$

which is a constant independent of the initial growth parameter $\gamma$ (or $\alpha$ ) but only depends on the dissipation $u$.

Hence, the generic arguments are consistent with the calculation. We also obtain two quantities, namely the dissipative timescale $t_{d}$ and the saturation value of the Krylov complexity $K_{\text {sat }}$, which show universal aspects of this behavior [133, 184]

$$
\begin{equation*}
t_{d} \sim \frac{1}{\gamma} \log (1 / u), \quad K_{\mathrm{sat}} \sim 1 / u \tag{305}
\end{equation*}
$$

The dissipative timescale resembles the logarithmic timescale of scrambling, implying that the dissipative strength acts as an effective degree of freedom. The saturation value is independent of the system size and thus generically holds in the thermodynamic limit. The saturation plateau appears to be generic in other notions of operator growth, namely operator size and OTOC [131, 134, 184]. We propose these quantities are robust for any generic all-to-all quantum chaotic systems.

It is interesting to compute the normalized variance


FIG. 24. The behavior of Krylov complexity (301) for different dissipation strengths. The black dashed line indicates the behavior of $\sim e^{2 t}$ (for $u=0$ ) of a closed system. We choose $\eta=1.5$. The figure is taken from [184].
(269), which is given by [133, 184]

$$
\begin{equation*}
\Delta K(t)^{2}=\frac{\eta\left(1-u^{2}\right) \tanh ^{2}(\gamma t)(u \tanh (\gamma t)+1)^{2}}{\left(1+2 u \tanh (\gamma t)-\left(1-2 u^{2}\right) \tanh ^{2}(\gamma t)\right)^{2}} \tag{306}
\end{equation*}
$$

While it behaves as $(\eta / 4) \sinh ^{2}(2 \gamma t) \sim \eta e^{4 \gamma t}$ in the growth regime, it saturates at $\eta /\left(4 u^{2}\right)$ at late times. In either case, we find

$$
\begin{equation*}
\Delta K(t) \sim K(t) \tag{307}
\end{equation*}
$$

i.e., the standard deviation of the Krylov complexity is comparable to its average, indicating a broad distribution. This is due to the "operator size concentration", discussed earlier. Incidentally, this property was also found to be true in all-to-all random unitary circuits [131]. It is further interesting to note the identity

$$
\begin{equation*}
\partial_{t} \log \mathcal{Z}(t)=-2 u \gamma(2 K(t)+\eta) \tag{308}
\end{equation*}
$$

resembling the equality of the Loschmidt fidelity and operator size [131]. For a closed system, $\mathcal{Z}(t)=1$, and $u=0$, and the above equation trivially holds.

To recover the large- $q$ SYK result, using (285)-(286), (289) and (295), we identify the following [184]

$$
\begin{equation*}
\eta=\frac{2}{q}, \quad \mathcal{J}^{2}=\gamma^{2}\left(1-u^{2}\right) \quad 2 \gamma u=\tilde{\lambda} \tag{309}
\end{equation*}
$$

in the $O(1 / q)$ expansion. This implies that the leading order in $q$, the Krylov complexity, and its variance in the SYK model vary as $\propto 1 / q$ with the expected growth; see (89) and (90) with $\gamma=\alpha=\mathcal{J}$ ), already obtained before.

It is interesting to seek a physical interpretation of the plateau structure and the dissipative timescale in Fig. 24, which appears to hold for generic all-to-all systems. This is intuitive from the operator growth perspective. Since the dissipation strength is linear in the operator size, the
dissipation acts stronger as the operator grows. The scrambling rate balances the dissipative strength at a timescale logarithmic in the dissipative strength, leading to the observed plateau. In an infinite system, scrambling persists indefinitely, preventing any halt in operator growth. The Markovian approximation (weak dissipation limit) suggests that dissipation alone is insufficient to reduce operator size in such cases. However, in systems of finite size, the size of operators can diminish when dissipation is weak, particularly at later times.

We also provide an intuitive understanding of the observed plateau from the perspective of quantum measurement. A notable parallel is drawn between Eq. (243) and the Lindblad equation, Eq. (240), where the jump operators undertake a measurement-like role. Essentially, the environment conducts a continuous measurement with an indeterminate outcome. Since the quantum measurement is a non-unitary operation, it steers the system away from its unitary trajectory. Hence, given that the measurement rate is analogous to the dissipation strength, an increase in dissipation thwarts the exponential growth typically seen in unitary evolution. Hence, the observed plateau solely results from the measurement process of the unknown environment. Similar findings for the Lyapunov exponent in the dissipative SYK model have been reported [134, 389].

## E. Pole structure of autocorrelation and spectral density

In Section V A, we observed that the pole structure of the autocorrelation function has a direct correlation with its growth dynamics. In particular, assuming smooth behavior of the Lanczos coefficients, the pole nearest to the origin plays a crucial role in dictating the expansion of the Lanczos coefficients and, consequently, the Krylov complexity. Given this relationship, it becomes pertinent to investigate the alterations in the pole structure under the influence of dissipation. This is especially relevant when considering the diagonal coefficients of the Lindbladian, denoted by $a_{n}$. We consider the following hypothetical autocorrelation function [133]

$$
\begin{equation*}
\mathcal{C}(\mu, t)=\frac{\sqrt{\alpha^{2}+\mu^{2}}}{\alpha} \operatorname{sech}\left(t \sqrt{\alpha^{2}+\mu^{2}}+\sinh ^{-1}(\mu / \alpha)\right) \tag{310}
\end{equation*}
$$

where $\alpha$ is the parameter governing the growth of $b_{n}$, while $\mu$ represents the dissipation factor. It is evident that in the absence of dissipation, Eq. (310) simplifies to $\mathcal{C}(0, t)=\operatorname{sech}(\alpha t)$, aligning with the closed system scenario in (123). The nearest pole to the origin of the autocorrelation function is situated along the imaginary $t$ axis (Fig. 5). Given that the autocorrelation function is normalized to unity at $t=0$, we can employ the recursive


FIG. 25. The pole structure of the autocorrelation function (310) showing the universal growth (289). The red crossed marks indicate the pole in generic dissipation strength, which shifts to the negative real axis (considering $\mu \geq 0$ ) in the weak dissipation limit. In such a limit, the blue-shaded region shows the analytic region of the autocorrelation function. The vertical distance (along the $y$ axis) of the pole from the origin governs the growth of $b_{n}$ while the horizontal distance (along the $x$ axis) governs the growth of $a_{n}$ in this limit. The smooth behavior of the Lanczos coefficients is assumed. The diagram is taken from [133].
algorithm (58) to obtain

$$
\begin{equation*}
a_{n}=i \mu(2 n+1) \sim i \mu \chi n, n \geq 0, \quad b_{n}=\alpha n, n \geq 1 \tag{311}
\end{equation*}
$$

The above coefficients can also be obtained by applying the Toda chain method in Sec. VB upon the replacement $t \rightarrow-i \tau$, and setting $\tau_{0}=0$. These expressions represent the asymptotic limits of the Lanczos coefficients, as hypothesized in (289) in the weak dissipation limit. However, it is important to note that the autocorrelation function (310) is not the sole function yielding these coefficients; any function $f(\mu, t)$ satisfying $f(0, t)=f(\mu, 0)=0$ will also suffice. The poles of the proposed autocorrelation function (310) are described by [133]

$$
\begin{equation*}
t_{ \pm}= \pm \frac{i \pi}{2 \sqrt{\alpha^{2}+\mu^{2}}}-\frac{1}{\sqrt{\alpha^{2}+\mu^{2}}} \sinh ^{-1}\left(\frac{\mu}{\alpha}\right) \tag{312}
\end{equation*}
$$

Remarkably, these findings are valid for any value of $\mu$, not just small ones, as the derivation of (311) did not rely on a small $\mu$ approximation. Nonetheless, for the sake of continuity with the discussions on Markovian dissipation in Sec. XIII D, we consider $\mu$ to be small, leading to the poles [133]

$$
\begin{equation*}
t_{ \pm}= \pm \frac{i \pi}{2 \alpha}-\frac{\mu}{\alpha^{2}}+O\left(\mu^{2}\right) \tag{313}
\end{equation*}
$$

The pole structure, as depicted in Fig. 25, reveals a discernible shift of the closest poles along the negative real axis when weak dissipation is present, while their distance from the imaginary axis (assuming $\mu \geq 0$ ) mirrors


FIG. 26. Behavior of the leading term and the subleading term of the spectral function in weak dissipation regime. The leading term shows an exponential decay $\exp (-\#|\omega|)$ while the subleading term exhibits product-exponential decay of the form $\omega \exp (-\#|\omega|)$ in the high-frequency regime, according to (317)-(318). We assume the smooth behavior of the Lanczos coefficients and take $\alpha=1$ for the figure. The figure is adapted from [133]
that of the closed system. Thus, the distance to the imaginary axis dictates the growth of $b_{n}$, and the lateral shift indicates the growth of $a_{n}$. In cases of more generic dissipation, not necessarily small, the poles seem to affect the growth of $b_{n}$ through a diagonal shift (a combined shift in both $x$ and $y$ axis). However, the autocorrelation function considered here is a simplified model meant to illustrate the general hypothesis in (289). Calculating an exact autocorrelation function under generic dissipation would require delving into non-Markovian dynamics [359-361, 390], which falls beyond the scope of the present discussion.

The pole structure of the autocorrelation function influences the decay profile of the spectral function. In the presence of dissipation, the generalized expression for the spectral function becomes

$$
\begin{equation*}
\Phi(\mu, \omega)=\int_{-\infty}^{\infty} d t e^{-i \omega t} \mathcal{C}(\mu, t) \tag{314}
\end{equation*}
$$

where $\mathcal{C}(\mu, t)$ is the autocorrelation function. Utilizing the specific autocorrelation function (310) under consideration, the spectral function is found to be [133]

$$
\begin{equation*}
\Phi(\mu, \omega)=\frac{\pi}{\alpha} \operatorname{sech}\left(\frac{\pi \omega}{2 \sqrt{\alpha^{2}+\mu^{2}}}\right) e^{\frac{i \omega}{\sqrt{\alpha^{2}+\mu^{2}}} \sinh ^{-1}\left(\frac{\mu}{\alpha}\right)} \tag{315}
\end{equation*}
$$

which holds for generic $\mu$, beyond the small dissipation approximation. In the absence of dissipation $(\mu=0)$, this equation reduces to the closed system result. However, when considering weak dissipation and expanding to the first order in $\mu$, one obtains

$$
\begin{equation*}
\left.\Phi(\mu, \omega)\right|_{\mu \rightarrow 0}=\Phi_{0}(\omega)+i \mu \Phi_{1}(\omega)+O\left(\mu^{2}\right) \tag{316}
\end{equation*}
$$

where $\Phi_{0}(\omega)$ represents the closed-system spectral function for $\mu=0$, and $\Phi_{1}(\omega)$ corresponds to the first-order correction in $\mu$. These terms are explicitly expressed as [133]

$$
\begin{align*}
& \Phi_{0}(\omega)=\frac{\pi}{\alpha} \operatorname{sech}\left(\frac{\pi \omega}{2 \alpha}\right) \sim \frac{\pi}{\alpha} e^{-\pi|\omega| /(2 \alpha)}  \tag{317}\\
& \Phi_{1}(\omega)=\frac{\pi \omega}{\alpha^{3}} \operatorname{sech}\left(\frac{\pi \omega}{2 \alpha}\right) \sim \frac{\pi \omega}{\alpha^{3}} e^{-\pi|\omega| /(2 \alpha)} \tag{318}
\end{align*}
$$

with the latter equations indicating the high-frequency behavior. Interestingly, while the leading term exhibits an exponential decay, the subleading term decays as a product-exponential function. Despite this, the overall decay remains exponential even within the weakly dissipative regime, as illustrated in Fig. 26. In all cases, the smooth behavior of the Lanczos coefficients is assumed. A parallel approach to studying the spectral function in a large $q$ SYK model has been presented in [371].

## XIV. KRYLOV COMPLEXITY IN QUANTUM FIELD THEORIES

In this section, we briefly discuss the Krylov space method in quantum field theory, focusing on the particular case of conformal field theories (CFT) [224] and simple free and holographic models [224, 225]. Conformal field theories are special due to their scale-invariant properties and conjecturally dual to the gravitational theory via the AdS/CFT correspondence. The integrable and the chaotic properties of such CFTs are under active investigations [225, 226, 391-397].

These questions can be tackled using Krylov subspace methods. Because of the infinite number of degrees of freedom, generating an orthonormal basis directly may not be illuminating. However, we can resort to an alternative approach, namely, the moment method and the Toda chain technique, as discussed in Sec. V B. This is possible because the autocorrelation function can be computed in many theories exactly due to conformal symmetry. A UV or an IR cutoff may be required in certain cases, or a theory should be compactified on a thermal circle [225, 226]. The starting point is the finitetemperature Wightmann two-point autocorrelation function, defined with the help of the "Wightmann" symmetric inner product

$$
\begin{align*}
\langle\mathcal{O}(t) \mathcal{O}\rangle_{\beta}^{(\mathrm{W})} & =\frac{\operatorname{Tr}\left(e^{-\beta H / 2} \mathcal{O}(t) e^{-\beta H / 2} \mathcal{O}\right)}{\operatorname{Tr} e^{-\beta H}} \\
& =\frac{\operatorname{Tr}\left(e^{-\left(\frac{\beta}{2}-i t\right) H} \mathcal{O} e^{-\left(\frac{\beta}{2}+i t\right) H} \mathcal{O}\right)}{\operatorname{Tr} e^{-\beta H}}, \tag{319}
\end{align*}
$$

where we have used the time-evolved operator $\mathcal{O}(t)=$ $e^{i H t} \mathcal{O} e^{-i H t}$ and $\beta$ is the inverse temperature. Denoting the density matrix by $\rho=e^{-\beta H} / \operatorname{Tr}\left(e^{-\beta H}\right)$, the above
(319) can be recast into

$$
\begin{align*}
\langle\mathcal{O}(t) \mathcal{O}\rangle_{\beta}^{(\mathrm{W})} & =\operatorname{Tr}\left(\rho e^{i H(t-i \beta / 2)} \mathcal{O} e^{-i H(t-i \beta / 2)} \mathcal{O}\right) \\
& =\operatorname{Tr}(\rho \mathcal{O}(t-i \beta / 2) \mathcal{O}) \\
& =\langle\mathcal{O}(t-i \beta / 2) \mathcal{O}\rangle_{\beta}^{\mathrm{th}} \tag{320}
\end{align*}
$$

where the thermal two-point function at inverse temperature $\beta$ is defined as

$$
\begin{equation*}
\langle\mathcal{O}(t) \mathcal{O}\rangle_{\beta}^{\mathrm{th}}=\operatorname{Tr}(\rho \mathcal{O}(t) \mathcal{O}) \tag{321}
\end{equation*}
$$

In the Euclidean time $\tau=i t$, the Wightmann two-point function is given by [224]

$$
\begin{equation*}
\mathcal{C}(\tau):=\langle\mathcal{O}(\tau) \mathcal{O}\rangle_{\beta}^{(\mathrm{W})}:=\langle\mathcal{O}(-i(\tau+\beta / 2)) \mathcal{O}\rangle_{\beta}^{\mathrm{th}} \tag{322}
\end{equation*}
$$

This is a universal relation between the Wightmann and thermal two-point functions. Given the thermal function, it can always be converted into the Wightmann function using the above relation. Unless explicitly mentioned, we will always consider the Wightmann inner product as our definition of the autocorrelation function.

Let us consider the example of $2 d$ CFT in $\mathbb{R}^{2}$. The autocorrelation function is given by the Wightmann inner product of the form [224]

$$
\begin{equation*}
\mathcal{C}(\tau)=\sec (\pi \tau / \beta)^{2 \Delta} \tag{323}
\end{equation*}
$$

where $\Delta$ is the operator scaling dimension and $\beta$ is the inverse temperature. This function has poles on the real axis of the Euclidean time at $\tau= \pm \beta / 2$. This is a universal behavior in any field theory, which comes from the singularity when two local operators collide $\mathcal{C}(\tau) \propto|\tau \mp \beta / 2|^{-2 \Delta}$, when $\tau \rightarrow \pm \beta / 2$. The order of the pole singularity $\Delta$ is the conformal dimension of $\mathcal{O}$. The two-point function $\mathcal{C}(\tau)$ is related to the more standard $\mathcal{C}(t)$ discussed, e.g., in the context of large $q$ SYK model above by the Wick rotation.

The Toda equations when $\mathcal{C}$ is given by (323) can be solved explicitly, this is one of the simple cases solved through the ansatz (102) [224],

$$
\begin{align*}
\tau_{n}(\tau)= & \frac{G(2+n) G(1+n+2 \Delta)}{G(2 \Delta) \Gamma(2 \Delta)^{n+1}}  \tag{324}\\
& \times(\pi / \beta)^{n(n+1)} \sec (\pi \tau / \beta)^{(n+2 \Delta)(n+1)}
\end{align*}
$$

where $G(n)$ is the Barnes Gamma function defined by $G(n):=\prod_{k=2}^{n-2} k!$ and satisfying the property $G(n+1)=$ $G(n) \Gamma(n)$. Using the Toda chain technique with $\tau_{0}=0$, for which Eq. (323) equals unity, the Lanczos coefficients read [224]

$$
\begin{align*}
a_{n} & =0, \quad n \geq 0 \\
b_{n} & =\frac{\pi}{\beta} \sqrt{n(n-1+2 \Delta)}, \quad n \geq 1 \tag{325}
\end{align*}
$$

It is natural to check the above results using the moment method in the special case of $\Delta=1$. For this, we
compute the power spectrum. Putting $\tau=i t$, we find $\mathcal{C}(t)=\operatorname{sech}(\pi t / \beta)^{2}$, and thus [226]

$$
\begin{equation*}
\Phi(\omega)=\int_{-\infty}^{\infty} d t e^{-i \omega t} \operatorname{sech}^{2}(\alpha t)=\frac{\beta^{2} \omega}{\pi \sinh (\beta \omega / 2)} \tag{326}
\end{equation*}
$$

Since the autocorrelation is even in $t$, the odd moments vanish. The even moments are given by

$$
\begin{align*}
m_{2 n} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega \omega^{2 n} \Phi(\omega) \\
& =\frac{2}{\pi^{2} \beta^{2 n}}\left(4^{n+1}-1\right) \zeta(2 n+2) \Gamma(2 n+2) \tag{327}
\end{align*}
$$

where $\zeta(z)$ is the Riemann-zeta function. Applying the moment method, we recover the same Lanczos coefficients in (325) with $\Delta=1$. The linear growth persists indefinitely, with the slope dictated by $\alpha=\pi / \beta$. In this case the Krylov complexity growth rate is $\lambda_{K}:=$ $2 \alpha=2 \pi / \beta=\lambda_{\mathrm{MSS}}$, saturating the Maldacena-ShenkerStanford (MSS) bound [19].

The unexpected linear growth of the Lanczos coefficients in free CFT puts the validity of the universal operator growth hypothesis into question. However, linear growth arises due to the infinite UV cutoff in quantum field theory. To overcome this, we must put the field theory on a lattice such that the lattice spacing acts as a regulator of the theory. Alternatively, we can introduce a UV regulator into the frequency space, which can be either hard or smooth. Let us consider the hard UV regulator $\Lambda$, such that the moments are given by [226]

$$
\begin{equation*}
m_{2 n}=\frac{1}{2 \pi} \int_{-\Lambda}^{\Lambda} d \omega \omega^{2 n} \Phi(\omega) \tag{328}
\end{equation*}
$$

This regulates the integration range from $(-\infty, \infty)$ to $[-\Lambda, \Lambda]$. Evaluating the expression (328) is a tiresome task. However, in the asymptotic limit for large $n$, the integral is dominated by the frequency $|\omega|=\Lambda$, and the ratio of the consecutive moments is controlled by [226]

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty} \frac{m_{2 n+2}}{m_{2 n}} \sim \frac{\omega^{2 n+2}}{\omega^{2 n}}\right|_{|\omega|=\Lambda}=\Lambda^{2} \tag{329}
\end{equation*}
$$

This behavior fundamentally affects the growth of the Lanczos coefficients. In other words, the Lanczos coefficients cease to grow indefinitely and approach a constant. The saturation value $b_{\text {sat }}$ is controlled by the ratio of the moments [226]

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{m_{2 n+2}}{m_{2 n}}=4 b_{\mathrm{sat}}^{2} \tag{330}
\end{equation*}
$$

Combining (329) and (330), we obtain the saturation value [226]

$$
\begin{equation*}
b_{\text {sat }} \sim \Lambda / 2, \tag{331}
\end{equation*}
$$

which is linearly proportional to the UV regulator. For a finite $\Lambda$, the indefinite growth of Lanczos coefficients
ceases and reaches a plateau. Hence, we need to look at the Lanczos coefficients beyond the UV cutoff to determine the chaotic nature of quantum field theories. For a soft regulator, see [226].

On the other hand, the IR scale has a different effect. This includes considering the massive theory, where the bare mass in the field theory behaves as an IR cutoff, or the theory is placed in a compact manifold. In such cases, the Lanczos coefficients split into two smooth branches, even and odd. In the case of massive theory two branches grow linearly, with the same slope $\alpha=\pi T$, but different intercepts, this behavior is called "persistent staggering" [225, 226].

The case of compact manifolds is more complex. In this case even and odd branches of $b_{n}$ grow linearly, but with different slopes [225],

$$
b_{n}=\left\{\begin{array}{l}
\alpha_{e} n+\gamma_{e}+o(1) \quad n \text { is even },  \tag{332}\\
\alpha_{o} n+\gamma_{o}+o(1) \quad n \text { is odd }
\end{array}\right.
$$

both different from $\pi T$, demonstrating behavior going beyond the universality of the original operator growth hypothesis of [25].

Using the integral over Dyck paths formalism a particular combination of the coefficients $\alpha_{e}, \alpha_{o}$ can be related to the singularity of $\mathcal{C}(\tau)$, located at $\tau= \pm \beta / 2$, and the combination of $\gamma_{e}, \gamma_{o}$ can be related to $\Delta$ [225].

## XV. KRYLOV COMPLEXITY IN HOLOGRAPHY

One of the interesting settings to study Krylov complexity is provided by holography. Holographic theories in the semiclassical gravity regime, with the bulk geometry being the black hole in $A d S$, exhibit exponential growth of OTOC. This makes holography a natural playground to study the relation between the exponential growth of Krylov complexity and OTOC.

Furthermore, by providing a non-perturbative definition of quantum gravity in the bulk via boundary QFT, holographic theories serve as fertile ground to study the relation between gravity and quantum complexity. That led to a number of influential conjectures geometrizing quantum complexity in the bulk [ $152,153,162,398]$. This makes holography a natural starting point to investigate the relation between Kyrlov complexity and its more established QFT analogs.

Formulating Krylov complexity in holography is analogous to the field theory case. The starting point is thermal Weightman-ordered two-point function (319), i.e., with the operators placed on opposite points on the thermal circle, and for convenience analytically continued to Euclidean time, thus removing the question of time ordering. Computing the Lanczos coefficients and Krylov complexity is then completely analogous to the previous section, as is expected, since the holographic duality is, in the end, one of the descriptions of field theory.

There are only a handful of holographic examples in which the Krylov complexity has been evaluated so far, some of them numerical and rely on the semiclassical bulk approximation, as in [224]. There are also calculations in thermal $\mathrm{AdS}_{3}$ and BPZ black hole dual to 2d CFTs at small and high temperature [225]. These calculations are in line with other QFT results and we already referred to them while discussing field theory or Krylov complexity at finite temperature in the preceding sections. The main takeaway is that holography helps solidify support for the extension of the Maldacena-Stanford-Shenker bound on OTOC growth (204). Another point worth mentioning is that holographic theories, at least in a certain case of thermal $\mathrm{AdS}_{3}$ exhibit the two-slopes behavior (332), which goes beyond the universality, originally outlined in [25]. This case is notable also because the Krylov complexity is trapped to IR values: an initial growth of $K(t)$ stops at an early time independent of the UV cutoff, after which $K(t)$ oscillates. This means the asymptotic or time-averaged value of Krylov complexity is independent of the value of UV cutoff, which marks a sharp distinction with the behavior of computational or holographic complexities that are explicitly UV cutoff-dependent [225].

Discussion of Krylov complexity in holography would not be complete without mentioning possible bulk manifestations of $K(t)$. It is essentially an established lore in holography that in the limit of classical gravity, all physically meaningful quantities in boundary field theory should have a clear geometric interpretation in the bulk. One remarkable example is the Ryu-Takayanagi (RT) prescription, which calculates entanglement in field theory [399]. Asking the same question for Krylov complexity is suggestive, especially because the thermal twopoint function, from which $K(t)$ can be mathematically derived, admits a full geometric description in the socalled geodesic approximation. Yet this question does not seem to have a simple answer for standard $d \geq 2$ holography, but we note that an interesting geometric proposal was formulated recently for the Jackiw-Teitelboim (JT) gravity [400].

## XVI. KRYLOV COMPLEXITY AND INTEGRABILITY

Recent research on Krylov complexity has revealed its potential as a discerning tool for differentiating between integrable and non-integrable systems, an idea that goes back to Parker et al. [25]. This distinction has been demonstrated through concrete examples within XXZ spin chains [182, 183, 280], Ising spin chains [242, 280, 369, 401], Bose-Hubbard model [402], and Floquet systems [403], encompassing both their integrable and non-integrable variants. The term "non-integrable" is used here to denote systems where integrability is disrupted by adding a specific term that can either strongly [404-406] or weakly break the integrability [407-409]. Figure 27 (top row) illustrates the initial and entire Lanc-
zos spectrum for the transverse-field Ising model (TFIM) in both integrable and non-integrable limits, with the initial operator $\sigma_{1}^{z}$. Due to the instability of the coefficients, the Full orthogonalization (FO) method [181] is performed. To suppress the noise, the moving average of order 6 in both the limits has been performed. The Lanczos coefficients exhibit sublinear growth in the integrable case and linear growth in the non-integrable scenario. The Lanczos spectrum terminates at $n=D_{K}$, constrained by the finite size of the system. Intriguingly, the Krylov dimension $D_{K}$ remains the same across both scenarios. In particular, the Krylov dimension bound (18) is saturated in both cases, depending on the chosen initial operator.

Further, the Lanczos spectrum in the integrable limits exhibits greater disorder compared to its chaotic analogs. To quantify the disorder within the Lanczos coefficients, one can define the logarithmic variance of the Lanczos sequence as follows [182, 183],

$$
\begin{equation*}
\Delta b_{n}=\operatorname{Var}\left(\log \left(b_{n} / b_{n+1}\right)\right) \tag{333}
\end{equation*}
$$

This measure effectively captures the degree of disorder among the Lanczos coefficients, which was analyzed in quantum billiards [228], the Bose-Hubbard system [402], the SYK model [320], and random matrices [411]. In scenarios where integrability is strongly broken, integrable systems exhibit a higher degree of disorder in the Lanczos spectrum than their non-integrable counterparts. This disorder correlates with an auxiliary off-diagonal Anderson hopping model, leading to a phenomenon ascribed as "Krylov localization" [182].

The level of disorder present in the Lanczos sequence influences the late-time saturation value of Krylov complexity. This saturation value is reduced in the integrable phase, yet it increases as the system transitions towards the chaotic phase, as depicted in the bottom row of Fig. 27. This observation was initially made in the XXZ chain with an integrability-breaking term [182, 183] and was subsequently identified in other models such as the Ising spin chain $[242,280,369,412]$ and the BoseHubbard model [402]. Nonetheless, the saturation value remains below the threshold of $D_{K} / 2$, a benchmark typically met in genuinely chaotic systems such as the $\mathrm{SYK}_{4}$ model [181]. However, this pattern is not universally applicable, as the XXZ chain and the Ising chain do not always conform to this behavior [182, 183, 280]. Correspondingly, the saturation value of Krylov complexity is much larger in the non-integrable limit, yet lower than $D_{K} / 2$ (see Fig. 27).

## XVII. APPLICATIONS TO QUANTUM CONTROL

Adiabatic driving offers a powerful scheme for quantum state preparation in quantum science and technology. Adiabatic strategies provide the rationale for adiabatic quantum computation and quantum annealing


FIG. 27. Top row shows the initial growth (left) and the full Lanczos spectrum (right) for the transverse field Ising model $(\mathrm{TFIM}) H_{\mathrm{TFIM}}=-\sum_{j=1}^{N-1} \sigma_{j}^{z} \sigma_{j+1}^{z}-g \sum_{j=1}^{N} \sigma_{j}^{x}-h \sum_{j=1}^{N} \sigma_{j}^{z}$ in the integrable with $(g, h)=(1,0)$ and the non-integrable with $(g, h)=(-1.05,0.5)$ limit [191, 410]. We chose the initial operator $\sigma_{1}^{z}$ with periodic boundary conditions, with system size $N=6$. The initial Lanczos coefficients exhibit sublinear growth in the integrable regime and linear growth in the non-integrable regime. In both regimes the coefficients terminate at $n=D_{K}=4033$, saturating the bound (18). However, the large $n$ Lanczos coefficients show greater fluctuation in the integrable regime compared to the nonintegrable limit. This is incorporated in the log variance, namely $\Delta b_{n}^{\text {integrable }} \gg \Delta b_{n}^{\text {non-integrable }}$. This figure uses the moving average of order 6 in both regimes to reduce the noise, which does not impact the behavior. The bottom row shows the behavior of the Krylov complexity in both regimes. The complexity saturates at a higher value in non-integrable regimes compared to the integrable regime due to the "Krylov localization" [182, 183]. The figures are adapted from [280] with different system parameters.
[413]. Their implementation is hindered by the presence of noise, uncontrolled sources of errors, and the coupling to the surrounding environment. It is thus desirable to find alternative nonadiabatic driving schemes without the requirement for slow driving. This is the scope of shortcuts to adiabaticity [414-416]. Among the techniques used for their engineering, counterdiabatic driving (CD) [417-419], also known as transitionless quantum driving [420], stands alone as a universal strategy. Its original formulation focuses on driven quantum systems evolving unitarily. Consider an uncontrolled reference Hamiltonian with a point-like spectrum and spectral decomposition $H_{0}(\lambda)=\sum_{n=1}^{d} E_{n}(\lambda)|n(\lambda)\rangle\langle n(\lambda)|$, that is
modulated by a single time-dependent parameter $\lambda(t)$ for simplicity. In the limit of slow driving, the time-evolution of an initial eigenstate $\left|n\left(\lambda_{0}\right)\right\rangle$ follows the adiabatic trajectory $\left|\psi_{n}(t)\right\rangle=\exp \left[i \phi_{n}(t)\right]|n(\lambda(t))\rangle$, where the phase factor is the sum of the dynamical phase and the geometric phase

$$
\begin{equation*}
\phi_{n}(t)=-i \int_{0}^{t} d s E_{n}(\lambda(s))+i \int_{\lambda_{0}}^{\lambda_{t}} d \lambda\left\langle n \mid \partial_{\lambda} n\right\rangle \tag{334}
\end{equation*}
$$

The adiabatic trajectory $\left|\psi_{n}(t)\right\rangle$ with respect to $H_{0}$ is the exact solution of the time-dependent Schrödinger equation $i \partial_{t}|\psi(t)\rangle=H|\psi(t)\rangle$ when the dynamics is generated by a different Hamiltonian $H$. The latter can be written as the sum $H=H_{0}+H_{\mathrm{CD}}$ of the uncontrolled Hamiltonian and the CD term $H_{\mathrm{CD}}=\dot{\lambda} A(\lambda)$, where

$$
\begin{equation*}
A(\lambda)=i \sum_{n=1}^{d}\left[\left|\partial_{\lambda} n\right\rangle\langle n|-\left\langle n \mid \partial_{\lambda} n\right\rangle|n\rangle\langle n|\right] \tag{335}
\end{equation*}
$$

is also known as the adiabatic gauge potential. CD in many-body systems generally involves nonlocal multiplebody interactions [421-424]. This has motivated the development of schemes to approximate the CD auxiliary Hamiltonians by variational methods [423, 425, 426] or otherwise [422, 427]. While CD schemes for many-body systems are hard to implement in analog quantum devices, they are amenable to digital quantum schemes [421, 423, 428]. Harnessing the advantage of CD to steer the dynamics with the flexible implementation of digital schemes is the basis of digitized counterdiabatic quantum algorithms [429-434]. Even in this context, the truncated CD controls are desirable and derived as leading orders in various series expansions. The integral representation of the CD term [435-437]

$$
\begin{align*}
A(\lambda)= & -\frac{1}{2} \lim _{\eta \rightarrow 0} \int_{-\infty}^{\infty} d s \operatorname{sgn}(s) e^{-\eta|s|} \\
& \times e^{i H_{0}(\lambda) s} \partial_{\lambda} H_{0}(\lambda) e^{-i H_{0}(\lambda) s} \tag{336}
\end{align*}
$$

motivates the nested commutator expansion [405, 438]

$$
\begin{equation*}
A(\lambda)=i \sum_{k} \alpha_{k}(\lambda) \mathcal{L}_{\lambda}^{2 k-1} \partial_{\lambda} H(\lambda) \tag{337}
\end{equation*}
$$

where the coefficients $\alpha_{k}$ are often determined by a variational approach. As an alternative, the Krylov expansion of the CD term has been presented in [31, 32, 439]. Choosing $\mathcal{O}=\partial_{\lambda} H(\lambda)$ and using the Krylov expansion of $\mathcal{O}(s)=\sum_{n=0}^{D_{K}-1} i^{n} \varphi_{n}(s) \mathcal{O}_{n}$ in Eq. (336) yields

$$
\begin{equation*}
A(\lambda)=i b_{0} \sum_{k=1}^{d_{A}} \alpha_{k}(\lambda) \mathcal{O}_{2 k-1} \tag{338}
\end{equation*}
$$

Here, $b_{0}^{2}=\left(\partial_{\lambda} H, \partial_{\lambda} H\right)$ while $d_{A}=D_{K} / 2,\left(D_{K}-1\right) / 2$ for even and odd Krylov dimension $D_{K}$, respectively. The expansion coefficients are then fixed in terms of the

Lanczos coefficient, circumventing the need for their approximate determination through a variational approach. Specifically, for even $D_{K}$, they are set by the iterative relations

$$
\begin{equation*}
\alpha_{1}=-\frac{1}{b_{1}}, \quad \alpha_{k+1}=-\frac{b_{2 k}}{b_{2 k+1}} \alpha_{k} \tag{339}
\end{equation*}
$$

while they can be found as a solution to a linear matrix equation for off $D_{K}$ [31].

Knowledge of the Krylov expansion makes it possible to relate the features of the CD term and $A(\lambda)$ with the properties of the system through the operator growth hypothesis and the analysis of the Lanczos coefficients. The norm of the CD term is used to quantify the cost of CD protocols [419]. It is further related to fidelity susceptibility and the quantum geometric tensor [421, 440] and using the Krylov expansion, one finds [31]

$$
\begin{equation*}
(A, A)=b_{0}^{2} \sum_{k=1}^{d_{A}} \alpha_{k}^{2} \tag{340}
\end{equation*}
$$

The expansion of the CD term in Krylov space is likely to prove useful in other applications. In the conventional approach, the CD term enforces parallel transport in the instantaneous eigenbasis of the uncontrolled Hamiltonian. By contrast, generalizations of the CD to open quantum systems involve parallel transport of the generalized eigenstates of the Liouvillian [441] or the instantaneous eigenstates of the reduced density matrix of the system, also known as natural orbitals [442]. The rationale behind CD can also be applied to parameter estimation in quantum metrology [443]. In this context, optimal strategies involve parallel transport along the operator given by the parametric derivative of the generator of evolution [444, 445]. The Krylov expansion of the CD term can also be utilized in numerical methods involving parallel transport along a family of quantum states, e.g., of matrix product states in tensor network algorithms [446, 447].

## XVIII. APPLICATIONS TO QUANTUM COMPUTING

While Krylov subspace methods have a long tradition in conventional computing, their implementation for many-body systems in quantum computers is not straightforward. They are computationally costly as the dimension of the Krylov basis scales exponentially with the system size. In addition, quantum computers based on the circuit model are naturally suited to implement unitaries rather than powers of the generator of evolution [448]. Recent progress has advanced the application of Krylov subspace methods to quantum computers by circumventing these challenges.

Variants of Krylov subspace methods have been put forward, replacing powers of the Hamiltonian with unitaries. Such an approach is suited for approximated realtime evolution as well as imaginary-time evolution. The
latter provides a natural scheme for the preparation of ground states and thermal states [26, 449]. This has given rise to a family of hybrid quantum-classical algorithms [450]. An alternative approach relies on replacing the need for Hamiltonian powers with combined unitary evolutions [451]. Additional advances have focused on the exact construction of the Krylov basis in a quantum computer without relying on the simulation of real or imaginary time evolution [452]. This approach has the advantage of reducing exponential classical cost, being achievable in polynomial time and memory.

These recent efforts focus on the Hamiltonian as the generator of time evolution. The use in quantum computers of Krylov subspace methods for open quantum systems governed by Lindbladians and other generators is an enticing prospect that may be facilitated by progress in quantum simulation of open quantum systems [453, 454].

## XIX. OPEN PROBLEMS

In what follows, we mention some open problems regarding the formalism of the Krylov subspace method for quantum dynamics, leaving aside applications that are expected to be many and broadly spread out. At the time of writing, Krylov subspace methods in quantum dynamics remain restricted to time-independent generators. Recent efforts have focused on extensions to timedependent systems that can be described by a Floquet operator, using a Krylov expansion involving its powers [403, 455] and a unitary quantum circuit with Trotterized evolution [245]. Beyond such cases, the dynamics under a time-dependent generator can be approximated by a step-wise sequence with constant generators. In addition, an arbitrary unitary evolution can be described using the Magnus operator, making the case for a Krylov expansion using its powers [456].

Beyond unitary dynamics, the progress reviewed in Sec. XI has focused on Markovian quantum systems with no memory, described by the Lindblad master equation [353-355]. The extension to general non-Markovian evolutions constitutes an interesting prospect [353, 360, 390]. It is known that any time-continuous evolution described by a density matrix can be associated with a master equation of a generalized Lindblad form, with time-dependent rates and Lindblad operators [442, 457], making the extension of the Krylov basis construction in such setting desirable. Beyond the time-continuous case, stochastic evolutions are essential in the treatment of fluctuating Hamiltonians [458, 459], the quantum-jump approach associated with the stochastic unraveling of master equations [365, 460], and the theory of continuous quantum measurements [364, 366, 367, 461]. In any such generalization, it would be interesting to investigate whether relations resembling those in the time-independent case hold between the set of Lanczos coefficients, the correlation function for operators, and the survival probability for quantum states.

Regarding the notion of quantum state, we have presented the use of Krylov subspace methods for timedependent operators in Sec.II, pure states in Sec.IX, and mixed density matrices in Sec. X. Quantum evolution can be discussed in many other representations. Among the phase-space quasiprobability distributions, the most celebrated is that introduced by Wigner [462, 463], to which Krylov subspace methods have recently been applied [464]. Other phase space distributions such as the $P$ and $Q$ distributions are frequent in quantum foundations [465], many-body physics [466], and quantum optics [467, 468].

Another open problem focuses on understanding the role of symmetry in relation to the dynamics in Krylov space, including the behavior of the Lanczos coefficients and the growth of Krylov complexity. For timeindependent Hamiltonians, the complexity algebra leads to the identification of different classes of evolutions, involving not only the Liouvillian but also the antiLiouvillian and the Krylov complexity operator, as discussed in Sec. VI. By contrast, the traditional symmetry classifications in quantum physics focus primarily on the generator of evolution. Dyson's three-fold way classification led to the introduction of the Gaussian and circular ensembles distinguished by the Dyson index $\beta_{D}$ [48]. Altland and Zirnbauer enriched this classification, including time-reversal, particle-hole, and chiral symmetries [469]. This classification has been generalized to non-Hermitian matrices describing Hamiltonians as well as Lindbladians [64, 65, 470, 471]. It remains to be seen whether such symmetry classes imprint a clear signature on the dynamics in Krylov space. Further, the integrable structure of the Krylov dynamics in isolated systems has been established in terms of the Toda flow [209]. One may wonder whether instances of integrable dynamics in Krylov space can be identified under more general evolutions, e.g., in non-Hermitian and open systems. And if such instances exist, do they have any connections with other notions of integrability? In particular, notions of integrability in open systems have been introduced by mapping the vectorized generator of evolution to non-Hermitian integrable models that are Bethe-ansatz solvable and satisfy the Yang-Baxter equation.

The development of such extensions and the analysis of their usefulness in applications remain to be explored and offer a tantalizing prospect for further studies.

## XX. CONCLUSION

In this review, we have provided a comprehensive account of the use of Krylov subspace to characterize the evolution of quantum systems. While the underlying tools are established entities within linear alge-bra-primarily utilized to execute efficient tridiagonalization of matrices for eigenvalue extraction-their significance has burgeoned within the realm of physics. Thanks to recent progress via the operator growth hypothesis,
these methods provide a framework for the fundamental characterization of many-body quantum systems, their time evolution, the mechanisms underpinning thermalization, and quantum chaos, and their complexity.

Our discourse methodically elucidates the construction of the Krylov space, employing the Lanczos algorithm for unitary evolution. The discussion extends to encompass both pure and mixed quantum states, furnishing a comprehensive formulation for each. Progressing further, we delve into a suite of generalizations that incorporate the Arnoldi iteration and the bi-Lanczos algorithm, addressing the challenges posed by non-unitary evolution in open quantum systems. As an adjunct to the Lanczos technique, the moment method-a viable alternative construction from the two-point autocorrelation function is introduced. These analytical frameworks are pivotal in the ongoing quest to unravel quantum chaotic attributes within the contexts of quantum field theory and holography via AdS/CFT correspondence.

Significant strides have been made analytically, particularly in relation to coherent states. These advancements have shed light on the geometric essence of quantum systems and established constraints on their fundamental characteristics, such as the quantum speed limits. Despite their conceptual simplicity, these tools wield the capacity to grapple with an array of complex systems. Examples include Random Matrix Theory (RMT), spin chains, and the Sachdev-Ye-Kitaev (SYK) models - the latter sharing a close connection to gravitational theories. Through these paradigms, we glean insights that inform our understanding of the fundamental bound of quantum chaos and its generalization. Such understanding is instrumental in unraveling the intricacies of quantum integrability and quantum control problems. Throughout this text, we intersperse analytical and numerical examples to reinforce the underlying theoretical framework.

To date, the study of Krylov subspace methods for quantum dynamics has been mostly confined to theoretical physics, applied mathematics, and computer science. As progress is made in combining Krylov methods with quantum algorithms, their implementation in quantum devices seems feasible in quantum computers. The development of experimental methods for probing Krylov complexity measures is in a nascent stage. However, the groundwork laid by existing methods-such as those employed to simulate the spectral form factor and the out-of-time-ordered correlator (OTOC) in digital quantum simulators-provides a promising foundation [93, 123, 125]. Nonetheless, this endeavor presents a formidable challenge that is essential to foster progress harnessing the development of quantum processing units towards computational supremacy in quantum computation and quantum simulation of nonequilibrium phenomena [472-478].
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[^1]:    ${ }^{1}$ Our notation uses a shift in $n \rightarrow n+1$ in the expression of $b_{n}^{2}(\tau)$ in (96) compared to [209]. This is consistent with the Toda equation and produces the exact result obtained from the moment method.

[^2]:    ${ }^{2}$ Our notation is aligned with the definition of the autocorrelation function (24), and differs from [253] with a complex conjugate. Hence, according to [253], the survival amplitude is $S(t)^{*}$.

[^3]:    3 The Lanczos coefficients obtained by the two methods (here denoting $\tilde{b}_{n}$ as the definition in [349]) are not the same but are easily related through the purity by $\tilde{b}_{n}=b_{n} / \sqrt{P(0)}$. The Krylov basis elements $\left.\mid \rho_{n}\right)$ are the same for $n \geq 1$, since $\left.\left|\tilde{\mathcal{A}}_{n}\right\rangle=\mid A_{n}\right) / \sqrt{P(0)}$ which cancels out with the factor in $\tilde{b}_{n}$, and only differ in $n=0$ by the factor $\sqrt{P(0)}$.

[^4]:    ${ }^{4}$ Otherwise, we have an extra $\partial_{n} b(n)$ term which can be added to $a(n)$ since both terms are proportional to $\varphi(n, t)$. For the linear growth $b(n) \propto n$, this extra term will add a constant to $a(n)$, which can be ignored in the asymptotic limit.

