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Abstract—Electromyography-to-Speech (ETS) conversion has
demonstrated its potential for silent speech interfaces by gen-
erating audible speech from Electromyography (EMG) signals
during silent articulations. ETS models usually consist of an EMG
encoder which converts EMG signals to acoustic speech features,
and a vocoder which then synthesises the speech signals. Due to
an inadequate amount of available data and noisy signals, the
synthesised speech often exhibits a low level of naturalness. In this
work, we propose Diff-ETS, an ETS model which uses a score-
based diffusion probabilistic model to enhance the naturalness of
synthesised speech. The diffusion model is applied to improve the
quality of the acoustic features predicted by an EMG encoder.
In our experiments, we evaluated fine-tuning the diffusion model
on predictions of a pre-trained EMG encoder, and training both
models in an end-to-end fashion. We compared Diff-ETS with
a baseline ETS model without diffusion using objective metrics
and a listening test. The results indicated the proposed Diff-ETS
significantly improved speech naturalness over the baseline.

Index Terms—Electromyography-to-Speech, Silent speech in-
terfaces, Diffusion probabilistic model, Speech naturalness

I. INTRODUCTION

Speech, a key mode of human communication, is a complex
procedure produced by the brain and muscles, including the
larynx, tongue, lips, and jaw [I]], [2]. Communication can
be extremely challenging when individuals cannot produce
audible speech, negatively affecting their life quality. In this
regard, silent speech interfaces (SSIs) can assist humans to
silently communicate by synthesising audible speech from
biosignals [1f], [3]. SSIs can not only help humans with speech
impairments (e.g., laryngectomy patients), but also support
private conversations in public environments and effective
interactions in noisy conditions [[1], [4f], [5]. More recently,
Electromyography (EMG)-to-Speech (ETS) conversion shows
its potential in SSIs by synthesising audible speech from
facial surface electromyographic signals [|6]. Particularly, ETS
conversion holds promise for synthesising speech during silent
articulation, as facial EMG signals contain the movement
information of human articulatory muscles [3]], [7].

Different from EMG-based speech recognition, which pre-
dicts sentences from EMG in early studies [7], [8], ETS
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conversion has been demonstrated to be promising to produce
acoustic speech directly from EMG [9]-[11]. An ETS model
usually consists of an EMG encoder to predict acoustic fea-
tures from EMG signals, and a vocoder to synthesise speech
from these predictions [11]], [[12]. Direct speech synthesis from
EMG can preserve more communication-related information
(e.g., paralinguistics) than EMG-based speech recognition.
Nonetheless, due to the low amount of available data or no
ground-truth (GT) audio during silent speech, the ETS syn-
thesis often lacks in speech naturalness. This could potentially
limit the user acceptance for EMG-driven SSIs.

Diffusion probabilistic (i.e., diffusion-based) models have
recently improved the speech naturalness in various synthesis
tasks, e. g., text-to-speech (TTS) [13]], [14] and voice conver-
sion [[15]]. Specifically, a forward process simulates a random
walk in the latent space by progressively adding Gaussian
noise to the original data, and a reverse process aims to denoise
and reconstruct the original data in multiple time steps [2],
[16]. Diffusion-based models can effectively generate natural
speech through their forward and reverse steps [[13|], [14], [[17]].
We propose a diffusion-based model for ETS, namely Diff-
ETS, including an encoder, a diffusion probabilistic model,
and a vocoder. Diff-ETS is found to successfully improve
the speech naturalness of ETS without diffusion. Furthermore,
the Diff-ETS is flexible to set the reverse time steps at the
inference stage, enabling the trade-off between latency and
performance. To the best of the authors’ knowledge, this work
proposes the first usage of diffusion-based models for ETS.

Related Work. Various diffusion-based models have been
applied to improve speech naturalness in the task of TTS,
which is relevant to our ETS work. The study in [14] proposed
a score-based diffusion probabilistic model that estimates
gradients of log-density of noisy data for TTS. This diffusion
model was further improved by a phoneme classifier, aiming
to reduce the pronunciation error when using untranscribed
speech [18]]. Another study [13]] applied a denoising diffusion
probabilistic model with likelihood-based optimisation for
TTS. The score-based diffusion model in [[14] showed better
naturalness than the denoising diffusion probabilistic model
in [13]]. To improve the speech naturalness of ETS, the study
in [9] trained a modified HiFi-GAN vocoder together with
an EMG encoder in an E2E manner. Different from training
the vocoder, we improve the naturalness via Diff-ETS, a
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Fig. 1. The proposed Diff-ETS framework for ETS. The deep blue blocks
are trainable and the light blue block of the vocoder is frozen. ResBlock:
Residual blocks, Attn: Attention, Conv: Convolutional layers.

score-based diffusion probabilistic model, which has also the
potential to be combined with the training of the vocoder.

II. METHODOLOGY

The proposed framework in this work includes an EMG
encoder, a diffusion probabilistic model, and a vocoder (see
Fig. [I). Given an EMG signal, an EMG encoder is trained
to predict a log Mel spectrogram and frame-wise phoneme
targets. The log Mel spectrogram is then aligned to have the
same length as that of the log Mel spectrogram extracted from
corresponding audible speech using Dynamic Time Warping
(DTW). Next, a score-based diffusion probabilistic model
is trained to enhance the log Mel spectrogram. Lastly, a
pre-trained vocoder synthesizes the speech signal from the
enhanced Mel spectrogram. Notably, the alignment of the
log Mel spectrograms is only applied during the training
procedure, as the training of the diffusion model requires
the inputs and the log Mel spectrograms of the GT (i.e.,
corresponding audible speech) to have the same shape. The
log Mel spectrograms predicted by the EMG encoder are fed
into the diffusion model without alignment at the inference
stage.

A. EMG Encoder and Speech Vocoder

In this work, we apply the structure of the EMG encoder
proposed in [12]]. The encoder consists of a set of residual con-
volutional neural networks (CNNs) and a transformer model,
predicting log Mel spectrograms and frame-wise phonemes.
Additionally, the speech vocoder is a pre-trained HiFi-GAN
model [19], which is herein frozen during training.

B. Score-based Diffusion Probabilistic Model

We use a score-based diffusion probabilistic model between
the encoder and the vocoder to increase the speech naturalness.
We denote a log Mel spectrogram predicted by the EMG
encoder as x*, and the log Mel spectrogram of the GT is
defined by x(. Herein, the aligned log Mel spectrogram z* is

used as the input of the diffusion model during training, and
the unaligned Mel spectrogram is employed for inference. In
the following, z* is used to denote the diffusion model input
for simplification.

1) Forward process: Given z*, the forward diffusion pro-
cess can transform it to Gaussian noise in a sequential stochas-
tic process. At a time step ¢, ¢ € [1; 7], the deviation of the
corresponding data x; [[14] is defined by

1
dxy = 5(93# — @) spdt + /s0dWy, (1

where s; is the noise schedule and W, denotes the standard
Brownian motion. The study in [14] proved that (x;|z) 4,
N (z#,I) where I is an identity matrix, when ¢ is infinite. In
this regard, x; obeys the Gaussian noise of (z*, I) and can be
obtained without xg.

2) Reverse process: The reverse diffusion process aims to
recover the clean data from Gaussian noise by approximating
the forward process. Herein, we use the ordinary differential
equation, which has been effective for TTS in [14]:

1
dzxy = 5(33” —xy — Viogps(x4))sedt. 2

Given dz; computed by (@), z; can be reversed to approach zg
step-by-step. The V log p;(x), the gradient of the log density
of the noisy data, can be predicted by a trainable neural net-
work f(z¢,z#,t). The architecture of f(z¢,z#,t) is a U-Net
with several residual blocks, attention layers, downsampling
and upsampling operations (see the right part of Fig. [T). The
detailed model structure is described in Section

C. Model Training

In this work, there is flexibility to either i) train the encoder
and then train the diffusion model with a frozen encoder, or
ii) train the encoder and the diffusion model in an end-to-
end (E2E) manner. In the E2E training, the loss function is
computed by

L= »Cenc + )\d['dv (3)

where L., is the loss function of the encoder, £; means the
loss function of the diffusion model, and \; denotes a constant.

1) EMG encoder: To train an encoder, L., is calculated
by Limer + ALlphone, Where Ly, is for predicting log Mel
spectrograms, Lphone aims to predict phonemes, and A is
a constant. EMG and audio signals of audible speech are
synchronous when they are recorded together. Therefore, we
calculate L,,.; by a pairwise 2-norm distance, and Lpnone
is a cross-entropy loss function using pairwise phoneme pre-
dictions from EMG and phoneme labels of audio. For EMG
signals recorded with silent speech, the lengths of predicted
log Mel spectrograms may differ from those of the GT log
Mel spectrograms. Thus, the predicted data is aligned based
on a cost matrix calculated by L1 + AL phone [12]. £ el
represents the distance between each two frames of the EMG
predictions and the GT Mel spectrograms. £'ppone are the
phoneme log probabilities of the EMG encoder for the GT
phoneme labels. DTW is then applied to the cost matrix,



producing the alignment between the silent EMG and the
speech targets. For silent speech, the cost matrix values on
the DTW path are summed as L.

2) Diffusion probabilistic model: The diffusion model
trains f(xz¢, 2", t) to predict Vlogp:(z:). Based on @), Ty
can be obtained by

T = (I— e—%fot smdm)xp + e—%fg Smdml‘o + g1, 4)

where g; is sampled from N(0,7]), n = 1 — ¢~ Jo smdm
The Vlogp:(x:) conditioned on zg is then represented by
Vlog potr(z¢|z0) = —gi(n:I)~t. The loss function of the
diffusion model is calculated by

Lq = Eqgqt(Eg, (|| f(z4, 2%, t) — Vog por(z¢|20)|[3))
= Eaot(Bg, (I|f (e, 2%, 1) + ge (e )~ 1)]13)).

Notably, z; is obtained by (@) for model training only. At the
inference stage, x; can be calculated without x, as aforemen-
tioned in Section We sample z; from N (z*,0711) as
the temperature ¢ was shown to be helpful to improve the
speech quality in [14].

®)

III. EXPERIMENTS
A. Database

To validate the proposed approach, we use the open-
vocabulary EMG database collected in [20]. It includes 8-
channel monopolar EMG signals captured at a sampling rate
of 1 kHz and audio signals at a sampling rate of 16 kHz, from a
single speaker. The database consists of i) 1, 588 utterances of
EMG signals and corresponding speech in 7 sessions when the
speaker speaks silently and audibly, and ii) 5,477 utterances
of EMG and audible speech signals in 10 sessions. The data
distribution in each session can be found in [[10]. The training,
validation, and test set are the same as in [20].

B. Experimental Settings

Implementation Details. For the EMG encoder, the residual
CNNss with three residual blocks are followed by a linear layer.
A transformer encoder is further employed after the linear
layer. Finally, two linear layers are used to predict log Mel
spectrograms and phonemes, respectively. The detailed model
hyperparameters can be found in [12].

In the diffusion model, the input channel numbers of the
residual blocks are 2, 64, 64, 128, 128, 256, 256, 256, 512,
128, 256, 64, 128, and 2, respectively. The input and output
channel numbers of the final two convolutional layers are (2,
2) and (2, 1) respectively. The downsampling operation is a
convolutional layer with a stride of 2, and the upsampling
is a transposed convolutional layer with a stride of 2. The
Diff-ETS models are initialised by a pre-trained EMG encoder
and a pre-trained diffusion model. The encoder is pre-trained
on the EMG database for 100 epochs with A = 0.5 and an
Adam optimiser with an initial learning rate of 10~%. The
learning rate is reduced by half when the validation loss does
not decrease in 20 epochs. The diffusion model is pre-trained
by the Grad-TTS method [14] on the LISpeech dataset.
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Fig. 2. The LSD and FAD of the two Diff-ETS models were evaluated on the

test set. The number of reverse time steps 7" is 50, and the temperature 6 varies
from 1.0 to 5.0. LSD: log-spectral distance, FAD: Frecht audio distance.

Diff-ETS models are trained in two ways: one involves
training the diffusion model with a frozen encoder (i.e.,
diffusion-finetune), and the other is to train the diffusion model
and the encoder in an E2E manner (diffusion-E2E). The Diff-
ETS models are trained with an Adam optimiser with an initial
learning rate of 10~%. The diffusion-finetune model is trained
for 2,000 epochs, as a high number of epochs has led to speech
naturalness improvements in Grad-TTS [14]. The diffusion-
E2E model was trained with Ay = 1 for only 400 epochs, as
it overfitted with more epochs in our preliminary study.

Evaluation Metrics. For evaluating the models, we apply both
objective and subjective methods. The objective evaluation
metrics contain log-spectral distance (LSDﬂ Frecht audio
distance (FAD word error rate (WER), and character error
rate (CER). For calculating the WERs and CERs, we transcribe
the speech synthesis with the Whisper “medium.en” model
and compare the normalised hypothesis with the normalised
GT transcription. For the subjective evaluation, we invite 10
listeners to evaluate the naturalness of 15 randomly selected
speech samples from each model and GT audio recordings.
The audio samples are presented in random order and the
listeners did not know to which model a sample belongs. The
speech naturalness is evaluated with scores varying from 1 to
5, where 1 indicates the poorest quality, and 5 is the best.
Based on the ratings, we calculate the mean opinion score
(MOS).

C. Results and Discussion

We compared the LSD and FAD of the diffusion-finetune
and diffusion-E2E models using different temperature values
0 in Fig. [2] The LSD values were only slightly affected by the
temperatures. This indicated that the log Mel spectrograms
can be predicted in the reverse process of the diffusion-based
models when adding noise with different variances. The LSD
values were slightly higher on the diffusion-finetune model
when 6 is smaller than 2.5. This may arise due to the fact that
small 6 values led to larger noise added to the predicted log
Mel spectrograms from the EMG encoder. The FAD values

Uhttps://github.com/haoheliu/ssr_eval/tree/main
Zhttps://github.com/microsoft/fadtk



TABLE I
THE PERFORMANCE COMPARISON OF DIFF-ETS AND AN ENCODER, AS
WELL AS THE GROUND TRUTH (GT). THE NUMBER OF TIME STEPS 7" IN
THE REVERSE PROCEDURE VARIES IN {50, 100, 1,000}. A
MANN-WHITNEY U TEST IS USED TO DETERMINE THE SIGNIFICANCE OF
MOS IMPROVEMENT COMPARED TO THE ENCODER (*: p < 0.01, **:

p < 0.001).

Model T LSD FAD WER CER MOS
GT - - - 2.9 0.8 4.38
Encoder (no diffusion) - 1.869 0.089 30.0 15.6 3.19
Diffusion-Finetune 50 1.857 0.045 324 173 3.60*
Diffusion-Finetune 100 1.860 0.042 324 17.3 3.66%*
Diffusion-Finetune 1,000 1.857 0.042 32.1 17.0 3.70**
Diffusion-E2E 50 1.890 0.052 333 17.6 3.59*%
Diffusion-E2E 100 1.890 0.050 352 18.6 3.57*
Diffusion-E2E 1,000 1.888 0.048 34.1 187 3.58*

increased when 6 was larger, which meant that the speech
samples predicted by Diff-ETS were still similar to the original
GT at a representation-based high level.

We further compared the objective and subjective evaluation
metrics of Diff-ETS with different reverse time steps 7', as
well as the GT audio, and the EMG encoder baseline without
diffusion in Table E} At the inference stage, the diffusion
models herein were applied with ¢ = 3.5. This value was
selected using MOS values predicted by a pre-trained UTMOS
modeﬂ in our preliminary study. We observed that the LSD
values of the diffusion-finetune models were slightly lower
than that of the encoder, while those of the diffusion-E2E
models were slightly higher. This can be also seen in the
WER and CER values, on which the diffusion-E2E models
performed slightly worse than others. All Diff-ETS models
performed better than the encoder when comparing the FAD
values at the representation level. The WER and CER values
of all diffusion-finetune and diffusion-E2E models performed
slightly worse than the encoder. The reason for this finding
might be that only the log Mel spectrograms predicted by the
encoder were fed into the diffusion models without considering
the predicted phonemes. The diffusion-based models showed
significantly better performance on the MOS values for speech
naturalness than the encoder in a Mann-Whitney U test. The
best performance was a MOS value of 3.70 (p < 0.001),
obtained by the diffusion-finetune model with 7" = 1,000.

IV. CONCLUSIONS AND FUTURE WORK

This paper proposed a diffusion-based framework called
Diff-ETS to enhance the speech naturalness in the task of
Electromyography (EMG)-to-Speech (ETS) conversion. The
Diff-ETS included two types of training procedures: diffusion-
finetune and diffusion-E2E. The diffusion models were added
between the EMG encoder and the speech vocoder. The
experiments in this work showed a significant improvement
in the speech naturalness compared to training an encoder
only. The flexibility of the diffusion models allows for the
trade-off between latency and performance by setting different

3https://github.com/tarepan/SpeechMOS

reverse time steps. In future efforts, one can reduce the number
of model parameters using various methods, e.g., model
compression [21] and knowledge distillation [22], thereby
generating speech samples in real-time. Moreover, a diffusion
model can be trained together with the encoder and vocoder
for further enhancing the speech quality [9]].
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