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Abstract—We derive conditions for the identifiability of non-
linear networks characterized by additive dynamics at the level
of the edges when all the nodes are excited. In contrast to linear
systems, we show that the measurement of all sinks is necessary
and sufficient for the identifiability of directed acyclic graphs,
under the assumption that dynamics are described by analytic
functions without constant terms (i.e., f(0) = 0). But if constant
terms are present, then the identifiability is impossible as soon as
one node has more than one in-neighbor. In the case of general
digraphs where cycles can exist, we consider additively separable
functions for the analysis of the identifiability, and we show that
the measurement of one node of all the sinks of the condensation
digraph is necessary and sufficient. Several examples are added
to illustrate the results.

Index Terms—Network analysis and control, system identifi-
cation.

I. INTRODUCTION

Networked systems composed of single entities or sub-
systems that interact in a network can be found in many
domains including biological networks, power networks, social
networks, etc [1], [2]. In this type of systems, one of the most
important characteristics is the network topology, which mod-
els the exchange of information among the nodes. However,
in many networks, different dynamical systems may also be
associated at the level of edges or nodes, which generates a
more complex behavior in the system.

Knowledge of the interactions between the nodes is useful
and in many situations can be essential for the analysis,
estimation and control of networks [3]. For this reason, the
identification of networks has become an important research
area where the objective is to identify the network topology
and all the dynamics associated with nodes and edges [4]–
[7]. Since in many networks the number of nodes and edges
can be relatively large, the appropriate placement of sensors
and instruments to perform experiments for the identification
process is crucial [8]–[10]. In this case, when the network
topology is available, the notion of identifiability plays an im-
portant role since it allows us to determine which nodes should
be excited and measured to identify the different dynamics in
the network. The identifiability problem in networks has been
extensively studied in the case of linear systems associated
with edges where, based on the knowledge of the network
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topology, conditions for the full measurement or full excitation
cases have been provided in [11], [12]. The case of partial
measurement/excitation has been analyzed in several works
[13]–[17] where different identifiability conditions have been
proposed depending on the scenario, though no necessary and
sufficient condition is known. However, most of real networks
are nonlinear, including systems in important fields of interest
like coupled oscillators [18], gene regulatory networks [19],
biochemical reaction networks [20], organic reactions [21],
social networks [22], among others. To the best of our knowl-
edge, the problem of identifiability of nonlinear networks has
not been previously analyzed.

The identification of even a single nonlinear system is a
challenging task due to the diverse types of nonlinearities
and models that can be used to reproduce the behavior of
the system [23]. In fact, the choice of the model might
depend on the type of application and some particular models
could not be well suited for several systems [24]–[26]. At
the level of nonlinear networks, the complexity increases
considerably since essentially the identification of nonlinear
functions that represent the dynamics of edges or nodes must
be performed without disconnecting the network. In this case,
identifiability conditions could be even more important than in
the linear case since in general the experiments for nonlinear
identification are more complex and expensive, so that the
knowledge of which nodes should be excited and measured is
fundamental. Although the analysis of identifiability is based
on all the information that could theoretically be obtained from
measurements (even if it would not necessarily be practical to
obtain so much information), it can give us a good intuition
for the outcome of experiments. If an edge is not identifiable
based on such perfect information, then it can certainly not
be identified with partial information. On the other hand, if an
edge can be identified in the ideal situation, it could be possible
that with appropriate experiments we manage to obtain an
approximation of the edge.

The class of functions considered in the identifiability of
nonlinear networks is important for the derivation of condi-
tions that guarantee the identification. The nonlinear dynamics
of real networks can be modeled by functions of different
nature like trigonometric in coupled oscillators [18] or non-
differentiable in neural networks [27]. Clearly, the identifi-
ability should be analyzed in a specific class of functions
and an appropriate delimitation of this class is fundamental.
If the class of functions is too restrictive, it could be easier
to guarantee identifiability but the type of functions could
not match real dynamical models. If the class of functions
is overly general, identifiability might be very restrictive since
many different functions could satisfy the information obtained
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with measurements. Nevertheless, we will derive strong results
for the identifiability of nonlinear networks for very general
classes of functions.

A preliminary version of this work was presented in [28]
where identifiability conditions for directed acyclic graphs
(DAGs) characterized by nonlinear static interactions were
derived in the full excitation case to highlight the differences
with linear networks. By contrast, in this work, we derive
identifiability conditions in the full excitation case for more
complex nonlinear networks where the edges are characterized
by nonlinear dynamical systems (i.e., involving memory), and
cycles are allowed. In this way, our results can be applied
to real networks where the dynamics is one of the main
characteristics of the edges and the presence of cycles is
common.

The remainder of this article is organized as follows. In
Section II, we present the dynamical model associated with
each node and the notions of identifiability at the level of
edges and networks. In Section III, we study the identifiability
problem in DAGs. For path graphs and trees, we analyze the
identifiability problem in a smaller class of functions where
each function is analytic and the static part is removed, and
we show that the measurement of the sink is necessary and
sufficient for identifiability. In the case of general DAGs, we
discard linear functions for the identifiability problem and
we prove that the measurement of the sinks is necessary
and sufficient for the identifiability. Section IV focuses on
the case of general digraphs where cycles are allowed. By
considering that the network is at rest at the initial time,
we show that by measuring a node of all the sinks of the
condensation digraph, we guarantee the identifiability of any
digraph. Finally, conclusions and future perspectives for the
identifiability of nonlinear networks are exposed in Section V.

II. PROBLEM FORMULATION

A. Notation

Scalars are denoted by x ∈ R and vectors are denoted by
x ∈ Rn. The vector of an appropriate size constituted of only
zeros is denoted by 0. The value of a general input or output
x at the time instant k is denoted by xk. The shift operator
acting on a vector x = (x1, . . . , xn) corresponds to a shift
of coordinates and it is denoted by τpx = (x1+p, . . . , xn+p),
where we assume that x is well defined for coordinates xi
with i > n.

B. Model class

We consider the identifiability problem in a network where
the dynamics are additive on the edges and have finite memory.
The network is characterized by a weakly connected digraph
G = (V,E) composed by a set of nodes V = {1, . . . , n} and
a set of edges E ⊆ V × V . The output of each node i in the
network is given by:

yki =
∑
j∈Ni

fi,j(y
k−0
j , yk−1

j , yk−2
j , . . . , y

k−mj

j ) + uk−1
i , (1)

where yki is the state of the node i, uk−1
i is an external

excitation signal, Ni is the set of in-neighbors of node i

without including i, fi,j is a nonzero nonlinear function
depending on past outputs of the neighbors j of the node i, and
each delay mj ∈ Z≥ is finite (i.e., finite memory). The model
(1) is causal if the nonlinear functions fi,j do not depend
on yk−0

j (i.e., fi,j(yk−1
j , yk−2

j , . . . , y
k−mj

j ) with mj ∈ Z+),
and along this work we will only consider the identifiability
of causal models (real-world dynamics). The particular case
of a delay mj = 0 will be used only for the adapted DAG
introduced in Section IV, which is a mathematical construction
used in the proof of Theorem 2. The model (1) implies that
the output of a node i in the network is determined by its own
excitation signal and the past outputs of its neighbors that are
affected by nonlinear functions fi,j located in each edge that
connect the neighbors with the node i. Furthermore, the model
(1) corresponds to the full excitation case where all the nodes
in the network can be excited through the inputs ui. When the
functions fi,j are linear, the identifiability problem with full
excitations has been studied in [11]. In this work, we will
consider analytic functions, whose representation as power
series will allow us to derive conditions for the identifiability
of nonlinear networks.

Assumption 1. The topology of the network is known, where
the presence of an edge implies a nonzero function.

Assumption 1 implies that we know which nodes are con-
nected by nonzero functions. Similarly to [11], [13], [14], for
the identification process we assume that in an ideal scenario
the relations between excitations and outputs of the nodes
have been perfectly identified and all nodes are excited. In
the first part, we focus on networks that do not contain any
cycle (i.e., DAGs). Due to the absence of cycles and finite
memory, the function Fi associated with the measurement of
a node i, depends on a finite number of inputs:

yki = uk−1
i + Fi(u

k−2
1 , . . . , uk−T1

1 , . . . , uk−2
ni

, . . . , u
k−Tni
ni ),

1, . . . , ni ∈ N p
i , (2)

where N p
i is the set of nodes with a path to node i. The

function Fi is implicitly defined by (1) and the inputs in Fi
correspond to the nodes that have a path to the measured
node i.

Assumption 2. If the node i is measured, the function Fi is
known.

With a slight abuse of notation, we use the superscript in the
function F (s)

i to indicate that all the inputs in (2) are delayed
by s (i.e., F (s)

i = Fi(u
k−2−s
1 , . . . , u

k−Tni
−s

ni )).

Example 1 (Finite inputs). Let us consider the DAG in
Fig. 1 with nonlinear functions of the form f3,2(y

k−1
2 ),

f3,1(y
k−1
1 , yk−2

1 ) and f2,1(y
k−1
1 ). The measurement of the

node 3 provides an output of the type:

yk3 = uk−1
3 + f3,2(y

k−1
2 ) + f3,1(y

k−1
1 , yk−2

1 )

= uk−1
3 + f3,2(u

k−2
2 + f2,1(u

k−3
1 )) + f3,1(u

k−2
1 , uk−3

1 ),
(3)

so that the function F3 associated with the measurement is a
function of a finite number of variables F3(u

k−2
1 , uk−3

1 , uk−2
2 ).
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Fig. 1. DAG where the function associated with the measurement of the node
3 only depends on a finite number of inputs.

C. Identifiability

We first define the relationships between the measurements
of the nodes and the functions fi,j .

Definition 1 (Set of measured functions). Given a set of
measured nodes Nm, the set of measured functions F (Nm)
associated with Nm is given by:

F (Nm) := {Fi | i ∈ Nm}.

We say that a digraph G and a set of functions fi,j
generate F (Nm) if the functions Fi ∈ F (Nm) are obtained
through (1).

Since the identifiability problem can be hard or unrealistic
for general functions, we restrict the problem to a certain
class of functions F : the functions associated with the edges
belong to F and the identifiability is considered only among
the functions belonging to F . The different classes of functions
will be defined depending on the different types of network
topologies considered for the analysis.

Definition 2 (Identifiability). Given a set of functions {f} =
{fi,j ∈ F | (i, j) ∈ E} that generates F (Nm) and another
set of functions {f̃} = {f̃i,j ∈ F | (i, j) ∈ E} that generates
F̃ (Nm). An edge fi,j is identifiable in a class F if F (Nm) =
F̃ (Nm), implies that fi,j = f̃i,j . A network G is identifiable
in a class F if F (Nm) = F̃ (Nm), implies that {f} = {f̃}.

According to Definition 2, in a network G, an edge fi,j
is identifiable in a class F if given a set of measured
functions F (Nm), every set of functions in F leading to
F (Nm) has the same fi,j [28]. A network G is identifi-
able in a class F if all the edges are identifiable in the
class F [28].

Although Assumption 2 seems strong, it is clear that if a
function fi,j cannot be identified with Fi, it is unidentifiable
based on the measurement of this node. However, if the
function fi,j is identifiable based on Fi, it is expected that
a good approximation of Fi with experiments, may eventually
provide a good approximation of the function fi,j . Thus, the
possibility of identifying fi,j could be determinant for the
approximation of these functions based on measurements and
experiments [29].

III. DIRECTED ACYCLIC GRAPHS (DAGS)
We now begin by deriving identifiability conditions for net-

works that do not contain any cycle (i.e., DAGs), considering
specific classes of functions.

DAGs encompass a large number of graph topologies that
present specific characteristics that can be used for the deriva-
tion of conditions for identifiability [30], [31]. Since sources
and sinks 1 are important nodes in DAGs, we first provide a
result similar to the static case in [28] about the information
that we can obtain from the measurements of these nodes.

Proposition 1 (Sinks and sources). The measurement of the
sources is never necessary for the identifiability of the network.
The incoming edges of sinks are not identifiable if the sinks
are not measured.

Proof. First, the measurement of any source ℓ generates the
output ykℓ = uk−1

ℓ , which does not provide any information
about functions associated with edges in the network. Then, let
us consider a sink i with |Ni| in-neighbors. The measurement
of this sink provides the output:

yki = uk−1
i +

∑
j∈Ni

fi,j(y
k−1
j , . . . , y

k−mj

j ),

and it is the only way of obtaining information about the
functions fi,j for j ∈ Ni. Thus, if the sink i is not measured,
the incoming edges fi,j are not identifiable.

A. Identifiability of general nonlinear functions

We start by considering the identifiability problem in the
class of all analytic functions.

Definition 3 (Class of functions FALL). Let FALL be the
class of all analytic functions f : Rm → R.

Notice that the dimension m corresponds to the function
fi,j in the network with the largest number of arguments (i.e.,
number of past inputs).

Unfortunately, the following proposition shows that even in
the trivial case when we measure all the nodes, there are some
important network topologies where the identifiability problem
is unsolvable in the class FALL.

Proposition 2 (Unidentifiability). If a DAG contains two (or
more) edges arriving at a same node, then none of them are
identifiable in FALL.

Proof. Let us consider an arbitrary DAG with a node i with 2
or more in-neighbors. Let us assume that we measure all the
nodes (i.e., Nm = V ), which is all the information that we
can get from a network. Since the function Fi ∈ F (Nm), we
obtain:

yki = uk−1
i + Fi

= uk−1
i +

∑
j∈Ni

fi,j(u
k−2
j +F

(1)
j , . . . , u

k−mj−1
j +F

(mj)
j ).

Let us consider two arbitrary in-neighbors p and q of the node
i and set the functions f̃i,p = fi,p + γ and f̃i,q = fi,q − γ,
with γ ̸= 0. Notice that Fi can also be obtained with the
functions f̃i,p and f̃i,q , which implies that these edges cannot
be identified.

1A source is a node with no incoming edges. A sink is a node with no
outgoing edges.
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p

i

q

fi,p f̃i,p = fi,p + γ

f̃i,q = fi,q − γfi,q

DAG

Fig. 2. If a DAG has at least a node i with two or more in-neighbors, then
it is not identifiable in the class FALL.

Proposition 2 implies that DAGs having nodes with two
or more in-neighbors cannot be identified, which restricts
considerably the types of networks that can be identified in
the class FALL. In the following proposition we show that
the identifiability of graphs where all the nodes have only 1
in-neighbor (i.e., an arborescence) is possible but requires the
measurement of all the nodes except by the source.

Proposition 3 (Arborescence). An arborescence is identifiable
in the class FALL, if and only if all the nodes are measured
except possibly the source.

Proof. Let us consider an arborescence with n > 2 nodes and
a node i, which is neither the source nor a sink 2. The output
of an out-neighbor of i denoted by i+ 1 is given by:

yki+1 = uk−1
i+1 + Fi+1 (4)

= uk−1
i+1 + fi+1,i(u

k−2
i + F

(1)
i , . . . , uk−mi−1

i + F
(mi)
i )

= uk−1
i+1 + fi+1,i(u

k−2
i + fi,i−1(u

k−3
i−1 + F

(2)
i−1, . . .), . . . ,

uk−mi−1
i + fi,i−1(u

k−mi−2
i−1 + F

(mi−1)
i−1 , . . .)),

where i− 1 is the in-neighbor of i. If the node i is not mea-
sured, we can consider the functions f̃i,i−1(x) = fi,i−1(x)+γ
and f̃i+1,i(x) = fi+1,i(x1 − γ, . . . , xmi

− γ) with γ ̸= 0, that
generate F̃i+1 and satisfy Fi+1 = F̃i+1 in (4), which implies
that the arborescence cannot be identified.
On the other hand, if we measure all the nodes (i.e., Nm = V ),
we know the function Fj associated with any node j in the
network. Let us consider a node i with an in-neighbor and
we set all the inputs to zero except ui with the corresponding
delays. Then, the measurement of the node i gives us:

yki = uk−1
i + Fi (5)

= uk−1
i + fi,i−1(u

k−2
i + F

(1)
i−1(0), . . . ,

u
k−mi−1−1
i + F

(mi−1)
i−1 (0)).

If there is another function f̃i,i−1 that generates F̃i and satisfies
Fi = F̃i in (5), we would have for all uk−2

i , . . . , u
k−mi−1−1
i ∈

R:

fi,i−1(u
k−2
i + Fi−1(0), . . . , u

k−mi−1−1
i + F

(mi−1)
i−1 (0)) =

f̃i,i−1(u
k−2
i + Fi−1(0), . . . , u

k−mi−1−1
i + F

(mi−1)
i−1 (0)),

which implies that fi,i−1 = f̃i,i−1 because all the Fi−1 are
the same, and we thus identify fi,i−1. Since the node i was

2An arborescence can have several sinks but only one source.

arbitrary, the analysis holds for the other nodes and therefore
all the nonlinear functions in the arborescence are identified.
By Proposition 1, it is never necessary to measure the source.
Finally, since each edge between two measured nodes is
identified, it is sufficient to measure all the nodes except
possibly the source, which does not provide information.

Notice that in the proofs of Propositions 2 and 3 we do
not use properties of analytic functions and the results are
also valid for nonlinear functions that are not analytic. We
can see that even for simple topologies like arborescences,
the identifiability problem requires the measurement of all the
nodes except by the source, which could be impractical due
to physical limitations and economic costs. Furthermore, as
Proposition 2 showed, for more complex graph topologies,
even the measurement of all the nodes is not enough to
identify all the nonlinear functions in a network. From the
proof of Proposition 2, we can see that the main problem is
the identification of the static part of the nonlinear functions
since it requires more information through the measurement
of additional nodes. Therefore, we will consider nonlinear
functions where no static part is present (i.e., only a dynamic
part), which could be interpreted as the difference with respect
to the steady state.

Definition 4 (Class of functions FZ). Let FZ be the class of
functions f : Rm → R with the following properties:

1) f is analytic in Rm.
2) f(0) = 0.

B. Path graphs and trees

The notion of paths plays an important role in the iden-
tifiability problem in networks since they carry information
between the excited nodes and the measured nodes. For this
reason, in this section, we focus first on the identifiability of
path graphs 3. Before, we need the following lemma about the
identifiability of in-neighbors.

Lemma 1. Let G be a DAG such that the edge (i, j) is the
only path from the node j to the node i. Then if i is measured,
fi,j is identifiable in the class FZ .

Proof. The measurement of the node i provides the output:

yki = uk−1
i +

∑
ℓ∈Ni

fi,ℓ(u
k−2
ℓ + F

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F
(mℓ)
ℓ ).

(6)
Since Fi ∈ F (Nm), let us assume that there exists a set {f̃} ≠
{f} such that Fi = F̃i, which implies:∑

ℓ∈Ni

fi,ℓ(u
k−2
ℓ + F

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F
(mℓ)
ℓ ) =∑

ℓ∈Ni

f̃i,ℓ(u
k−2
ℓ + F̃

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F̃
(mℓ)
ℓ ). (7)

Let us set to zero all the inputs except the inputs of the node
j ∈ Ni with their respective delays. Since (i, j) is the only
path between i and j, the functions Fℓ, F̃ℓ do not depend on

3A path graph is a digraph that can be drawn so that all the nodes and
edges lie on a single straight line.
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the inputs uj , and given that all the functions are in the class
FZ , the equality (7) becomes:

fi,j(u
k−2
j + F

(1)
j (0), . . . , u

k−mj−1
j + F

(mj)
j (0)) =

f̃i,j(u
k−2
j + F̃

(1)
j (0), . . . , u

k−mj−1
j + F̃

(mj)
j (0)).

which yields for all uk−2
j , . . . , u

k−mj−1
j ∈ R:

fi,j(u
k−2
j , . . . , u

k−mj−1
j ) = f̃i,j(u

k−2
j , . . . , u

k−mj−1
j ).

Therefore, we obtain fi,j = f̃i,j , which implies that the
function fi,j is identifiable.

This leads to the following corollary.

Corollary 1. For identifiability in the class FZ , the measure-
ment of a node i provides the identification of all the incoming
edges corresponding to in-neighbors with only one path to i.

Proof. The proof is simply based on the successive application
of Lemma 1 for other in-neighbors with only one path to the
measured node i.

Due to the presence of past inputs, Corollary 1 is different
from Lemma 2 in our preliminary work [28] corresponding
to the static case, where the measurement of a node provides
the identification of all the incoming edges of the node. For
instance, let us consider again the network in Fig. 1 and the
nonlinear functions of Example 1. Notice that based on (3),
the function f3,2 can be identified by setting to zero uk−2

1 and
uk−3
1 , but the function f3,1 cannot be identified by using the

same approach since uk−3
1 is also present in f3,2. This shows

that the identifiability problem in the dynamic case is clearly
more complex than in the static case.

Next, we provide the following technical lemma that will be
used in the proofs of the main results, where we remind that
τ is the shift operator of coordinates defined in Section II-A.

Lemma 2 (Multivariate function). Given three nonzero ana-
lytic functions f : Rp → R and g, g̃ : Rq → R that satisfy:

g(0) = g̃(0) = 0;

f(x1+g(y1, . . . ,yr), . . . , xp+g(τ
p−1y1, . . . , τ

p−1yr)) =

f(x1+g̃(y1, . . . ,yr), . . . , xp+g̃(τ
p−1y1, . . . , τ

p−1yr)), (8)

then either g = g̃ or f is constant.

Proof. The proof is differed to Appendix A

Since the functions in the class FZ satisfy f(0) = 0, we
have the following corollary.

Corollary 2. Under the same conditions as in Lemma 2, if
f(0) = 0, then

g = g̃.

Proposition 4 (Path graphs). A path graph is identifiable in
the class FZ if and only if the sink is measured.

Proof. By Proposition 1 the measurement of the sink i is
necessary. The measurement gives us the output:

yki =u
k−1
i + Fi

=uk−1
i +fi,i−1(u

k−2
i−1 +F

(1)
i−1, . . . , u

k−mi−1−1
i−1 +F

(mi−1)
i−1 ).

Since Fi ∈ F (Nm), let us assume that there exists a set {f̃} ≠
{f} such that Fi = F̃i, which corresponds to the equality:

fi,i−1(u
k−2
i−1 + F

(1)
i−1, . . . , u

k−mi−1−1
i−1 + F

(mi−1)
i−1 ) =

f̃i,i−1(u
k−2
i−1 + F̃

(1)
i−1, . . . , u

k−mi−1−1
i−1 + F̃

(mi−1)
i−1 ).

Notice that Fi−1 and F̃i−1 could at this stage be different
since the node i − 1 has not been measured. Between the
nodes i and i − 1 there is only one path corresponding to
the edge (i, i− 1), which implies that the function fi,i−1 can
be identified according to Lemma 1, so that fi,i−1 = f̃i,i−1.
Then, we get:

fi,i−1(u
k−2
i−1 + F

(1)
i−1, . . . , u

k−mi−1−1
i−1 + F

(mi−1)
i−1 ) =

fi,i−1(u
k−2
i−1 + F̃

(1)
i−1, . . . , u

k−mi−1−1
i−1 + F̃

(mi−1)
i−1 ).

By virtue of Lemma 2 we can guarantee F (1)
i−1 = F̃

(1)
i−1. This is

equivalent to the mathematical constrained obtained with the
measurement of the node i− 1 (i.e., Fi−1 ∈ F (Nm)) and we
can continue with the same procedure until we reach the root.
In this way, we guarantee {f} = {f̃} and all the path can be
identified.

Proposition 5 (Trees). A tree is identifiable in the class FZ ,
if and only if all the sinks are measured.

Proof. By Proposition 1 the measurement of all the sinks is
necessary. Let us consider one of the sinks i of an arbitrary
tree. The output is given by:

yki = uk−1
i + Fi

= uk−1
i +

∑
j∈Ni

fi,j(u
k−2
j +F

(1)
j , . . . , u

k−mj−1
j +F

(mj)
j ).

(9)

Given that Fi ∈ F (Nm), let us assume that there exists a set
{f̃} ≠ {f} such that Fi = F̃i, which implies:

∑
j∈Ni

fi,j(u
k−2
j + F

(1)
j , . . . , u

k−mj−1
j + F

(mj)
j ) =∑

j∈Ni

f̃i,j(u
k−2
j + F̃

(1)
j , . . . , u

k−mj−1
j + F̃

(mj)
j ). (10)

Since in a tree, between two nodes, there is only one path,
we can choose an arbitrary path that finishes in the sink i and
set to zero the excitation signals of all the nodes that do not
belong to that path. In this way, the equality (10) corresponds
to the identifiability of a path graph and by Proposition 4 all
the edges can be identifiable. We can use the same procedure
for other paths that finish in the sink i to identify all the
branches that ends in i, and by measuring the other sinks,
we can identify all the edges in the tree.

We recall that the case of arborescences are also included
in Proposition 5.
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1

2

4

3

f2,1 f4,2

f3,1 f4,3

Fig. 3. Network with functions in FZ that cannot be identified by only
measuring the sink when f2,1 and f3,1 are linear due to the superposition
principle.

C. General DAGs

Unlike the particular case of trees, in more general DAGs,
the functions F (1)

j in (9) could depend on common variables
due to several possible paths between two nodes with the same
length, which makes impossible to isolate parts of the network
through appropriate zero inputs. In addition, some functions
in the class FZ might not be identifiable in a DAG.

Example 2. Let us consider the network in Fig. 3 with nonlin-
ear functions of the form f4,3(y

k−1
3 ), f4,2(yk−1

2 ), f2,1(yk−1
1 )

and f3,1(y
k−1
1 ). The measurement of the node 4 provides an

output of the type:

yk
4 =uk−1

4 + f4,2(y
k−1
2 ) + f4,3(y

k−1
3 )

=uk−1
4 +f4,2(u

k−2
2 +f2,1(u

k−3
1 ))+f4,3(u

k−2
3 +f3,1(u

k−3
1 )).

The excitation signal uk−3
1 appears in the the functions f4,2

and f4,3, so that the different paths from 1 to 4 cannot be
isolated by setting to zero the corresponding excitation signals.
Furthermore, let us assume that the functions f4,2 = a1u

k−1
2

and f4,3 = a2u
k−1
3 are linear. Then, we have:

yk
4 =uk−1

4 +a1u
k−2
2 +a2u

k−2
3 +a1f2,1(u

k−3
1 )+a2f3,1(u

k−3
1 )

=uk−1
4 +a1u

k−2
2 +a2u

k−2
3 +

∞∑
n=1

(a1αn + a2βn)(u
k−3
1 )n, (11)

where f2,1(x) =
∑∞
n=1 αnx

n and f3,1(x) =
∑∞
n=1 βnx

n.
There are infinitely many possible values for each pair
(αn, βn) that satisfy (11), and each of them generates different
functions f2,1 and f3,1. This is due to the superposition
principle that does not allow to distinguish the information
of node 1 that arrives through the node 2 or 3.

For this reason, we restrict the identifiability problem to a
smaller class of functions [28].

Definition 5 (Class of functions FZ,NL). Let FZ,NL be the
class of functions f : Rm → R with the following properties:

1) f is analytic in Rm.
2) f(0) = 0.
3) At least one of the partial derivatives of f is not constant.

Unlike the class FZ , the last condition in Definition 5
implies that none of the functions f in FZ,NL is purely linear,
which still encompasses numerous nonlinear functions. Since
in a DAG, an input can influence a node via multiple paths,

we cannot apply the argument of the proof of Proposition 5
based on setting to zero specific inputs. For this reason,
we need to exploit further properties of DAGs to derive
identifiability conditions. The following lemma is well-known,
and we provide a proof for the sake of completeness.

Lemma 3. In a DAG, any node i which is not a source has
at least an in-neighbor j with only one path to i.

Proof. If all the nodes except the sources have only one in-
neighbor, the result trivially holds. When there is a node with
more than one in-neighbor, we prove it by contradiction. Let
us assume there is a DAG with a node i with |Ni| ≥ 2 in-
neighbors. Let us suppose that all the in-neighbors of i have
more than one path to i and let us consider the subgraph
induced4 by the set of in-neighbors of i and the nodes that
correspond to any path between two in-neighbors of i. This
subgraph does not have a sink, which contradicts the fact that
any subgraph of a DAG is also a DAG. Therefore, there must
be at least one neighbor j with only one path to i, which
would correspond to the sink of the induced subgraph.

The following lemma provides a relationship between the
identifiability problem based on the measurement of a node
in a graph G and the identifiability problem based on the
measurement of the same node in the induced subgraph
GV \{j}. For our convenience, we introduce the notion of
identifiability of a function Fℓ that will be used in the lemma.

Definition 6 (Identifiability of Fℓ). Given a set of functions
{f} = {fi,j ∈ F | (i, j) ∈ E} that generates F (Nm) and
another set of functions {f̃} = {f̃i,j ∈ F | (i, j) ∈ E} that
generates F̃ (Nm). The function Fℓ is identifiable if F (Nm) =
F̃ (Nm), implies that Fℓ = F̃ℓ, which is equivalent to the
mathematical constraint associated with the measurement of
the node ℓ.

Lemma 4 (Removal of a node). Given a DAG G and a node
j with only one path to its out-neighbor i. Let us assume that
j has been measured and the edge fi,j is identifiable. The
edges fi,ℓ and functions Fℓ for ℓ ∈ Ni are identifiable in G
if they are identifiable in the induced subgraph GV \{j} with
the measurement of i.

Proof. In the DAG G, the measurement of the node i provides
the output:

yki = uk−1
i + Fi

= uk−1
i +

∑
ℓ∈Ni

fi,ℓ(u
k−2
ℓ + F

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F
(mℓ)
ℓ ),

(12)

where the functions Fℓ for ℓ ∈ Ni \{j} do not depend on any
information coming through j since there is no path from j

4An induced subgraph GS of a digraph G is a subgraph formed by a subset
S of the vertices of G and all the edges of G that have both endpoints in S.
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to other in-neighbors of i. Let us assume that there exists a
set {f̃} ≠ {f} such that Fi = F̃i, which implies:∑

ℓ∈Ni

fi,ℓ(u
k−2
ℓ + F

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F
(mℓ)
ℓ ) =∑

ℓ∈Ni

f̃i,ℓ(u
k−2
ℓ + F̃

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F̃
(mℓ)
ℓ ).

Since the measurement of j implies the knowledge of Fj (i.e.,
Fj = F̃j), and the edge fi,j is identifiable (i.e., fi,j = f̃i,j),
we get:∑

ℓ∈Ni\{j}

fi,ℓ(u
k−2
ℓ + F

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F
(mℓ)
ℓ ) =

∑
ℓ∈Ni\{j}

f̃i,ℓ(u
k−2
ℓ + F̃

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F̃
(mℓ)
ℓ ). (13)

Now, let us consider the induced subgraph GV \{j}. With the
removal of the node j, the measurement of the node i provides
the output:

yki = uk−1
i +

∑
ℓ∈Ni\{j}

fi,ℓ(u
k−2
ℓ +F̂

(1)
ℓ , . . . , uk−mℓ−1

ℓ +F̂
(mℓ)
ℓ ).

(14)
Since j does not affect the functions Fℓ for ℓ ∈ Ni \ {j},
we have that F̂ℓ = Fℓ, so that (14) implies (13). Therefore,
if the edges fi,ℓ and the functions Fℓ for ℓ ∈ Ni \ {j} are
identifiable in GV \{j}, they are also identifiable in G.

Before introducing the main result of this section, we will
need the following technical lemma where we remind that τ
is the shift operator of coordinates defined in Section II-A.

Lemma 5 (Sum of multivariate functions). Given three
nonzero analytic functions f : Rp → R and g, g̃ : Rq → R.
Let us assume that at least one of the partial derivatives of f
is not constant and they satisfy:

f(0) = g(0) = g̃(0) = 0;

f(x1+g(y1, . . . ,yr), . . . , xp+g(τ
p−1y1, . . . , τ

p−1yr)) =

f(x1+g̃(y1, . . . ,yr), . . . , xp+g̃(τ
p−1y1, . . . , τ

p−1yr))+h,
(15)

where h is an arbitrary function that does not depend on
x1, . . . , xp. Then g = g̃.

Proof. The proof is differed to Appendix B

Theorem 1 (DAGs). A DAG is identifiable in the class FZ,NL,
if and only if all the sinks are measured.

Proof. By Proposition 1 the measurement of all the sinks is
necessary. Let us consider an arbitrary DAG. The measurement
of a sink i provides the output:

yki = uk−1
i + Fi

= uk−1
i +

∑
j∈Ni

fi,j(u
k−2
j +F

(1)
j , . . . , u

k−mj−1
j +F

(mj)
j ).

Let us assume that there exists a set {f̃} ̸= {f} such that
Fi = F̃i, which implies:∑

j∈Ni

fi,j(u
k−2
j + F

(1)
j , . . . , u

k−mj−1
j + F

(mj)
j ) =∑

j∈Ni

f̃i,j(u
k−2
j + F̃

(1)
j , . . . , u

k−mj−1
j + F̃

(mj)
j ). (16)

By Lemma 3, there is at least one in-neighbor ℓ with only one
path to i. Then, we can use Lemma 1 to guarantee fi,ℓ = f̃i,ℓ,
and (16) can be expressed as:

fi,ℓ(u
k−2
ℓ + F

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F
(mℓ)
ℓ ) =

fi,ℓ(u
k−2
ℓ + F̃

(1)
ℓ , . . . , uk−mℓ−1

ℓ + F̃
(mℓ)
ℓ ) + ϕ, (17)

where ϕ does not depend on any of the inputs uℓ since the
only path from ℓ to i is the edge (i, ℓ). By using Lemma 5
in (17) we obtain F

(1)
ℓ = F̃

(1)
ℓ , which corresponds to the

mathematical constraint associated with the measurement of
the node ℓ. Then, the equality (16) becomes:∑

j∈Ni\{ℓ}

fi,j(u
k−2
j + F

(1)
j , . . . , u

k−mj−1
j + F

(mj)
j ) =

∑
j∈Ni\{ℓ}

f̃i,j(u
k−2
j + F̃

(1)
j , . . . , u

k−mj−1
j + F̃

(mj)
j ), (18)

and according to Lemma 4, the edges fi,j and functions Fj
for j ∈ Ni \ {ℓ} are identifiable if they are identifiable in
the induced subgraph GV \{ℓ}. By Lemma 3, in the subgraph
GV \{ℓ} there must be now another node with only one path
to the node i and we can follow a similar approach. Then, we
can show that

fi,j = f̃i,j for all j ∈ Ni,

and similarly for the functions

F
(1)
j = F̃

(1)
j for all j ∈ Ni.

The last condition corresponds to the mathematical constraint
obtained with the measurement of all the in-neighbors of i
(i.e., Fj ∈ F (Nm) for all j ∈ Ni) and each in-neighbor can
be treated in a similar way to the node i, independently of
other in-neighbors. By following a similar approach, we can
guarantee that {f} = {f̃} for every path that ends in the
sink i, and since in a DAG all the paths end in a sink [32], by
measuring the other sinks we can identify all the network.

Theorem 1 is also valid if the nonlinear functions fi,j
depend on outputs with zero delays (i.e., yk−0

j ), and this will
be used in the proof of Theorem 2.

IV. GENERAL DIGRAPHS

Now, we analyze general digraphs where cycles are allowed.
In this case, the delays Tj in (2) for j ∈ N p

i might not be
finite, which would imply an infinite number of variables due
to the past values of the inputs.

Example 3 (Infinite inputs). Let us consider the cycle graph
in Fig. 4 with nonlinear functions of the form f1,2(y

k−1
2 ), and
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1 2

f2,1

f1,2

Fig. 4. Cycle graph with 2 nodes, where the function associated with the
measurement of node 2 depends on an infinite number of past inputs due to
the cycle.

f2,1(y
k−1
1 ). The measurement of the node 2 provides an output

of the type:

yk2 = uk−1
2 + f2,1(u

k−2
1 + f1,2(y

k−2
2 )) (19)

= uk−1
2 + f2,1(u

k−2
1 + f1,2(u

k−3
2 + f2,1(y

k−3
1 ))),

where we can observe that due to the cycles, the inputs will
be repeated indefinitely with different delays, such that the
function F2 associated with the measurement is a function of
an infinite number of variables.

Notice that the output (19) corresponds to a NARX
model [25]:

yk2 = FNARX(u
k−2
1 , uk−1

2 , yk−2
2 ),

where past outputs are considered in the formulation. Never-
theless, in this work, we restrict our analysis to Volterra type
models that depend only on excitation signals (i.e., inputs) of
the system.

Given that a general digraph can have cycles that depend
on an infinite number of past values of the inputs, the design
of experiments to obtain the ideal information associated
with Fi becomes more complex due to the infinite amount
of information (past inputs) required. To avoid this case
and obtain identifiability conditions that could match realistic
experimental settings, we make the following assumption.

Assumption 3 (Network initially at rest). The network is
initially at rest at time k = 0, which implies yki = 0 for
all k ≤ 0 and all i ∈ V .

Assumption 3 covers the case of many networks that should
be at rest at some time instant if external signals are no longer
applied. Also, it is reasonable to assume that any experimental
setting will consider the system at rest to begin with the
application of the excitation signals, such that all the infor-
mation obtained through the measured nodes is exclusively
generated by the excitation signals, neglecting the influence
of uncontrolled inputs.

Under Assumption 3, when there are cycles in the network,
the number of inputs that appear in the function associated
with the measurement of a node is finite because the excitation
signals can be nonzero only for k > 0. This implies a
truncation of the function Fi in (2) such that the output of
a node i is given by:

yki = uk−1
i + F ki (u

k−2
1 , . . . , u01, . . . , u

k−2
ni

, . . . , u0ni
),

1, . . . , ni ∈ N p
i , (20)

where F ki depends on inputs only until the time k = 0 (i.e.,
u0i ). For instance, let us consider again the cycle graph in Fig. 4
with the functions of the Example 3 and the measurement of
the node 2 at the time instant k = 4. Under Assumption 3,
the output is given by:

yk
2 = uk−1

2 + F k
2

= uk−1
2 + f2,1(u

k−2
1 + f1,2(u

k−3
2 + f2,1(u

k−4
1 + f1,2(y

k−4
2 ))))

= uk−1
2 + f2,1(u

k−2
1 + f1,2(u

k−3
2 + f2,1(u

k−4
1 ))),

which depends on a finite number of inputs since yk−4
2 = 0.

Unlike the case of DAGs, the functions F ki in (20) are pa-
rameterized by k. In this case we assume that for each k, when
we measure a node i, we know perfectly the corresponding
function F ki . Since we have a family of functions parameter-
ized by k, the identifiability of edges must be guaranteed for
each F ki . We extend the Definitions 1 and 2 for the family of
functions.

Definition 7 (Set of measured functions at k). Given a set of
measured nodes Nm, the set of measured functions F k(Nm)
associated with Nm at a time instant k is given by:

F k(Nm) := {F ki | i ∈ Nm}.

F k represents how the outputs of measured nodes yk depend
on the excitation signals from 0 to k.

Definition 8 (Identifiability at k). Given a set of functions
{f} = {fi,j ∈ F | (i, j) ∈ E} that generates F k(Nm) and
another set of functions {f̃} = {f̃i,j ∈ F | (i, j) ∈ E} that
generates F̃ k(Nm). An edge fi,j is identifiable in a class F at
k if F k(Nm) = F̃ k(Nm), implies that fi,j = f̃i,j . A network
G is identifiable in a class F at k if F k(Nm) = F̃ k(Nm),
implies that {f} = {f̃}.

Unlike DAGs where nonzero excitation signals uki at time
instants k < 0 are allowed, for general digraphs, the time
instant considered for the measurement of a node should be
long enough to let all the excitation signals to have an effect
on the output of the measured node. If we consider again the
cycle graph in Fig. 4, but with a measurement of the node 2
performed at the time instant k = 2, the output is given by:

yk2 = uk−1
2 + F k2

= uk−1
2 + f2,1(u

k−2
1 + f1,2(y

k−2
2 ))

= uk−1
2 + f2,1(u

k−2
1 ), (21)

since yk−2
2 = 0. Even if the measurement of the node 2 could

give us information also about the function f1,2, this is not
reflected on the function F k2 due to the short period of time
chosen for the measurement. In this case, any function f1,2 ∈
F could generate the output (21), which implies that f1,2 is
not identifiable at the time instant k = 2. For this reason, we
introduce the notion of general identifiability.

Definition 9 (General identifiability). A network G is iden-
tifiable in a class F if there exists a kmin such that it is
identifiable for k > kmin.

In any digraph, we will be able to consider:

k̄min = mmax + diam(G), (22)
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where mmax is the largest delay of the nonlinear functions fi,j ,
and diam(G) is the diameter of the digraph G. By choosing
kmin = k̄min we will guarantee the appearance of all the
possible nonlinear functions fi,j with all their arguments in
F kmin(Nm) (see the proof of Lemma 6). Notice that the
consideration of time instants k > k̄min for the analysis
of identifiability is not restrictive since it is logical that in
any experimental setting, we need to wait until the outputs
of measured nodes reflect the influence of all the possible
excitation signals. Also, since the definition of the time k = 0
depends on the context of the analysis, it can be associated
with the beginning of the application of the excitation signals
in the nodes.

Definition 1 for DAGs is encompassed by Definition 7
since the information obtained from the measurement of
a node (i.e., F (Nm)) is independent of the time in-
stant k. Similarly, Definition 2 is encompassed by Defini-
tions 8 and 9, since for DAGs, identifiability at an arbi-
trary time instant k guarantees identifiability for all time
instants k because the functions Fi are not parameterized
by k.

During the analysis of identifiability, one of the most basic
steps that guarantees the identification of all the network is
the identifiability of the in-neighbors of measured nodes. This
has been performed by isolating parts of the network with
appropriate zero excitation inputs (see Lemma 1). However,
the extension of this methodology to general digraphs is not
always possible since several inputs can be repeated due to
the cycles. For example, let us consider again the cycle graph
in Fig. 4 with the functions f3,2(yk−1

2 , yk−4
2 ), f2,1(yk−1

1 ) and
f1,3(y

k−1
3 ) where the measurement of the node 3 provides the

output:

yk3 = uk−1
3 + f3,2(y

k−1
2 , yk−4

2 )

= uk−1
3 + f3,2(u

k−2
2 + f2,1(u

k−3
1 + f1,3(u

k−4
3 +

f3,2(u
k−5
2 ))), uk−5

2 ).

Notice that we cannot identify f3,2 by setting to zero the other
inputs because the input uk−5

2 is repeated due to the cycle.
Nevertheless, the results can still be extended by considering
additively separable functions.

Assumption 4 (Additively separable functions). The nonlin-
ear functions fi,j are additively separable:

fi,j(y
k−1
j , . . . , y

k−mj

j ) =

mj∑
ℓ=1

f
{ℓ}
i,j (yk−ℓj ), (23)

where if each function f
{ℓ}
i,j is nonzero, then it belongs to

FZ,NL.

The determination of an initial time and a final time for the
identification process implies in some way that nodes associ-
ated with inputs u0 stop being influenced through incoming
edges and nodes associated with inputs uk stop influence other
nodes through outgoing edges. This clearly entails an analogy
with the notions of sources and sinks of DAGs, and this allows
us to construct a special type of DAG associated with any
digraph that will be used in the proofs of the results. This DAG

Algorithm 1: Adapted DAG Hk
i (G)

Data: Graph G = (V,E), measured node i,
measurement time k

Result: Adapted DAG Hk
i (G)

1 Create a copy of the node i denoted by i0 with
excitation signal uki

2 for t = 1, . . . , k − 1 do
3 Create copies of the nodes v ∈ V denoted by vt

with excitation signal uk−tv

4 for each node vt and each node wm with
N out
wm

̸= ∅ and m = 0, . . . , t− 1 do
5 if f{t−m}

w,v (yk−t+mv ) ̸= 0 then
6 Connect wm and vt with f{t−m}

w,v (ykv )
7 end
8 end
9 end

will be generated based on nodes with a nonempty set of out-
neighbors (i.e., N out

i ̸= ∅), where only for its construction, we
will assume that the first node denoted by i0 satisfies N out

i0
̸= ∅.

Definition 10 (Adapted DAG). An adapted DAG at a node
i at the time instant k of a digraph G denoted by Hk

i (G) is
a DAG generated through Algorithm 1 where the nonlinear
functions of the edges have delay 0.

Intuitively, in the adapted DAG, there is a copy of each node
for each time instant t = 1, . . . , k − 1, and two nodes vt and
wm are connected if the node vt at time t influences directly
the node wm at time m. Notice that the adapted DAG Hk

i (G)
is composed by several copies of all the nodes in G. However,
some of the copies are disconnected (no incoming or outgoing
edges) and their effect will be neglected in the analysis of
identifiability. In addition, the adapted DAG can be seen as a
multipartite digraph5 where each set is composed by the nodes
with excitation signals having the same delays. Since the edges
can only go from a node to another node with a smaller delay,
there are no cycles and the graph is clearly a DAG. In Fig. 5 we
present the adapted DAG Hk

i (G) of a general digraph G with
several cycles and nonlinear functions of the form fi,j(y

k−1
j )

where we can see the several copies of the nodes grouped
according to the delays of the excitation signals (each group
corresponds to a different set of a multipartite digraph). The
disconnected copies of nodes have been removed from Hk

i (G),
since they have no effect on the identifiability problem. Notice
that the adapted DAG Hk

i (G) is unique and different for each
measured node i.

The utility of this mathematical construction is highlighted
by the following lemma.

Lemma 6. Given a digraph G and a measured node i. Under
Assumptions 3 and 4, for any k > k̄min, the edges on all
the paths that arrive to the node i in G are identifiable if
the adapted DAG Hk

i (G) is identifiable with the measurement
of i.

5A k-partite digraph is a digraph whose vertices can be partitioned into k
different sets such that for each set, there is no an edge connecting two nodes.
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34

5

6

a) Digraph G

f2,1

f3,2

f4,3

f1,4
f3,1

f2,5

f6,5

f3,6

C1

{1, 2, 3, 4}

C2

{5}

C3

{6}

b) Condensation digraph C(G)

30

uk
3

11

uk−1
1

61

uk−1
6

21

uk−1
2

52

uk−2
5

12

uk−2
1

42

uk−2
4

33

uk−3
3

43

uk−3
4

k = 0 k = 1 k = 2 k = 3

f3,1

f3,2

f3,6

f2,5

f6,5

f2,1

f1,4 f4,3

f1,4

c) Adapted DAG H4
3 (G)

Fig. 5. General digraph G with with its corresponding condensation digraph C(G) and adapted DAG H4
3 (G) constructed at the node 3 and the time instant

k = 4. The identification of G at k = 4 is equivalent to the identification of H4
3 (G) where several copies of the nodes of G are created for its construction

with inputs determined by the corresponding delays. The adapted DAG is also a multipartite digraph with sets {30}, {11, 21, 61}, {42, 12, 52} and {33, 43},
which are constructed by grouping nodes with the same delays on the inputs.

Proof. Under Assumption 3, the function F ki associated with
the measurement of a node i depends on a finite number of
inputs. The measurement of the node i in G provides an output
of the form:

yki = uk−1
i + F ki

= uk−1
i +

∑
j∈Ni

fi,j(y
k−1
j , . . . , y

k−mj

j )

= uk−1
i +

∑
j∈Ni

m̂j∑
ℓj=1

f
{ℓj}
i,j (y

k−ℓj
1 )

= uk−1
i +

∑
j∈Ni

m̂j∑
ℓj=1

f
{ℓj}
i,j

(
u
k−ℓj−1
j + F

(ℓj)
j

)
. (24)

Since k > k̄min we guarantee that m̂j = mj such that all
the possible nonlinear functions f{ℓj}i,j appear in (24). Let us
assume that there exists a set {f̃} ≠ {f} such that F ki = F̃ ki ,
which implies:∑

j∈Ni

mj∑
ℓj=1

f
{ℓj}
i,j

(
u
k−ℓj−1
j + F

(ℓj)
j

)
=

∑
j∈Ni

mj∑
ℓj=1

f̃
{ℓj}
i,j

(
u
k−ℓj−1
j + F̃

(ℓj)
j

)
. (25)

Now, let us consider the adapted DAG Hk
i (G). The measure-

ment of the sink i in Hk
i (G) provides the output:

yki = uk−1
i +

∑
j∈Ni

mj∑
ℓj=1

f
{ℓj}
i,j

(
u
k−ℓj−1
j + F̂

(ℓj)
j

)
. (26)

Since the adapted DAG Hk
i (G) guarantees that each node is

connected by copies of the same in-neighbors in G where the

delays of the excitation signals are given by the delays of the
nonlinear functions and the time instants in which the nodes
were created, we can guarantee that the outputs of all the
nodes in G and Hk

i (G) are the same with the corresponding
delays, which implies F̂ (ℓj)

j = F
(ℓj)
j and hence F̂j = Fj .

Then, (26) implies (25). Since k > k̄min, we have that for
each Fj , all the possible nonlinear functions f{ℓp}j,p associated
with an in-neighbor p of j appear in Fj . Hence, if the nonlinear
functions of the edges are identifiable in Hk

i (G), they are also
identifiable in G.

The following theorem provides identifiability conditions
for any digraph G based on the measurement of nodes
associated with the condensation digraph C(G) 6.

Theorem 2 (General digraph). Under Assumptions 3 and 4,
for any k > k̄min, a digraph is identifiable in the class FZ,NL,
if and only if one node is measured in every sink of the
condensation digraph.

Proof. Let us consider an arbitrary digraph G. By measuring
one node of each sink of the condensation digraph C(G), we
can guarantee that there is a path from any node of the network
to one of the measured nodes. Let us assume that we measure
one node i of a sink of C(G) at an arbitrary time instant k >
k̄min. According to Lemma 6, the paths that arrive to the node
i are identifiable if the adapted DAG Hk

i (G) is identifiable
at k > k̄min. By Theorem 1, the adapted DAG Hk

i (G) is
identifiable with the measurement of the sink corresponding
to the node i, which implies that the edges of all the paths in
G that end in the node i are identifiable, and since all the paths

6The condensation digraph C(G) of a digraph G is a digraph where each
strongly connected component is replaced by a node and all the edges from
one strongly connected component to another are replaced by a single edge.
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end in a sink of C(G), we identify all the network at the time
instant k. Since k was arbitrary, the procedure can be applied
for other k > k̄min, such that the network is identifiable.

The static model is a particular case of additively separa-
ble functions, where the function fij in (23) only depends
on yk−1

j :
yki =

∑
j∈Ni

fi,j(y
k−1
j ) + uk−1

i . (27)

Therefore, Theorem 2 allows us to complete the results of
identifiability of networks in the static case analyzed in [28],
where the case of general digraphs was missing.

Remark 1 (Self-loops). In the case of nonlinear state space
representations where dynamics at the level of nodes can be
present as self-loops, the output of each node i is given by:

yki =
∑
j∈N i

i

fi,j(y
k−1
j , yk−2

j , . . . , y
k−mj

j ) + uk−1
i , (28)

where N i
i is the set of in-neighbors of the node i including

i. Notice that in the associated adapted DAG, the set of in-
neighbors of a node i is just extended to N i

i including the
same node i connected by fi,i. Therefore, Theorem 2 is also
valid in this case.

V. CONCLUSIONS AND FUTURE WORK

We have shown fundamental differences in the identifiability
conditions for nonlinear networks with respect to the linear
case. Specifically, we have shown for pure nonlinear functions
that identifiability was determined by measuring the sinks in
the case of DAGs, or nodes in the sinks of the condensation
digraph for general digraphs assuming that the nonlinear
functions are additively separable and the network is at rest in
the last case.

Our approach of the nonlinear network identifiability is
novel, and there are consequently many open problems.
Clearly, the family of functions considered for the identifiabil-
ity problem plays a crucial role. The first extension would be
the analysis of general digraphs when the nonlinear functions
are not necessarily additively separable. Also, in a more gen-
eral framework, it would be important to analyze more general
classes of functions that are not analytic or differentiable.
Finally, the derivation of identifiability conditions for a non-
additive dynamical model is definitely an interesting area of
research.
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APPENDIX

A. Proof of Lemma 2

Let us consider the change of variables:

x̂1 = x1 + g(y1, . . . ,yr);

...

x̂p = xp + g(τp−1y1, . . . , τ
p−1yr).

Then, (8) can be written as:

f(x̂1, . . . , x̂p) = f(x̂1 + ψ(y1, . . . ,yr), . . . ,

x̂p + ψ(τp−1y1, . . . , τ
p−1yr)), (29)

where ψ = g̃−g. The equality (29) must hold for the particular
case x̂ = (x̂1, . . . , x̂p) = 0, so that we get:

f(ψ(y1, . . . ,yr), . . . , ψ(τ
p−1y1, . . . , τ

p−1yr)) = f(0).
(30)

If f is constant, then it corresponds to one of the possible
results of the Lemma. Let us assume that there exists at least
some zq in f(z1, . . . , zq, . . . , zp) such that ∂f

∂zq
̸= 0. If ψ is

constant, we have ψ ≡ 0, which implies g = g̃ and the result is
already proved. Let us consider that y(s)q is the first variable in
ψ(τ q−1y1, . . . , τ

q−1yr) such that ∂ψ

∂y
(s)
q

̸= 0. Let us take the

partial derivative with respect to y
(s)
q , in both sides of (30).

Since y
(s)
q only appears in ψ(τ q−1y1, . . . , τ

q−1yr) because
the first partial derivatives of f are zero (i.e., ∂f

∂zw
= 0 for

w = 1, . . . , q − 1), and the shift operator τ is applied in the
other arguments of f , we obtain(

∂f

∂zq

)(
∂

∂y
(s)
q

ψ(τ q−1y1, . . . , τ
q−1yr)

)
≡ 0, (31)

where the partial derivative
(
∂f
∂z1

)
is evaluated at

(ψ(y1, . . . ,yr), . . . , ψ(τ
p−1y1, . . . , τ

p−1yr)). In (31),
we have the product of two analytic functions and one
of them must be zero everywhere to satisfy the equality.
However, this is a contradiction. If ∂f

∂zq
̸= 0, there is

no zq such that ∂f
∂zq

̸= 0 and therefore f is constant. If
∂

∂y
(s)
q

ψ(τ q−1y1, . . . , τ
q−1yr) = 0, we have that ψ is constant,

which implies g = g̃.

B. Proof of Lemma 5

According to the hypothesis, the derivative of f(z1, · · · , zp)
with respect to at least one variable zi is not constant. Let us
take the derivative in both sides of (15) with respect to an
arbitrary variable zi such that the derivative is not constant.
Then, we have:(
∂fi
∂zi

)
(x1+g(y1, . . . ,yr), . . . , xp+g(τ

p−1y1, . . . , τ
p−1yr)) =(

∂fi
∂zi

)
(x1+̃g(y1, . . . ,yr), . . . , xp+̃g(τ

p−1y1, . . . , τ
p−1yr)).

(32)

Since the partial derivative of an analytic function is also an
analytic function, (32) is equivalent to (8) and we can apply
Lemma 2 to guarantee that either g = g̃ or

(
∂fi
∂zi

)
is constant.

But if
(
∂fi
∂zi

)
is constant, we have a contradiction and then we

can conclude that g = g̃.
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