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Self-Consistent Recursive Diffusion Bridge
for Medical Image Translation

Fuat Arslan, Bilal Kabas, Onat Dalmaz, Muzaffer Ozbey, and Tolga Cukur*

Abstract— Denoising diffusion models (DDM) have
gained recent traction in medical image translation given
improved training stability over adversarial models. DDMs
learn a multi-step denoising transformation to progres-
sively map random Gaussian-noise images onto target-
modality images, while receiving stationary guidance from
source-modality images. As this denoising transforma-
tion diverges significantly from the task-relevant source-
to-target transformation, DDMs can suffer from weak
source-modality guidance. Here, we propose a novel self-
consistent recursive diffusion bridge (SelfRDB) for im-
proved performance in medical image translation. Unlike
DDMs, SelfRDB employs a novel forward process with
start- and end-points defined based on target and source
images, respectively. Intermediate image samples across
the process are expressed via a normal distribution with
mean taken as a convex combination of start-end points,
and variance from additive noise. Unlike regular diffusion
bridges that prescribe zero variance at start-end points and
high variance at mid-point of the process, we propose a
novel noise scheduling with monotonically increasing vari-
ance towards the end-point in order to boost generalization
performance and facilitate information transfer between the
two modalities. To further enhance sampling accuracy in
each reverse step, we propose a novel sampling proce-
dure where the network recursively generates a transient-
estimate of the target image until convergence onto a
self-consistent solution. Comprehensive analyses in multi-
contrast MRI and MRI-CT translation indicate that SelfRDB
offers superior performance against competing methods.

Index Terms— medical image translation, synthesis, gen-
erative, diffusion, bridge

[. INTRODUCTION

Medical images acquired via multiple modalities capture
complementary diagnostic information on bodily tissues [1],
[2], but running multi-modal protocols is burdening given as-
sociated economic and labor costs [3]-[6]. A powerful frame-
work to extend the exam scope without elevating costs is med-
ical image translation, wherein unacquired target modalities
are predicted from acquired source modalities [7]-[10]. Im-
portant clinical applications of translation include imputation
of target modalities to lower protocol redundancy or to avoid

This study was supported in part by TUBA GEBIP 2015 and BAGEP
2017 fellowships awarded to T. Gukur. F. Arslan and B. Kabas con-
tributed equally to the study. (Corresponding author: Tolga Cukur,
cukur@ee.bilkent.edu.tr)

F. Arslan, B. Kabas and T. Gukur are with the Dept. of Electrical-
Electronics Engineering and National Magnetic Resonance Research
Center (UMRAM), Bilkent University, Ankara, Turkey, 06800. T. Cukur
is also with the Dept. of Neuroscience, Bilkent University, Ankara,
Turkey, 06800. O. Dalmaz is with the Dept. of Electrical Engineering,
Stanford University, CA 94305. M. Ozbey is with the Dept. of Electrical
and Computer Engineering, University of lllinois Urbana-Champaign, IL
61820.

harmful contrast agents/ionizing radiation [11], and facilitating
participation in retrospective imaging studies by extending the
protocol scope and homogeneity across participants [12]. That
said, medical image translation is a heavily ill-posed problem
as signal levels for a given tissue show nonlinear variations
across modalities [13]-[15]. As such, learning-based methods
that excel at inverse problems have recently become the de
facto framework for medical image translation [16]-[19].

Learning-based methods commonly aim to capture a con-
ditional prior for target given source images, albeit differ in
the way that they learn this prior [20]-[22]. Among previous
methods, generative adversarial networks (GAN) have been
widely adopted for their exceptional realism in synthesized
images [23]-[25], and successfully reported in diverse tasks
including translation between MR contrasts and MRI-CT [26]-
[31]. Yet, since GANs capture an implicit prior through a
generator-discriminator interplay, they can suffer from training
instabilities that hamper image fidelity [32], [33]. To improve
stability, recent studies have employed denoising diffusion
models (DDM) to instead capture an explicit prior [34]-
[37]. In DDMs, a forward process gradually degrades the
target image by repeated addition of Gaussian noise till an
asymptotic end-point of pure noise (Fig. la). Starting with
the random noise image, a reverse process then progressively
denoises the input via a network to recover the target image,
while the source image provides stationary guidance [34].
Despite their stability, DDMs learn a task-irrelevant denoising
transformation from noise to target images, which can weaken
source-image guidance [38], [39]. In turn, DDMs can perform
suboptimally in medical image translation given the divergence
between the learned denoising transformation and the required
source-to-target transformation [39], [40].

An emerging approach to enhance task relevance in
diffusion-based priors employs diffusion bridges that can di-
rectly transform between two separate modalities [41], [42].
To do this, diffusion bridges define the start- and end-points
of the forward process based on target and source images,
respectively (Fig. 1b). As the imaging operator linking the
two modalities is typically unknown, image samples in inter-
mediate steps are derived from a normal distribution whose
mean is a convex combination of start- and end-points [43],
[44]. Initiating sampling on the source image, the reverse
process progressively maps the source onto the target image.
Few recent imaging studies have successfully employed dif-
fusion bridges in the reconstruction of single-modal images
from undersampled or low-resolution measurements [45], [46].
However, the potential of diffusion bridges in medical image
translation remains largely unexplored, as existing methods
face several key challenges. Regular diffusion bridges adopt a
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Fig. 1: Diffusion methods commonly take the target image as the start-point xg of the diffusion process, albeit they can differ in expression
of image samples in remaining timesteps. Illustrations of images across the forward process are depicted along with underlying schedules
for the mean (fiz,t, fy,+) and noise variance (atz). (a) Classical diffusion: DDMs use a pure noise image as an asymptotic end-point
xr. Intermediate samples are obtained by adding increasing levels of random Gaussian noise onto the target image. (b) Diffusion bridge:
Regular bridges use the source image as a finite end-point. Intermediate samples are taken as a convex combination of source-target images,
corrupted with additive noise. Noise variance is zero at start- and end-points, and it peaks at the mid-point. (¢) Proposed: SelfRDB is a
novel diffusion bridge that uses a noise-added source image as the end-point. Intermediate samples still depend on a convex combination of
source-target images, yet SelfRDB uniquely prescribes monotonically-increasing noise variance towards the end-point.

noise scheduling with zero variance at start-end points albeit
high variance near the mid-point of the diffusion process [47].
Zero variance at the end-point results in a hard-prior on the
source modality reflecting a Dirac-delta distribution centered
on source images within the training set, hampering gener-
alization (Fig. 2a). Meanwhile, heavy noise at the mid-point
can disrupt source-to-target information transfer. Furthermore,
diffusion bridges typically synthesize a one-shot estimate of
intermediate samples, limiting sampling accuracy [48].

Here, we propose a novel self-consistent recursive diffusion
bridge, SelfRDB, to improve performance in multi-modal
medical image translation. Unlike regular diffusion bridges,
SelfRDB leverages a novel noise scheduling in its forward
process, with monotonically increasing variance towards the
end-point that corresponds to a noise-added source image (Fig.
1c). As such, it captures a soft-prior on the source modality to
attain improved generalization, while it facilitates information
transfer between modalities by prescribing lower noise near
the mid-point of the process (Fig. 2b). To avoid loss of tissue
information at the noise-added end-point, SelfRDB’s recovery
network employs stationary guidance from the original source
image in the reverse process. Finally, to improve sampling
accuracy in each reverse step, SelfRDB leverages a novel self-
consistent recursive estimation procedure for the target image,
and uses this self-consistent estimate to synthesize intermedi-
ate samples with enhanced accuracy (Fig. 3). Comprehensive
demonstrations are performed for multi-contrast MRI and
MRI-CT translation. Our results clearly indicate the superiority
of SelfRDB against competing GAN and diffusion models,

including previous diffusion bridges. Code for SelfRDB is
available at https://github.com/icon-lab/SelfRDB.

Contributions

o To our knowledge, SelfRDB is the first diffusion bridge
for medical image translation between separate modalities
in the literature.

o SelfRDB leverages a novel forward diffusion process that
captures a soft-prior on the source modality to improve
generalization and facilitate information transfer between
source-target modalities.

o SelfRDB leverages a novel self-consistent recursive es-
timation procedure to improve sampling accuracy in
reverse diffusion steps.

Il. RELATED WORK

DDMs have recently been adopted in multi-modal med-
ical image translation given their improved image fidelity
[34]-[37]. Employing a forward process where target images
are corrupted with additive noise over a large number of
steps, DDMs progressively map a random noise image onto
the target under stationary guidance from the source image
[40]. This multi-step denoising transformation helps improve
training stability over GANs [49], [50]. Unfortunately, the
image mapping performed by the denoising transformation
is weakly associated with the desired source-to-target image
mapping for translation tasks, and the source-image guidance
in DDMs is primarily implicit [43]. In turn, these problems
can compromise performance in DDM-based translation. Here,
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Fig. 2: Diffusion models learn the score function of the data through a multi-step transformation between the start- and end-points of the
underlying process. Image samples are typically corrupted with Gaussian noise that smooths the data distribution by masking some of the
original image features. Smoothing enables more uniform coverage of the data space in order to boost generalization performance. (a)
Regular diffusion bridges use zero noise variance at the end-point constraining them to a Dirac-delta distribution centered on the source
images within the training set. This can compromise generalization performance to source images outside the training set (see purple-colored
dashed paths). (b) SelfRDB instead uses monotonically-increasing variance towards the end-point, so it is trained on noise-added source
images. This improves robustness against variability in source images between training and test sets (see purple-colored dashed paths).

we introduce the first diffusion bridge for multi-modal medical
image translation to our knowledge. Unlike DDMs that express
intermediate samples as noise-added target images and use an
end-point of Gaussian noise, SelfRDB expresses intermediate
samples as a convex combination of source and target images
corrupted with additive noise, and employs an end-point of
a noise-added source image. Unlike DDMs that use one-
shot sampling in each reverse step, SelfRDB employs self-
consistent recursive estimation to improve sampling accuracy.
Based on these unique advances, we provide the first demon-
strations of multi-contrast MRI and MRI-CT translation based
on diffusion bridges in the literature.

Diffusion bridges are an emerging alternative to DDMs
to improve flexibility in generative modeling tasks. Several
computer vision studies [41], [42], [51] and a few recent
imaging studies [45], [46] have devised diffusion bridges
for single-modality reconstruction tasks, with the aim to re-
cover an image from linearly corrupted measurements (e.g.,
blurred, undersampled or low-resolution). Unlike single-modal
diffusion bridges, SelfRDB performs a translation task to
map between distinct source and target modalities whose
relationship is uncharacterized. Several recent computer vi-
sion studies have also built diffusion bridges for multi-modal
translation tasks [43], [44], [47]. However, regular diffusion
bridges were commonly employed based on a noise schedule
with zero variance at start-end points corresponding to target-
source images, yet high variance near the mid-point. This
scheduling can hamper generalization to source images in the
test set [42], and induce substantial masking of tissue infor-
mation near the mid-point during source-to-target mapping
[43]. To address these limitations, SelfRDB uniquely leverages
a monotonically-increasing noise variance towards the end-
point. Furthermore, compared to previous single- and multi-
modal bridges that use a one-shot sampling process in reverse
steps, SelfRDB leverages a novel self-consistent recursive
estimation procedure to improve accuracy in generation of
intermediate image samples.

[1l. THEORY AND METHODS
A. Diffusion Bridges

Diffusion bridges are a general framework to describe
the evolution between two arbitrary probability distributions
across a finite time interval ¢ € [0, 7] [43]. In the context of
mapping a source image 7 := y onto a target image xg, the
learning objective for diffusion bridges can be expressed as:

min DKL(p”q)a S.t. pg = Prargets PT = Psource, (1)
PEPo, 1)

where Pjp 7] is the space of path measures with marginal
densities for the target and source (pg = Puarger and pr =
Dsource) taken as boundary conditions, and ¢ is the reference
path measure. Solution of (1) is the optimal path measure
p* € Ppo,) that can be described via the following forward-
reverse stochastic differential equations [52]:

dzy = [f + ¢°Viog U(z¢,t)]dt + gdwy, To ~ Puargets
dmt = [f - QQVIOg \Ij(wta t)]dt + gdﬁ]ta LT ™~ Psource- (2)

Here, f is the drift coefficient, g is the diffusion coef-
ficient, w¢,w; are forward-reverse Wiener processes, and
Vlog ¥(zy,t), Vlog ¥(xs,t) are nonlinear forward-reverse
drift terms related to the score function V log p;(x;) [53]. In
contrast to DDMs based on linear drifts [54], the nonlinear
drifts in diffusion bridges enable the use of non-Gaussian
Dsource- A Dirac-delta distribution is assumed for the target
modality, i.e., po(+) := 0 (-), such that the marginal density at
the start-point is taken as po(a¢) = 1 given a (target, source)
image pair (xo, 7). This assumption ensures computational
tractability by decoupling the constraints in Eq. (2) [43].

In regular diffusion bridges, high-quality image pairs from
target and source modalities are taken as start- and end-points
of the diffusion process as in Eq. (1), with zero additive-
noise variance at t = 0 and ¢ = T (Fig. 1b). This choice
ensures optimal transport for training data, and enables the
bridge to directly translate high-quality source images during
inference [43]. However, it also constrains the bridge to
capture a hard-prior on the source modality, since the end-
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Fig. 3: SelfRDB casts a diffusion bridge between source and target images of an anatomy. (a) In the forward process, the start-point xq
is taken as the target image and the end-point &7 is taken as a noise-added version of the source image y.. Intermediate image samples
are derived via the forward transition probability g(x¢|z+—1,¥y), whose mean is a convex combination of target-source images, and whose
variance is driven by noise. In the reverse process, sampling is initiated on & = ¥y, and intermediate samples are derived via the
reverse transition probability pg(@t—1|x¢,y.). (b) Reverse diffusion steps are operationalized via a recovery network Gy (¢, t,y, Zg) that
recursively generates a target-image estimate 5:6 at the current timestep, given the target-image estimate from the previous recursion &j,
and the original source image y. Recursions are stopped upon convergence onto a self-consistent solution & = Gy(xt,t,y, Tg), which
is then used for posterior sampling of &;_1 according to the normal distribution q(@;_1|x¢,y, (). To improve posterior sampling, a
discriminator subnetwork Dg(ax¢—1 or &:_1,t,a¢) is used to perform adversarial learning on the recovered sample &;_1.

point follows a Dirac-delta distribution based on source images
in the training set, i.e., pr(xr) = 1 given a training pair
(xo, zr). Combined with high noise variance near ¢t = T'/2,
the distributional constraint compromises generalization and
information transfer from source-to-target images (Fig. 2a).

B. SelfRDB

SelfRDB is a novel diffusion bridge for medical image
translation that maps the source image Yy ~ psource Of an
anatomy onto the respective target image o ~ Prarget. T0 do
this, it leverages a novel forward process with a soft-prior on
the source modality to improve generalization and facilitate
information transfer, and a novel reverse process with self-
consistent recursion to improve sampling accuracy.

1) Forward process with soft-prior on source modality: Self-
RDB forms a diffusion bridge between x( and y based on the
following forward transition probability (Fig. 1):

q(xi|xo, ) = N (@45 fg 1T0 + iy 2y, 07 1), 3

where x; is the intermediate image sample at timestep ¢, N
denotes the Gaussian distribution, and I is the identity matrix.

Accordingly, given an image pair (g, ¥), intermediate image
samples are generated as follows:

Ty = gy, tTo T Ly tY + OLE, @

where € ~ N(0,T) is a standard normal variable. Note that
the mean of x; is determined via a convex combination of
target and source images with weights p. ¢, gy [43]:

. éf o sf )
Mmg,t - E% + Stga /~Ly,t - gtz ¥ 3%7
where s? = fotg(T)dT and 57 = j;Tg(T)dT are the time-

accumulated diffusion coefficients in forward and reverse
directions. To satisfy positivity and symmetry conditions with
respect to the mid-point [55], here we propose to use the
following diffusion coefficient:

(T — |2t - T))?

AT(T —1)? ©

g(t)

Meanwhile, the variance of x; depends on the scale param-

eter o2. In regular diffusion bridges, o7 is defined to follow



Dirac-delta constraints at start- and end-points [43]:
Efsf .
0; = ——5 (regular bridge), (7
t st
where o7 peaks at t = T'/2 and is reduced to 0 at t = T'
resulting in an end-point &7 = y ~ N(xr;y,0). Regular
bridges learn an exact mapping between a target image and
its paired source image, resulting in a hard-prior on the
source modality. This can compromise generalization during
inference on a source image drawn from a low-density region
of the data space poorly covered in the training set [56].

In contrast, SelfRDB adopts a novel noise variance schedule
where o2 grows monotonically across t:
5
o = yﬁ (SelfRDB), (8)
where 7 is a scalar. Note that o7 ranges in [0 7], so - is tuned
as a hyperparameter to control the level of noise corruption
at the end-point. The above schedule elicits an end-point of
a noise-added source image xr = y. ~ N(zr;y,021).
Noise addition relaxes the Dirac-delta constraint on the data
distribution at the end-point, and smooths the corresponding
data space to enable more uniform coverage. In turn, SelfRDB
learns a mapping between a target image and the neighbor-
hood of its paired source image (Fig. 2). The resultant soft-
prior serves to enhance the reliability of SelfRDB against
variability in source images, thereby boosting generalization
performance.

2) Reverse process with self-consistent recursion: SelfRDB
casts a reverse process to progressively map the noise-added
source image at the end-point 7 = y. back onto the target
image x( at the start-point (see Alg. 1). Since y, is corrupted
by additive noise, stationary guidance from the original source
image y is also employed to avoid losses in tissue information.
Starting sampling at xp, intermediate image samples are
drawn based on a network operationalization of the reverse
transition probability pg(@:—1|xs, y):=q(x1—1|Tt,y). An ad-
versarial recovery network with parameters 6 is adopted here
to learn pg(x;—1|xs,y) as inspired by the recent success of
adversarial diffusion models in synthesis tasks [34], [57].

Assuming that the diffusion process comprises a sufficiently
large number steps (i.e., T>>1), pg(xi—1|T¢, y) can be ana-
Iytically expressed by reparametrizing the reverse transition
probability as q(xi—1|x:,y, o) [34]. However, the actual
xo is unknown at timestep ¢ during reverse diffusion. Thus,
SelfRDB employs a generator Gy to produce a target-image
estimate &, as a surrogate of xo. In an individual reverse
step, diffusion methods commonly produce a one-shot image
estimate by performing a single forward-pass through the
recovery network [40]. Yet, deviations in synthesized image
samples (i.e., x;) from the true data distribution can ac-
cumulate across reverse diffusion steps, causing significant
estimation errors [48]. Unlike previous diffusion methods,
SelfRDB leverages a novel self-consistent recursive estimation
procedure to improve sampling accuracy:

&t = Go(zy, t,y, T7), 9)

Algorithm 1: Inference for SelfRDB
Input:
y: original source image, y,.: noise-added source image
Go(xy, t,y,&o): recovery network
T: number of diffusion steps
R: number of recursions
Output:
Zo: recovered target image

TT =Y, b set end-point sample
fort=1T,...,1do
o =0 > initialize target-image estimate

for r=1,...,R do

| &y = Go(zy,t,y,2;) © update estimate

&, =&l b retrieve self-consistent estimate
&r_1 ~ q(xi_1|Te,y, &) > posterior sampling
return &,

where r € Z*1 denotes the recursion index, and 538 is the
target-image estimate at the rth recursion. Initially setting
:i(l) = 0, recursions are continued until a self-consistent

solution &) is obtained at the Rth recursion:

is :Ga(mt7tay7ia)7 (10)

This recursive estimation procedure gives a chance for the
generator to correct intermittent estimation errors across re-
cursions, thereby improving the accuracy of target-image
estimates.

Once an accurate target-image estimate &, is derived, the
image sample at timestep ¢ — 1 can be drawn from the
reparametrized posterior by taking Z; as a surrogate for xy:

(1)

Based on Bayes’ rule and Markov property of the diffusion
process [40], the posterior can be expressed as:

q(xe|@i—1,Y)q(@i—1]y, Tp)
Note that, in Eq. 12, the terms in the fractional expression
can be computed based on the forward transition probability
in Eq. 3. In turn, here we derive the posterior probability as a
Gaussian distribution N'(x;_1;m,v) such that:

R ~ %
Typ_1 ~ Q(wtfl \3315, Y, 330)

12)

g1z, y, 5) =

2 2
o o
t—1 Hao,t t—1 Hao,t
=—a T+ (g t—1 — Pyt —5
0t Hag,t—1 0t Hazo,t—1
2
o
Et—1 1 ~ %
(1 = py,e—1—5—) &y, (13)
0%
2
o
_ 2 t—1
'U—O'tlt7170_2 s (14)

t

where 01£2|t—1 = Ut2 - O—tzfl(ﬂ“l’o,t/:uro,tfl)?

The recovery network also employs a discriminator Dy to
distinguish the synthetic samples produced with the aid of
the generator from the actual image samples drawn using the
forward diffusion process. Conditioned on x;, Dy predicts a
logit of the input sample at timestep ¢t — 1:

Cc= D@((ﬁ?tfl or a:t,l),t,mt). (15)



3) Learning procedure: Given a training set of target-source
image pairs (xq, y), the forward process described in Egs. 3-
4 is used to generate corresponding intermediate samples x;
for t € [0 T that bridge between each image pair. Afterward,
these intermediate samples are used to train the adversarial
recovery network in SelfRDB. The generator aims to produce
accurate target-image estimates &; that subsequently elicit
realistic intermediate image samples &;_1. Thus, Gy is trained
using pixel-wise ¢; and adversarial loss terms [58]:

Lg, = Et,q(wt\wo,y),ps(wtfllwt,y){)‘1Hw0 - i(>§||1
—log(De(@:-1))},

where E is expectation, \; is the weight of the pixel-wise loss.
Meanwhile, the discriminator primarily aims to distinguish
between synthetic and actual intermediate image samples, so
Dy is trained an adversarial loss with a gradient penalty [58]:

Lp, = Etﬂ(wtlwo,y){Eq(wtfl\wmy){ - ZOQ(DH(CCt—1))}
+]Epe(mt—1|fﬂt7y){ —log(1 — De(i’tfl))}
(e {IV2 Do) B} (17)

where )5 is the relative weight of the gradient penalty [34].

(16)

IV. EXPERIMENTS
A. Datasets

Experiments were conducted on two multi-contrast MRI
datasets (IXI!, BRATS [59]) and a multi-modal MRI-CT
dataset [60]. In each dataset, a three-way split was performed
to create training, validation and test sets with no subject over-
lap. Separate volumes of a subject were spatially registered via
affine transformation [61]. Each volume was normalized to a
mean intensity of 1, and voxel intensities were then normalized
to a range of [-1,1] across subjects. A consistent 256x256
cross-sectional image size was attained via zero-padding.

1) IXI Dataset: T;-, T,-, PD-weighted brain images from 40
healthy subjects, with (25,5,10) subjects reserved for (train-
ing,validation,test), were analyzed. In each volume, 100 axial
cross-sections with brain tissue were selected.

2) BRATS Dataset: T;-, T,-, Fluid Attenuation Inver-
sion Recovery (FLAIR) weighted brain images from 55
glioma patients, with (25,10,20) subjects reserved for (train-
ing,validation,test) were analyzed. In each volume, 100 axial
cross-sections containing brain tissue were selected.

3) MRI-CT Dataset: Ti-, To-weighted MRI, and CT images
of the pelvis from 15 subjects, with (9,2,4) subjects reserved
for (training,validation,test) were analyzed. In each volume,
90 axial cross-sections were selected.

B. Competing Methods

SelfRDB  was demonstrated against state-of-the-art
diffusion-based and adversarial methods. All competing
methods were trained via supervised learning on paired
source and target modalities. For each method, hyperparameter
selection was performed to maximize performance on the

Uhttps://brain-development.org/ixi-dataset/

validation set. A common set of parameters, including epochs,
learning rate and loss-term weights, that attain near-optimal
performance was selected across translation tasks.

1) SelfRDB: SelfRDB comprised generator and discrimi-
nator subnetworks. The generator was implemented with a
residual UNet backbone with 12 residual stages equally split
between encoding and decoding modules [62]. Each residual
stage halved spatial resolution in the encoder, and doubled
spatial resolution in the decoder module. Learnable time
embeddings were computed via a multi-layer perceptron that
received as input a 256-dimensional sinusoidal time encoding
[40]. The time embeddings were added onto feature maps
in each generator stage. The discriminator was implemented
with a convolutional backbone with 6 stages [39]. Each stage
halved spatial resolution, and time embeddings were also
added onto feature maps in each discriminator stage. Cross-
validated hyperparameters were 50 epochs, 10~* learning rate,
T=1000, y=2.2 , A\1=1, Ao=1. For recursive estimation of &,
convergence was assumed when the relative change in &
between consecutive recursions fell below 1%.

2) SynDiff: An adversarial DDM model was considered
with architecture, noise schedule and loss functions adopted
from [34]. Cross-validated hyperparameters were 50 epochs,
15x10~4 learning rate, T=1000, k=250 step size, adversarial
loss weight of 1.

3) DDPM: A DDM model was considered with architec-
ture, noise schedule and loss functions adopted from [63].
The source modality was input as stationary guidance to
reverse diffusion steps. Cross-validated hyperparameters were
50 epochs, 10~ learning rate, 7'=1000.

4) PSB: A diffusion-bridge model was considered with
architecture, noise schedule and loss functions adopted from
[43]. The forward diffusion process mapped between source
and target modalities. Cross-validated hyperparameters were
50 epochs, 10~ learning rate, 7'=1000.

5) pix2pix: A GAN model was considered with architec-
ture and loss functions adopted from [27]. Cross-validated
hyperparameters were 200 epochs, 2x10~* learning rate, and
adversarial loss weight of 1.

C. Modeling Procedures

Models were implemented via the PyTorch framework and
executed on Nvidia RTX 4090 GPUs. For training, Adam
optimizer was used with 5;=0.5, 55=0.9. For evaluation, a
single target image was synthesized from the respective source
image for each cross section. Model performance was assessed
via peak signal-to-noise ratio (PSNR), and structural similarity
index (SSIM) metrics. Prior to assessment, all images were
normalized to a range of [0,1]. The significance of perfor-
mance differences was examined via non-parametric Wilcoxon
signed-rank tests (p<0.05).

V. RESULTS
A. Multi-Contrast MRI Translation

We first demonstrated SelfRDB in multi-contrast MRI trans-

lation tasks. The proposed method was compared against
DDM models (SynDiff, DDPM), a diffusion bridge (I>SB)



Source | PD Reference | T, SelfRDB

Fig. 4: Multi-contrast MRI translation for a representative PD—T) task in the IXI dataset. Synthesized target images for competing methods
are shown along with the reference target image (i.e., ground truth) and the input source image. Zoom-in display windows are used to

highlight differences in synthesis performance.

TABLE |: Multi-contrast MRI translation in IXI. PSNR (dB) and SSIM (%) are listed as mean-=std across the test set. Boldface marks the

top-performing model in each task.

Tr,—T) T1—T,

PD—T, T,—PD

PSNR SSIM PSNR SSIM

PSNR SSIM PSNR SSIM

SelfRDB  31.56+1.58 95.65+1.18 30.70+1.53 94.90+1.29 31.05+1.27 95.69+0.99 31.93+1.53 95.18+0.97

SynDiff  30.134+1.38 94.60+1.23 30.194+1.45 94.2441.36 29.74+1.34 94.81+£1.12 30.89+1.42 94.20+1.04

DDPM  29.08+1.05 93.43+1.35 29.89+1.29 94.314+1.33 29.9840.89 94.45+1.04 30.58+1.27 93.76+1.08

I’SB 21.07£0.47 47.06+1.85 21.98+0.55 77.61£1.90 21.614+0.42 77.95£1.81 24.884+0.80 79.44+1.94

pix2pix  27.98+1.06 92.18+1.51 27.7440.89 90.68+1.55 26.784+0.71 90.86+1.49 28.29+1.26 91.41+1.38

Source | FLAIR Reference | T, SelfRDB

Fig. 5: Multi-contrast MRI translation for a representative FLAIR—T, task in the BRATS dataset. Synthesized target images for competing
methods are shown along with the reference target image (i.e., ground truth) and the input source image.

TABLE |I: Multi-contrast MRI translation in BRATS. PSNR (dB) and SSIM (%) are listed as mean+std across the test set.

T2—>T1 T1—>T2

FLAIR—T, T,—FLAIR

PSNR SSIM PSNR SSIM

PSNR SSIM PSNR SSIM

SelfRDB  28.37+1.60 93.66+2.00 27.424+2.19 92.95+2.86 26.92+2.01 92.37+2.69 28.06+1.83 90.70+2.63

SynDiff  27.784+1.72 93.054+2.18 22.214+1.52 87.93+2.48 26.14+1.91 91.01£3.05 27.77+1.77 89.62+2.87

DDPM  27.474+1.28 92.24+1.99 25.97+2.09 90.24+£3.41 25.40+1.76 89.79+3.01 26.90+1.84 87.86+2.85

I’SB 22.2442.18 79.87+5.84 21.80+2.33 80.75+5.49 23.28+2.33 84.38+4.34 25.92+2.00 83.51+4.05

pix2pix  27.75+1.26 91.66+2.44 26.374+2.07 91.56+2.81 24.46+2.14 86.10+3.99 26.86+1.76 86.95+3.41

and a GAN model (pix2pix). Evaluations were first conducted
on the IXI dataset that contains brain images from healthy
subjects. PSNR and SSIM metrics in IXI are listed in Table
I. In each individual task, SelfRDB achieves significantly
higher translation performance than all baselines (p<0.05).

On average, SelfRDB outperforms DDMs by 1.25dB PSNR,
1.13% SSIM, the diffusion bridge by 8.93dB PSNR, 24.77%
SSIM, and the GAN model by 3.62dB PSNR, 4.07% SSIM.
Representative target images synthesized by competing meth-
ods are displayed in Fig. 4. Among baselines, I>SB shows



SelfRDB

Source | T,

Reference | CT

pix2pix

Fig. 6: Multi-modal MRI-CT translation for a representative T{—CT task in the pelvic dataset. Synthesized target images for competing
methods are shown along with the reference target image (i.e., ground truth) and the input source image.

TABLE Ill: Multi-modal MRI-CT translation in the pelvic dataset.
PSNR (dB) and SSIM (%) listed as mean=std across the test set.

T,—CT T;—CT

PSNR SSIM PSNR SSIM
SelfRDB  28.58+2.10 93.28+1.66 27.86+3.37 92.69+5.28
SynDiff  26.54:£2.01 89.5942.61 27.41+4.68 92.07+5.32
DDPM  26.88+1.96 91.1842.03 26.39+2.54 90.62-+5.04
12SB 26.54-£1.80 85.9442.47 25214259 84.82+7.40
pix2pix  25.88-£1.58 86.2042.78 24.41+2.74 86.53+7.37

generally poor anatomical fidelity to the target modality, and
pix2pix suffers from prominent structural artifacts. Meanwhile,
DDPM shows a degree of contrast loss and resultant blurring
of tissue features, and SynDiff tends to over-flatten tissue
signals that can yield loss of spatially-graded tissue features. In
contrast, SelfRDB synthesizes target images with low artifact
levels and a reliable depiction of fine tissue features.

We then evaluated competing methods on the BRATS
dataset that contains brain images from glioma patients.
PSNR and SSIM metrics in BRATS are listed in Table II.
Again, we find that SelfRDB achieves the highest translation
performance among competing methods in each individual
task (p<0.05). On average, SelfRDB outperforms DDMs by
1.49dB PSNR, 2.20% SSIM, the diffusion bridge by 4.39dB
PSNR, 10.29% SSIM, and the GAN model by 1.34dB PSNR,
3.35% SSIM. Representative target images synthesized by
competing methods are displayed in Fig. 5. Among baselines,
I’SB shows poor anatomical consistency, and pix2pix suffers
from visible intensity artifacts, and DDPM shows a degree of
spatial blurring. Meanwhile, SynDiff shows regions of gross
intensity errors due to leakage of signal intensity and image
artifacts from the source modality. In comparison, SelfRDB
synthesizes target images with lower artifact levels and more
accurate anatomical depiction.

B. Multi-Modal MRI-CT Translation

Next, we demonstrated SelfRDB in multi-modal MRI-CT
translation tasks via comparisons against DDM models (Syn-
Diff, DDPM), a diffusion bridge (I’SB) and a GAN model
(pix2pix). Evaluations were conducted on the pelvic MRI-
CT dataset that contains healthy subjects. PSNR and SSIM
metrics in the pelvic dataset are listed in Table III. In each
individual task, SelfRDB achieves significantly higher trans-
lation performance than all baselines (p<0.05). On average,

SelfRDB outperforms DDMs by 1.42dB PSNR, 2.13% SSIM,
the diffusion bridge by 2.35dB PSNR, 7.61% SSIM, and the
GAN model by 3.08dB PSNR, 6.63% SSIM. Representative
target images synthesized by competing methods are displayed
in Fig. 6. Among baselines, DDPM and pix2pix suffer from
gross intensity artifacts resulting in poor anatomical accuracy.
While SynDiff and I2SB are less amenable to these artifacts,
they suffer from occasional leakage of signal intensities from
the source modality. Instead, SelfRDB synthesizes target im-
ages with lower artifacts and higher anatomical accuracy.

C. Ablation Studies

We also conducted a systematic set of ablation studies to
examine the contribution of main design elements in SelfRDB
to translation performance. To assess the importance of the
soft prior on the source modality, we formed a variant model
with noise variance adopted from common diffusion bridges
to attain the highest variance in mid-point of the diffusion
process [43]. To assess the importance of stationary guidance
from the original source image, we formed a variant model
where the recovery network did not receive the original source
image as an additional input but only received the noise-added
source image at the end-point. To assess the importance of self-
consistent target-image estimates, we formed a variant model
that performed a one-shot estimation of z( in each reverse step
[40]. Table IV lists PSNR and SSIM metrics for SelfRDB and
ablated variants on representative translation tasks. In all tasks,
we find that SelfRDB outperforms ablated variants in trans-
lation performance (p<0.05). Taken together, these findings
indicate that each proposed design element in SelfRDB makes
an important contribution to its performance in multi-contrast
MRI and multi-modal medical image translation.

VI. DISCUSSION

SelfRDB is a diffusion bridge for medical image translation
that progressively transforms a source onto a target modality.
Compared to GANs amenable to training instabilities, it is
a diffusion-based method that builds an explicit prior to
improve sample fidelity. Compared to DDMs that are trained to
learn a task-irrelevant noise-to-target transformation, it directly
learns a source-to-target transformation of high task relevance.
Compared to regular diffusion bridges, it leverages enhanced
noise scheduling and sampling procedures to boost sampling
accuracy. Our demonstrations on multi-modal translation tasks



TABLE IV: Performance of SelfRDB variants ablated of a soft prior
on the source modality, of stationary source-image guidance, and of
self-consistent target-image estimates.

T,—T(IXI) T,—T;(BRATS) T,—CT(MRI-CT)
PSNR SSIM PSNR SSIM PSNR SSIM
1. K 28.37 X 28. 2
SelfRDB 31.56 95.65 28.3 93.66 8.58 93.28
+1.58 +1.18 +1.60 +2.00 £2.10 +1.66
. 30.16 94.54 27.54 9201  28.35 92.73
w/o soft prior

+1.33 +126 +145 232 £2.15 +£2.02
. 2043 7539 21.10 7792 2470 83.53

w/o source guidance
+0.69 +2.26 +191 =+6.07 £1.62 +£2.30
. 31.28 9541 2811 93.19 28.05 92.48

w/o self-consistency
+1.5 +£1.16 £1.65 £2.14 231 £2.17

clearly suggest that these unique technical attributes of Self-
RDB help significantly improve performance over baselines.

The proposed method might benefit from several technical
improvements to boost performance and efficiency in medical
image translation. The first set of improvements concerns the
reliability of translation models. SelfRDB draws intermediate
image samples from a normal posterior probability similar
to other diffusion-based methods, so it produces stochastic
target images. Corroborating recent reports [34], here we ob-
served that multiple target images independently synthesized
by SelfRDB show nominal variability (unreported). While this
might be attributed to the diminishing noise variance towards
the start-point of the diffusion process corresponding to the
target modality, future research is warranted to evaluate the
uncertainty of diffusion bridges in medical image translation.
Note that, although SelfRDB is inherently a diffusion-based
method, it employs an adversarial loss component that could
induce susceptibility to training instabilities [64]. Here, we
did not observe any notable sign of instabilities such as mode
collapse or poor convergence when inspecting training and val-
idation performance. Yet, when needed, spectral normalization
or feature matching techniques could be adopted to improve
training stability [64].

A second set of improvements concerns the selection of
source-target modalities for the translation models. Here, we
demonstrated high translation performance for SelfRDB when
mapping between endogenous MRI contrasts (e.g., T, T»),
and between MRI and CT. Yet, there can be scenarios in
which the primary tissue information needed to synthesize the
target modality is only weakly present in the source modality.
For instance, predicting exogenous MRI contrasts based on
injection of external contrast agents from endogenous MRI
contrasts [11], or predicting MR images with enhanced soft-
tissue differentiation from CT images with primarily bone
and soft-tissue differentiation [34] are heavily ill-posed tasks.
In such cases, translation performance might be improved
by incorporating learned regularization terms regarding the
target modality [26], [65], [66], or by including additional
source modalities that carry a higher degree of correlated tissue
information with the target modality [67], [68].

Lastly, a third set of improvements concerns the representa-
tional capacity and efficiency of model architectures. Here,
supervised learning on paired source-target images within

individual subjects was considered. However, it may not
always be feasible to curate paired training sets of sufficient
size for adequate model training. Cycle-consistent [34] or
contrastive [44] architectures could be adopted to enable
unsupervised learning for SelfRDB on unpaired data. Here,
we employed a recovery network based on a convolutional
backbone. Recent studies on medical imaging tasks report
that transformer backbones can elevate sensitivity to long-
range interactions [31], [69], [70] and enhance generaliza-
tion performance to atypical anatomy [71], [72]. Adoption
of a transformer backbone in SelfRDB could thus improve
the representation of long-range context during source-to-
target mapping. Note that SelfRDB has similar efficiency to
conventional DDMs, so it has significantly longer inference
times than GAN models that generate target images in a
single forward pass. For efficiency improvements, acceleration
approaches such as initiating sampling with an intermediate
image derived from a secondary translation method [73], or
distillation of trained models onto fewer diffusion steps [74]
could be considered.

VIl. CONCLUSION

In this study, we introduced a novel diffusion bridge, Self-
RDB, for multi-modal medical image translation tasks. Self-
RDB learns a task-relevant progressive transformation between
source- and target-modality distributions. In reverse diffusion
steps, it improves sample reliability via a self-consistent recur-
sive sampling procedure based on conditional guidance from
the acquired source image. It further employs a monotonically-
increasing scheduling for the noise variance towards the source
image in order to facilitate information transfer between the
modalities. SelfRDB achieves superior image quality over
state-of-the-art GAN and diffusion methods, so it holds great
promise for medical image translation applications.
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