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Abstract—Integrated sensing and communications (ISAC) is
pivotal for 6G communications and is boosted by the rapid
development of reconfigurable intelligent surfaces (RISs). Using
the channel state information (CSI) across multiple frequency
bands, RIS-aided multi-band ISAC systems can potentially track
users’ positions with high precision. Though tracking with CSI
is desirable as no communication overheads are incurred, it
faces challenges due to the multi-modalities of CSI samples,
irregular and asynchronous data traffic, and sparse labeled data
for learning the tracking function. This paper proposes the
X2Track framework, where we model the tracking function by a
hierarchical architecture, jointly utilizing multi-modal CSI indi-
cators across multiple bands, and optimize it in a cross-domain
manner, tackling the sparsity of labeled data for the target
deployment environment (namely, target domain) by adapting
the knowledge learned from another environment (namely, source
domain). Under X2Track, we design an efficient deep learning
algorithm to minimize tracking errors, based on transformer
neural networks and adversarial learning techniques. Simulation
results verify that X2Track achieves decimeter-level axial tracking
errors even under scarce UL data traffic and strong interference
conditions and can adapt to diverse deployment environments
with fewer than 5% training data, or equivalently, 5 minutes of
UE tracks, being labeled.

Index Terms—Integrated sensing and communications, posi-
tioning and tracking, reconfigurable intelligent surfaces, multi-
modal data processing, domain adaptation.

I. INTRODUCTION

Recently, research on 6G communications has been
launched to achieve smart connectivity for everything [1].
While various technologies are investigated to achieve this
goal, a consensus has been developed that sensing will evolve
from an additional function to an essential necessity [2],
which makes the technique of integrated sensing and com-
munications (ISAC) of critical importance [3]. In addition to
the intuitive idea of sharing spectrum resources and infras-
tructure hardware, ISAC also allows for sharing information
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in communications to support sensing functions [1]. In this
regard, the rapidly growing interest in ISAC can also be
attributed to the emergence of reconfigurable intelligent sur-
faces (RISs) [1], [4]. RISs enhance wireless communications
by creating numerous controllable reflection paths and provide
enriched channel information that can effectively bolster sens-
ing functions. The practicability of RISs stem from their cost-
and power-efficient implementation of numerous controllable
metamaterial antenna elements (or, meta-elements in short),
yielding high controllability over reflected wireless signals [5].

A remarkable advantage of RISs is their adaptive design
approaches that can cater to diverse frequency bands, ranging
from several GHz [6] to hundreds GHz [7], even to visible
light [8]. This adaptability makes RISs especially suitable for
6G, where jointly utilizing multiple frequency bands to deliver
ISAC services is essential [9]. Existing work has explored the
design and applications of RIS-aided single-band communica-
tion and sensing systems in sub-6 GHz [10], mmWave [11],
and THz [12]. Several studies have investigated dual-band RIS
systems, aiming at enhancing communication rates [13]–[15]
without discussing their sensing potentials. Moreover, few of
them consider RIS-aided ISAC systems working in multiple
bands [16], [17]. Despite the limited existing work, RIS-aided
multi-band (MB) ISAC systems are of high research value
due to the complementary nature of different bands, which
can endow communications with high-resolution and wide-
coverage sensing capability [1].

To fill the research gap, we take the first step to investigate
the RIS-aided MB ISAC systems. We focus on unleashing
their potential for user equipment (UE) tracking, which is
crucial for supporting various location-based services and
applications [18], [19]. Different from conventional studies on
RIS-aided ISAC systems, where the RISs generate separate
beams [4], [20], [21], alternate between sensing and commu-
nication modes [22]–[26], or require additional sensor devices
[27], [28], we directly utilize the channel state information
(CSI) readily available in communications. By this means, we
ensure uncompromised quality of services for communication.
More specifically, we focus on the CSI indicators of the
channel gain between each Tx and Rx antenna pair over
multiple subcarriers, which represent the spectrum of the
channel impulse response (CIR) of the time domain. We note
that owing to their numerous meta-elements, RISs essentially
have a large aperture size [29] and thus enhance the sensing
range and resolution by enabling the MB CSI to be measured
in a large space region with fine granularity.
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The approach of directly using CSI for sensing is in line
with the concept of perceptive mobile networks (PMNs), which
has become increasingly popular in 6G research [30]–[32] and
Wi-Fi based ISAC systems [33]–[35]. However, only a few
studies [36], [37] have explored the role of RISs in PMNs.
In [37], the authors considered a specific scenario involving a
full-duplex base station (BS) and multiple UEs equipped with
on-device RISs. A more general analysis is provided in [36];
however, it is derived from a theoretical perspective under
simplified assumptions, e.g., no strong reflection or scattering
multipath interference, leaving the challenges of practical data
traffic and wireless channel conditions unaddressed, especially
in MB ISAC systems.

In distinct contrast to prior work, which focus on single-
band RISs, require extra sensing signals, or apply to specific
scenarios with low interference, we consider an RIS-aided
MB ISAC system in practical wireless environments with high
interference, leveraging readily available CSI in uplink (UL)
traffic for sensing. In the considered system, we enable the BS
to learn a UE tracking function while tackling the challenges
of highly complex MB CSI indicators, practical UL traffic
conditions, and limited knowledge of deployment environ-
ments. In particular, the three most prominent challenges can
be elaborated on as follows:

• Multi-modality of CSI Indicators: In RIS-aided MB ISAC
systems, CSI indicators are from multiple bands and com-
prise the channel gains for direct transmission paths between
Tx and Rx antennas and for reflection paths via the RISs
[38], [39], which are of distinct physical meanings and data
modalities and challenging to be jointly utilized.

• Irregularity and Asynchrony of Data Traffic: Due to
generally unsaturated UL traffic and independent scheduling
of each band, the samples of CSI indicators are irregularly
spaced in time, and the CSI sequences of multiple bands are
asynchronous, which are challenging to handle [40], [41].

• Sparsity of Labeled Data for Learning: Owing to the
diversity and complexity of deployment environments, col-
lecting sufficient CSI indicator data labeled with ground-
truth UE tracks to learn the tracking function incurs a
prohibitive cost. In general, only sparse labeled data can be
obtained, making it challenging to learn an accurate tracking
function with enough generalizability.

To handle the above challenges, we propose a novel frame-
work named X2Track. The core of X2Track is to model the
tracking function in a hierarchical architecture, where the CSI
indicators across multiple modalities are first encoded and
aggregated at per-frame level and then go through mutual
complementation at the sequence level. Moreover, X2Track
optimizes the tracking function for tracking error minimization
in a cross-domain manner, tackling the sparsity of labeled
data for the target deployment environment (namely, target
domain) by utilizing available data in a different known
environment (namely, source domain). Under X2Track, we
implement an efficient deep learning algorithm, where we
design a transformer-based deep neural network (DNN) for the
tracking function and employ adversarial learning techniques
to solve the cross-domain tracking error minimization. Our

main contributions are summarized below.
• We are the first to investigate the potential of RIS-aided

MB ISAC systems for tracking UEs solely with the CSI
indicators available in communications. We establish the
channel model and propose a protocol to specify how CSI
indicators are obtained and used for track estimation.

• We propose the X2Track framework, handling the chal-
lenges including multi-modality of CSI indicators, irregular-
ity and asynchrony of traffic, and sparsity of labeled data for
learning, and design an efficient algorithm under X2Track
for tracking error minimization.

• Simulation results verify that X2Track achieves decimeter-
level axial tracking errors given scarce UL traffic and
strong interference and enables generalizability to diverse
environments with less than 5% CSI data being labeled,
equivalently, 5 minutes of UE tracks.
The rest of this paper is organized as follows: In Sec. II,

we establish the model of the RIS-aided MB ISAC system.
In Sec. III, we formulate the tracking error minimization
problem for UE tracking, analyze its challenges, and propose
the X2Track framework to handle the challenges. In Sec. IV,
we design an algorithm under the X2Track framework to solve
the tracking error minimization problem. Simulation results are
provided in Sec. V, and a conclusion is drawn in Sec. VI.

Notations: RM×N , and CM×N denote the sets of real and
complex M×N matrices, respectively. ∥ ·∥1 and ∥ ·∥2 are the
ℓ1-norm and ℓ2-norm, respectively. ◦ represents the function
composition, ⊙ denotes the Hadamard product, and ⊕ is the
array concatenation along the last dimension. (·)⊤ denotes
the transpose operation. Diag(x) returns the matrix whose
main diagonal vector is x, with other elements being zeros.
Ex∼Γ (·) returns the expectation of the argument, given that
variable x follows distribution Γ . supf∈X ϵ(f) returns the
supremum of ϵ(f) for all f in set X . J = (xi|Hi = 1)i
is the sequence of xi for all feasible subscripts i = 1, 2,...,
where xi satisfies hypothesis Hi = 1. For sequences J1 and
J2, ∥J1−J2∥1 denotes the sum of the ℓ1-norm values of their
element-wise differences. Given J being a sequence or a set,
|J | represents the number of elements in J . [x]m, [X]m,
and [X]m,n denote the m-th element of vector x, the m-th
row vector of matrix X , and the (m,n)-th element of matrix
X , respectively. X represents a multi-dimensional array with
more than three dimensions, and [X]m,n... denotes the block
element of X with the indices of its first dimensions being
m,n,.... Finally, given x ∈ C, its amplitude and angle are
denoted by |x| and ∠x, respectively.

II. MODEL OF RIS-AIDED MB ISAC SYSTEMS

As shown in Fig. 1, an RIS-aided MB ISAC system
comprises multiple mobile UEs, a BS that provides UL
communication services via NB frequency bands to the UEs
within a 3D region of interest (ROI) A ⊂ R3, and NRIS

RISs (NRIS = NB) each working in a different band and
aiding the communications between the BS and UEs. The
number of sub-carriers of Band n is denoted by NSC,n. For
the UL communications in Band n, the BS is equipped with
NRx,n Rx antennas, and each UE is equipped with NTx,n Tx
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Fig. 1. An RIS-aided MB ISAC system and the wireless channel for the UL
transmission from a UE to the BS in Band n.

antennas. Besides, the RIS for Band n, i.e., RIS n, is composed
of Mn densely arranged meta-elements, and the size of each
meta-element is γ ∈ [0, 1] fraction of the center wavelength of
Band n. Each meta-element imposes a controllable reflection
response to its reflected signals, and the reflection coefficients
of all Mn meta-elements constitute the configuration of RIS n.
By controlling the configuration of RIS n, the BS enables
the RIS n to perform passive beamforming and focus UE’s
transmission signals towards the BS’s Rx antennas.

During the UL transmission from an arbitrary UE to the
BS, the BS collects multiple CSI indicators, such as the CSI
indicators for the direct transmission (DT) from Tx to Rx
antennas and for the reflection paths via the RISs [38], [39].
Using the CSI indicators collected in multiple bands, the
BS provides tracking services for the UEs. We assume that
the tracking is performed periodically, where each period is
referred to as a tracking period and of duration TTP. The BS
employs a tracking function denoted as f to map the sequences
of CSI indicators in each tracking period to the estimation
of UEs’ tracks. As the tracking period is the same for each
UE, we will focus on tracking an arbitrary UE throughout the
remainder of this paper. The central position of the considered
UE at time t is represented by p(t) ∈ A.

In the following, we establish the channel model to facilitate
the description of multi-modal CSI indicators and then explain
how these CSI indicators are obtained, formatted, and utilized
for UE track by proposing an RIS-aided MB ISAC protocol.

A. Channel Model

As shown in Fig. 1, we assume that the system is targeted
for deployment in a general urban area with abundant envi-
ronmental scatterers (e.g., pedestrians, trees, and street acces-
sories) and many reflectors (e.g., ground, billboards, building
surfaces) for wireless signals, constituting an interference-
rich environment for wireless transmissions. Following the
channel modeling approach of the 3GPP standard [42], we
model the channel between the UE and the BS in a hybrid
manner, combining deterministic and statistical models for
line-of-sight (LoS) paths, environmental reflection paths, and
environmental scattering paths.

Specifically, we focus on the CSI indicators that comprise
the complex channel gains for the subcarriers across the NB

bands. For each Band n (n ∈ {1,...,NB}), we denote the i-th
Tx antenna of the UE as Tx i and the j-th Rx antenna of the

BS as Rx j (i ∈ {1,...,NTx,n}, j ∈ {1,...,NRx,n}). At time
t ∈ [0, TTP] within a tracking period, the channel gain for
signals of frequency f can be modeled as [13]:

hn,i,j(t, f) = hDT

n,i,j(t, f) + hRIS

n,i,j(t, f). (1)

Here, hDT
n,i,j(t, f) ∈ C is the gain from Tx i to Rx j excluding

the gain due to the reflection via RIS n (referred to as the DT
channel gain), and hRIS

n,i,j(t, f) ∈ C represents the aggregate
gain for the reflection paths via the Mn meta-elements of
RIS n (referred to as the RIS channel gain).

1) DT Channel Gain: Rather than using a channel fading
coefficient to represent the collective influence of multiple
channel fading factors, we distinctly model each factor instead.
Based on [43], hDT

n,i,j(t, f) comprises the gains for the LoS
path, environmental reflection paths, and other environmental
scattering paths, i.e.,

hDT

n,i,j(t,f) =IDT

n · g(∥aTx

n,i(t)− aRx

n,j∥2, f) (2)

+

R∑
r=1

ΩDT

n,r · g(DDT

n,r(a
Tx

n,i(t),a
Rx

n,j), f) +HDT

n,i,j .

In (2), IDT
n ∈{0, 1} is an indicator for the existence of the LoS

path between the UE’s Tx antennas and the BS’s Rx antennas
for Band n and can be modeled by a random variable following
the Bernoulli distribution with probability PrDT

n ∈ [0, 1].
Besides, g(d, f) is the free-space propagation gain in [43] for
signals of frequency f traveling distance d. Then, aRx

n,j ∈ R3

denotes the location of Rx j, and aTx
n,i(t) ∈ R3 is the position

of Tx i at time t, which depends on UE’s position p(t).
Moreover, in the summation term of (2), R denotes the

number of environmental reflection paths, and ΩDT
n,r ∈ C

represents the reflection coefficient for the r-th path and
is modeled as a random complex variable, i.e., ΩDT

n,r ∼
CN (0, V DT

n ), where V DT
n represents the variance. Furthermore,

DDT
n,r(a

Tx
n,i(t),a

Rx
n,j) ∈ R is the traveling distance from aTx

n,i(t)
to aRx

n,j over the r-th reflection path. Due to the complexity
and dynamics of urban environments, DDT

n,r(a
Tx
n,i(t),a

Rx
n,j) is

modeled as a random variable, exhibiting correlation across
different i, j, and t. More specifically, as multiple reflections
incur large attenuation, we model this traveling distance by
the distance from the transmitter to the receiver via a single
reflection point that is evenly sampled within A.

Finally, HDT
n,i,j in (2) represents the aggregate gain of the

environmental scattering paths and is modeled by a ran-
dom complex value following complex Gaussian distribution
CN (0, ΛDT

n ) with ΛDT
n being its variance. We note that IDT

n

and HDT
n,i,j are dependent on the position of the UE, i.e., p(t),

and their relationship with p(t) can be modeled based on the
3GPP standard [42], which are elaborated on in Sec. V-A.

2) RIS Channel Gain: Based on [13], we model hRIS
n,i,j(t, f)

in (1), i.e., the channel gain from Tx i to Rx j via RIS n, as:

hRIS

n,i,j(t, f) = g
Rx

n,j(t, f)
⊤Diag(ϕn(t, f))g

Tx

n,i(t, f), (3)

where gTx
n,i(t, f), g

Rx
n,j(t, f) ∈ CMn are the gain vectors from

Tx i to the Mn meta-elements and from the Mn meta-
elements to Rx j, respectively, and ϕn(t, f) ∈ CMn denotes
the reflection coefficients of the Mn meta-elements, i.e., the
configuration of RIS n.

Similar to the model of DT channel gain in (2), the gain
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from Tx i to the m-th meta-element (∀m ∈ {1,...,Mn}) of
RIS n can be modeled as

[gTx

n,i(t, f)]m = IRIS

n ·g(∥aTx

n,i(t)−un,m∥2, f) (4)

+

R′∑
r′=1

ΩRIS

n,r′ · g(DRIS

n,r′(a
Tx

n,i(t),un,m), f) +HRIS

n,i,m.

Here, IRIS
n ∈ {0, 1} follows the Bernoulli distribution with

probability PrRIS

n , where PrRIS

n denotes the probability of the
LoS path between the UE and RIS n, and un,m ∈ R3 denotes
the location of the m-th meta-element of RIS n. Moreover,
similar to R, ΩDT

n,r, V DT
n , and DDT

n,r(·) in (2), R′, ΩRIS

n,r′ , V
RIS
n ,

and DRIS

n,r′(·) are defined for the environmental reflection paths
between the UE and RIS n. Symbol HRIS

n,i,m∼CN (0, ΛRIS
n ) is

the aggregate gain for the environmental scattering paths from
Tx i to meta-element m, with ΛRIS

n being its variance.
As for gRx

n,j(t, f) in (3), we focus on the practical sce-
nario widely considered in existing RIS-aided communication
systems, where the BS and the RISs are deployed in open
areas well-above the ground and have LoS paths between them
dominating other multi-path channels [1], [38], [39], [44], [45].
In this scenario, gRx

n,j(t, f) can be expressed as 1[
gRx

n,j(t, f)
]
m
=g(∥un,m−aRx

n,j∥2, f), ∀m∈{1,...,Mn}. (5)

B. RIS-aided MB ISAC Protocol

In the following, we propose the RIS-aided MB ISAC
protocol. The proposed protocol is based on the existing ones
for RIS-aided communication systems in [38], [46] and the 5G
new radio (NR) UL communication standards of 3GPP [47],
[48]. We note that our proposed protocol achieves ISAC since
all the CSI used for the estimation of UE track are readily pro-
vided in UL communications, and there are no overhead trans-
missions dedicated to positioning or tracking (such as beam
scanning or generating special beam patterns). Therefore, it
can readily co-exist with other co-channel communication
systems, which is an important prerequiste for deployment in
practical crowded wireless environments [49]–[51]. Moreover,
as the protocol only utilizes the functionality of RISs in aiding
CSI collection, no optimization of the RISs’ configurations is
necessary, making the protocol fully compatible with arbitrary
control methods of the RISs.

Within each tracking period, the time of Band n (∀n ∈
{1,...,NB}) is discretized into frames with duration Tn, ac-
cording to the 3GPP standard [52]. Thus, the number of frames
in a tracking period is Fn = TTP/Tn, which is indexed
by τ (τ ∈ {1,..., Fn}). As illustrated in Fig. 2, each frame
comprises the following four phases:

(1) Synchronization: At the beginning of each frame, the
BS, RIS n, and the UE synchronize their time and carrier
frequency. This is done by the UE and the controller of RIS n
receiving the downlink primary and secondary synchronization
signals (PSS and SSS) from the BS [53].

1In (5), reflection and scattering paths are omitted for the conciseness of
presentation because they are dominated by the LoS path in the considered
scenario. Incorporating the gains of reflection and scattering paths into (5) will
not compromise the effectiveness of the proposed framework and algorithm
in Secs. III and IV, as they are not dependent on (5).
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Fig. 2. Illustration of the RIS-aided MB ISAC protocol, including the
components of MB CSI sequnces and the estimation of UE track.

(2) Request and Scheduling: When the UE has UL data, it
sends a scheduling request (SR) to the BS via the UL control
channel. The BS schedules the requests from all the UEs and
sends downlink control information (DCI) to each UE via
the downlink control channel, informing whether the user can
transmit UL data in this frame. When the UE is scheduled for
UL transmission in Frame τ of Band n, it is represented by
the hypothesis HUL

n [τ ] = 1; otherwise, HUL
n [τ ] = 0.

(3) Channel Sounding: Given HUL
n [τ ] = 1, the UE

transmits reference signals (RS) in UL, during which RIS n
controls its configurations to facilitate the channel sounding.
Based on [38], [39], the BS estimates the DT channel gains
among the Tx and Rx antenna pairs as well as the RIS
channel gains via the Mn meta-elements of RIS n, which is
a pre-requisite for controlling the RIS’s configuration to aid
communications. Therefore, in this sounding phase, the BS
obtains two types of CSI indicators: DT-CSI, and RIS-CSI.
The DT-CSI is formatted as 2D complex matrix HDT

n [τ ] ∈
CQn×NSC,n , and the RIS-CSI is formatted as 3D complex
array HRIS

n [τ ] ∈ CQn×NSC,n×Mn , where Qn = NTx,n · NRx,n

denotes the total number of channels formed by pairing the
NTx,n Tx with the NRx,n Rx antennas. Based on (2) and (3),
denoting the indices of channels between Tx and Rx pairs and
of sub-carriers by q = (i−1) ·NRx,n + j (q ∈ {1,...,Qn}) and
k (k ∈ {1,...,NSC,n}), respectively, the elements of HDT

n [τ ]
and HRIS

n [τ ] can be expressed as[
HDT

n [τ ]
]
q,k

=hDT

n,i,j(tn[τ ], fn,k)+eDT

n , (6)[
HRIS

n [τ ]
]
q,k

=gRx

n,j(tn[τ ], fn,k)⊙ gTx

n,i(tn[τ ], fn,k)+e
RIS

n ,

where tn[τ ] represents the time of the channel sounding phase
of Frame τ relative to the beginning of the tracking period,
and fn,k is the frequency of Sub-carrier k of Band n. Besides,
eDT
n ∈ C and eRIS

n ∈ CMn denote the measurement noises
due to thermal noises and measurement errors. We assume
eDT
n ∼ CN (0, σDT

n ) and eRIS
n ∼ CN (0, σRIS

n I) with σDT
n and

σRIS
n being the variances and I denoting the identity matrix.
(4) Data Transmission and Tracking: Based on the col-

lected CSI indicators in the sounding phase, the BS opti-
mizes (opt.) its spectrum resource allocation and the configu-
ration of RIS n. It informs RIS n and the UE by sending RIS
Control Information (RIS-CI) and DCI, respectively. Then,
aided by RIS n, the UE transmits its UL data to the BS.

At the end of a tracking period, the BS formats the collected
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CSI indicators as a sequence and estimates the track of UE
based on it. The collected CSI indicators include the DT-CSI
and RIS-CSI for the NB bands. In particular, in Frame τ of
Band n, given HUL

n [τ ] = 1, the two CSI indicators and their
associated time stamp tn[τ ], together constitute a CSI sample.
The CSI samples for all Fn frames in the tracking period
constitute a CSI sequence. For Band n, the CSI sequence is
denoted by In and expressed as:

In = ((tn[τ ],H
DT

n [τ ],HRIS

n [τ ]) |HUL

n [τ ] = 1)τ . (7)

Moreover, the CSI sequences of all the NB bands are com-
bined as a single sequence denoted by J = (In)n and referred
to as an MB CSI sequence.

Finally, for the BS to estimate UE track, it employs tracking
function f to process J and obtains an estimated UE track
denoted by sequence Tf , which can be expressed as

Tf = ((tn[τ ],pf ,n[τ ])|HUL

n [τ ] = 1)n,τ = f(J ), (8)

where pf ,n[τ ]∈R3 denotes the estimated position of the UE
at Frame τ of Band n.2

III. X2TRACK FRAMEWORK FOR SOLVING TRACKING
ERROR MINIMIZATION PROBLEM

In this section, we propose the X2Track framework for
UE tracking to minimize tracking errors in the considered
RIS-aided MB ISAC system. We first formulate the tracking
error minimization problem and analyze its critical challenges.
Then, we describe how X2Track handles these challenges.

A. Problem Formulation of Tracking Error Minimization

We focus on minimizing the tracking error of f for the
target deployment environment of the system. Specifically, we
evaluate the tracking error by the mean absolute error (MAE),
i.e., mean ℓ1-norm distance between the estimated and ground-
truth positions within UE tracks, which is referred to as the
axial tracking error since it evaluates the mean absolute errors
along the 3D axes.3 Besides, we model the target deployment
environment as a domain, referred to as the target domain,
which is characterized by the joint probability distribution of
MB CSI sequence J and its corresponding ground-truth UE
track T = ((tn[τ ],pn[τ ])|HUL

n [τ ] = 1)n,τ , denoted by Γ tgt :
(J , T ) → [0, 1]. Therefore, the tracking error minimization
problem can be formulated as:

(P0): min
f

εtgt(f)= E
(J ,T )∼Γ tgt

( 1

|J |

NB∑
n=1

Fn∑
τ=1

HUL

n [τ ]

· 1
3

∥∥pn[τ ]− pf ,n[τ ]∥∥1), (9)

where |J | = ∑
n

∑
τ HUL

n [τ ] is the total number of CSI sam-
ples (or equivalently, the number of positions considered in the
UE track), and factor 1/3 accounts for the averaging across the

2Though interpolation and filtering methods can further extend Tf to a
continuous UE track, they are incremental and orthogonal to the core design
and optimization of the UE tracking function and thus not considered here.

3Compared to mean squared error (MSE) and Euclidean norm error, MAE
weighs less on large outlier errors caused by large channel fading along
certain directions. This prevents the learning of f in other directions from
encountering bottlenecks.

3D axes. Moreover, we refer to εtgt(f) as the expected axial
tracking error for the target domain. Nevertheless, solving
(P0) faces three crucial challenges:

Diverse Multi-modal CSI Indicators: In (P0), f needs
to handle the MB CSI sequences that comprise CSI indica-
tors with diverse modalities. Specifically, in each band, DT-
CSI and RIS-CSI have different dimensions and statistical
characteristics as they represent the channel gains for distinct
paths. Moreover, the CSI indicators of different bands also
have different modalities due to the distinct signal propagation
characteristics of each band. Consequently, there are 2NB data
modalities in J , which are challenging for f to jointly utilize
in an efficient manner.

Irregular and Asynchronous MB CSI Sequences: In J ,
CSI sequences I1,..., INB are composed of CSI samples that
are irregularly spaced in time due to the irregularity of the
realistic UL traffic [33] and the UE scheduling of the BS.
Moreover, the UL traffic of a UE and the scheduling of the BS
is generally inconsistent across multiple bands, resulting in the
MB CSI sequences being asynchronous. Such irregularity and
asynchrony of the MB CSI sequences are hard to handle [40],
[41], making it challenging for f to process CSI sequences and
achieve effective mutual complementation for the positional
information contained in MB CSI.

Sparse Labeled Data for Learning: To evaluate the
objective function in (P0), it requires Γ tgt to be known, or
equivalently, sufficient labeled data for Γ tgt to be available.
Here, the labeled data comprise data, i.e., the MB CSI
sequences, and labels, the ground-truth UE tracks. However, in
the target deployment environment, it is impractical to obtain a
sufficient amount of labeled data since it requires cooperative
UEs with self-positioning capabilities to travel throughout the
ROI, which is prohibitively time-consuming and interferes
with other normal UEs. In general, only a dataset of sparse
labeled data can be obtained with a few cooperative UEs
traveling in a fraction of the ROI. This lack of labeled data for
Γ tgt makes εtgt(f) intractable and (P0) challenging to solve.

B. X2Track Framework

To handle the first two challenges of (P0), X2Track rep-
resents f with a hierarchical architecture: For each band,
the multi-modal CSI indicators due to the RIS-aided CSI
collection are handled by modal-specific CSI encoders and
jointly aggregated into feature vectors. Subsequently, the fea-
ture vectors of MB CSI are integrated with features of their
irregular and asynchronous sampling time and projected into
a common feature space, where they can mutually comple-
ment based on their correlation. Thanks to the integrated
time features, the correlation of feature vectors can process
their intrinsic positional information considering their time
relevance, allowing the mutual complementation of positional
information of MB CSI seqeunces in spite of their asynchrony.
Then, to tackle the sparsity of labeled data, X2Track converts
the objective function of (P0) through cross-domain learning
based on the domain adaptation (DA) theorem [54].

1) Hierarchical Architecture of Tracking Function: In
X2Track, f is first decomposed into a composite function
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comprising two parts: a feature encoder h and a position
regressor ξ, i.e., f = ξ ◦ h. To explicitly handle multi-
modal CSI indicators and irregular and asynchronous MB-CSI
sequences, X2Track decomposes h into two-level modules:
NB frame-level encoders and a sequence-level encoder.

For each CSI sample, frame-level encoders process the
DT-CSI and RIS-CSI in a modal-specific manner to extract
features of CSI indicators and then aggregate them as CSI
feature vectors. More specifically, each frame-level encoder
contains three functions: ψDT

n , ψRIS
n , and ψCSI

n . Here, ψDT
n :

CQn×NSC,n → RLDT
n and ψRIS

n : CQn×NSC,n×Mn → RLRIS
n

are modal-specific encoders for DT-CSI and RIS-CSI of
Band n, with LDT

n and LRIS
n being the lengths of the resulting

feature vectors for DT-CSI and RIS-CSI, respectively. There-
fore, for the CSI sample of Frame τ in In, the obtained DT-
CSI and RIS-CSI feature vectors can be expressed as:

xDT

n [τ ] = ψDT

n (HDT

n [τ ]), xRIS

n [τ ] = ψRIS

n (HRIS

n [τ ]).

Besides, ψCSI
n : RLDT

n +LRIS
n → RL aggregates xDT

n [τ ] and
xRIS
n [τ ], mapping the concatenated vector to a CSI feature

vector of length L, i.e., xCSI
n [τ ] = ψCSI

n (xDT
n [τ ]⊕ xRIS

n [τ ]).
Subsequently, in the sequence-level encoder, the CSI feature

vectors are first tagged with its time features, enabling the
extraction of their temporal relevance and thus facilitating
their mutual complementation. This is achieved by a time
encoder ψTM : R×RL → RL encoding time stamp tn[τ ] ∈ R
into the CSI feature vector, which is represented as xn[τ ] =
ψTM

n (tn[τ ],x
CSI
n [τ ]). Following that, the sequences of xn[τ ]

for the NB bands are jointly input into a sequence-to-sequence
encoder denoted by χ : R|J |×L → R|J |×L, i.e.,

(yn[τ ]|HUL

n [τ ]=1)n,τ =χ((xn[τ ]|HUL

n [τ ]=1)n,τ ). (10)

where (yn[τ ]|HUL
n [τ ] = 1)n,τ is referred to as the sequence of

positional feature vectors.
Intuitively, in (10), the input CSI feature vectors are pro-

jections of the time-encoded CSI samples of multiple bands
onto a common feature space. In this feature space, χ allows
the positional information in the input vectors to mutually
complement based on their correlation. By this means, the
difficulties of characterizing temporal variations of irregularly-
spaced CSI samples and aligning asynchronous MB CSI
sequences are both avoided. Here, the mutual complementation
encompasses three aspects: a) The CSI feature vectors suffered
from non-LoS channel conditions are complemented by those
collected under LoS conditions; b) The noise and strong re-
flection interference are mitigated by extracting the correlated
features of neighboring CSI samples; c) Jointly using the CSI
feature vectors across multiple bands increases the number of
available CSI samples to estimate the UE track and extends
the effective bandwidth, improving the spatial resolution.

As the CSI feature vectors from NB bands are mutually
complemented by χ, the joint utilization of MB CSI is
achieved. Therefore, the resulting positional feature vectors
can be processed individually and uniformly by a position
regressor, requiring no additional combining operations. We
denote the position regressor by ξ : RL → R3, and the
estimated UE track can be expressed as:

pf ,n[τ ] = ξ(yn[τ ]), (11)

∀n ∈ {1,...,NB}, τ ∈ {1, ..., Fn}, given HUL
n [τ ] = 1.

Combining the time stamp with each CSI sample, X2Track
obtains the estimated track of the UE, i.e., Tf in (8). In
summary, f can be represented by:

f = ξ ◦ h = ξ ◦ χ ◦ (ψTM

n ◦ψCSI

n ◦ (ψDT

n ⊕ψRIS

n ))n . (12)

The hierarchical architecture in (12) simplifies the design and
optimization of f , allowing them to be divided and conquered.
By representing f with the hierarchical architecture, X2Track
decomposes the functionalities of f into multiple modules,
explicitly specifying how multi-modal CSI indicators and their
irregularly and asynchronous sequences are handled.

2) DA based Cross-domain Learning: X2Track handles the
challenge of evaluating the objective function in (P0) through
cross-domain learning based on the DA [54]. The cross-
domain learning leverages a labeled dataset for a known do-
main, namely a source domain denoted by Γ src (Γ src ̸= Γ tgt),
to help optimize f over the sparse labeled dataset for Γ tgt.
Similar to Γ tgt, Γ src is the probability distribution for the
data and labels in a source deployment environment, e.g., an
experimental site, where sufficient ground-truth labels can be
obtained. The source and target deployment environments are
expected to be “distinct yet similar” [55]. For instance, they
can have different locations of the RISs, types of UEs, channel
conditions, etc, while the relationships between CSI samples
and positional features in both environments are similar.

We denote the sets of labeled data for Γ src and Γ tgt by
Dsrc and Dtgt, respectively, noting that |Dsrc| ≫ |Dtgt| due
to sparsity of labeled data for Γ tgt. Besides, we denote the sets
of unlabeled data for Γ tgt and Γ src by D̄tgt = {J |J ∼ Γ tgt

J }
and D̄src = {J |J ∼ Γ src

J }, using short bars over datasets to
indicate unlabeled datasets. Here, Γ tgt

J and Γ src
J represent the

marginal distributions of J for Γ tgt and Γ src, respectively.
Moreover, we assume |D̄tgt| = |D̄src| ≫ |Dtgt|. Then, based
on DA theorems in [54], [56], [57], two upper bounds related
to εtgt(f) can be derived in Lemma 1.

Lemma 1. Index the axes of 3D coordinate by a = 1, 2, 3,
and denote the expected axial tracking error in (P0) of Axis a
for the target domain by εtgta (fa), with fa being the part of f
for Axis a. Additionally, represent the empirical evaluation by
hats over the functions, e.g., ε̂tgta (fa) represents the empirical
evaluation of εtgta (fa) over Dtgt. Moreover, denote by Xa the
feasible set of function fa. Then, with probability 1 − δ (δ ∈
(0, 1)), εtgta (fa) has the following two upper bounds:

εtgta (fa) ≤ ε̂srca (fa) + Sad̂X̃a
(D̄src, D̄tgt) (13)

+ 2Sa

√
2Pdim(Xa) log(2|D̄src|+ 2) + 2 log(8/δ)

|D̄src|

+ 4Sa

√
2Pdim(Xa) log(2|D̄tgt|) + log(2/δ)

|D̄tgt| + λ∗
a,

εtgta (fa) ≤ ε̂tgta (fa) (14)

+ 2Sa

√
2Pdim(Xa) log(2|Dtgt|+ 2) + 2 log(8/δ)

|Dtgt| ,

where Sa is the side length of the ROI along Axis a, Pdim(Xa)
represents the pseudo-dimension of the functions in Xa [56],
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and λ∗
a = minfa(ε

tgt
a (fa)+εsrca (fa)) is the minimum expected

axial tracking error for the source and target domains of
Axis a. Besides, d̂X̃a

(D̄src, D̄tgt) represents the H-divergence
measure between sets D̄src and D̄tgt and is determined by

d̂X̃a
(D̄src,D̄tgt)= sup

ζ∈X̃a

∣∣∣ 1

|D̄tgt|
∑

J∈D̄tgt

ζ(J )− 1

|D̄src|
∑

J∈D̄src

ζ(J )
∣∣∣,

(15)
where X̃a={ζ=I(∥fa(J )−f ′

a(J )∥1>Sa ·ι) | fa, f ′
a∈Xa, ι∈

[0, 1]} is the set of threshold functions induced from Xa.

Proof: Inequality (13) is derived by jointly using [54,
Thm. 2 and Lemma 5] and the proof of [54, Lemma 2] and
substituting the H∆H-divergence term with (15) based on [56,
Thm. 4.2]. Inequality (14) is derived by using [54, Lemma 5]
and the proof of [54, Thm. 3].

Based on (13), an available approach to solve (P0) is by
converting its objective to minimizing the sum of the empirical
axial tracking error for the source domain and the divergence
between the source and target domains. Alternatively, based
on (14), another possible approach is to convert the objective
of (P0) to minimizing the empirical axial tracking error for
the target domain over Dtgt.

However, a closer examination of (13) and (14) reveals
the deficiency in the two approaches. Firstly, the tightness
of the upper bound in (13) relies on the assumption that λ∗

a

is small, i.e., a tracking function exists that works well for
both the source and target domains. If this assumption does
not hold, the large λ∗

a will dominate the empirical loss for
the source domain and the divergence term. Secondly, for
the upper bound in (14), the sparsity of labeled data for the
target domain can lead to significant discrepancies between the
empirical and the expected axial tracking errors, especially for
a complex function as f that is prone to over-fitting. This is
explicitly indicated by the large second term on the right-hand
side of (14) in the case of small |Dtgt| and large Pdim(Xa).

To overcome the deficiency associated with relying solely
on either approach, we propose to use them combinedly while
leveraging the hierarchical architecture of f in X2Track. As a
result, we derive a new upper bound for the objective function
of (P0) in Proposition 1.

Proposition 1. Assume that the position regressors for 3D
axes, i.e., ξ1, ξ2, and ξ3, are of the same architecture ξ,
and denote the feasible set of ξ by Z . Denote by F src(h)
and F tgt(h) the sets of positional feature vectors obtained by
encoding data in D̄src and D̄tgt with h. Then, with probability
larger than (1− δ) (δ∈(0, 1)), εtgt(f) is upper-bounded by

εtgt(f) ≤ ε̂tgt(ξ ◦ h)

+ 2S

√
2Pdim(Z) log(2|Dtgt|+ 2) + 2 log(8/δ)

|Dtgt|
+min

ξ′
ε̂src(ξ′◦h) + S · d̂Z̃(F src(h),F tgt(h)), (16)

where S =
∑3

a=1 Sa/3, and Z̃ and d̂Z̃(·) are defined similarly
to X̃a and d̂X̃a

(·) in Lemma 1. The equality holds with
probability 1 when h satisfies minξ′ ε̂

src(ξ′ ◦ h) = 0 and
d̂Z̃(F src(h),F tgt(h)) = 0, and |Dtgt| → ∞.

Proof: For a given h, adapt inequalities (13) and (14)

to ξa (a = 1, 2, 3), respectively, and average the results for
a=1, 2, 3. Then, for the adapted (13), taking minimization on
both sides w.r.t. the position regressor, resulting in the first and
second terms on the right-hand side being minξ′ ε̂

src(ξ′◦ h)
and S · d̂Z̃(F src(h),F tgt(h)), respectively. Since these two
terms are non-negative, they can be added to the right-hand
side of the adapted (14), and then (16) is derived.

The upper bound in (16) has three advantages over the
ones in Lemma 1: Firstly, it is based on the adapted (14)
which focuses on the positional regressor rather than the
tracking function as in (14), leading to a much tighter bound
due to Pdim(Z) ≪ Pdim(Xa). Secondly, by incorporating
minξ′ ε̂

src(ξ′◦h) and S · d̂Z̃(F src(h),F tgt(h)) derived from
the adapted (13), it efficiently exploits the large sets of labeled
and unlabeled data for the source and target domains, which
enables effective evaluations on the general capability of h
in extracting positional features from MB CSI sequences.
Thirdly, by removing λ∗

a and allowing the source and target
domains to have separated position regressors, i.e., ξ′ being
independent of ξ, its tightness does not suffer from the
nonexistence of an effective tracking function working well
for both the source and target domains. These three advantages
indicate that the upper bound in (16) is more efficient for the
tracking function optimization than those in Lemma 1.

Therefore, X2Track adopts the upper bound in (16) as a
surrogate function for the original objective function εtgt(f),
handling the challenge of evaluating εtgt(f). Due to the upper
bound being closely related to εtgt(f), minimizing the upper
bound can reduce εtgt(f) effectively. Omit the constant term
in the upper bound, and the converted optimization problem
can be formulated as:

(P1) f∗ = arg
ξ◦h

min
ξ,ξ′,h

ε̂tgt(ξ ◦ h) + ε̂src(ξ′ ◦ h)

+ S · d̂Z̃(F src(h),F tgt(h)). (17)

By converting (P0) to (P1), X2Track handles the challenge
of sparse labeled data and allows the optimization to have
sufficient training data for the convergence of f . Specifically,
on the right-hand side of (P1), the second and third terms are
evaluated with the large dataset for the source domain and the
large unlabeled dataset for the target domain. Therefore, by
optimizing the second and third terms, h is ensured to extract
effective positional feature vectors from MB CSI sequences
for both the source and target domains. Though the first term
is evaluated with the sparse labeled data, it is sufficient for
the convergence of ξ. This is because ξ learns a much less
complex mapping than h and has a much simpler architecture,
allowing it to be trained with substantially fewer data.

In summary, the hierarchical architecture of f and the
converted problem (P1) constitute the X2Track framework that
solves the tracking error minimization problem (P0).

IV. ALGORITHM DESIGN UNDER X2TRACK FRAMEWORK

We design an efficient algorithm to solve the tracking
error minimization problem under the X2Track framework.
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Fig. 3. Transformer-based tracking function f based on the hierarchical
architecture proposed in the X2Track framework.

In subsection A, we design f as a transformer-based DNN4

illustrated in Fig. 3, following the hierarchical architecture
proposed in Sec. III-B1. In subsection B, with the help of
adversarial learning techniques, we design an algorithm that
jointly trains the frame-level and sequence-level encoders and
the position regressor in Fig. 3 to solve (P1).

A. Transformer-based Tracking Function

According to Sec. III-B1, f comprises NB frame-level
encoders, a sequence-level encoder, and a position regressor.
In light of the recent prominent success of transformers in
handling sequence data, we design f to be featured by
a transformer-based sequence-level encoder that utilizes the
multi-head self-attention (MHSA) mechanism. The detailed
design of f is depicted in Fig. 3.

1) Frame-level Encoders: For each Band n, the frame-level
encoder, i.e., ψCSI

n ◦ (ψDT
n ⊕ ψRIS

n ), comprises complex value
encoders, 2D and 3D convolutional neural network (CNN)
blocks, and dense encoder blocks. The complex value encoders
convert the complex-valued CSI into its real-valued form. The
CNN blocks extract local patterns and regional information
and reduce the data dimensionality of CSI indicators. The
dense encoder blocks further refine and compress the concate-
nated feature vectors of DT-CSI and RIS-CSI by recognizing
the interrelationship among their elements. Further details on
these key component modules are provided below.

Complex Value Encoder: As DNNs are more efficient
to handle real-valued input than complex-valued ones, we
use complex value encoders to represent each x ∈ C as a
real-valued 3-tuple (|x|, cos(∠x), sin(∠x)). By encoding ∠x
with cosine and sine functions, the encoder preserves the
cyclicity of ∠x and avoids the discontinuity between 0 and
2π, which helps f capture actual phase difference between
complex values. In addition, to remove the dependency on
specific value ranges, a max-min normalization is adopted to

4For presentation and implementation clarity, our algorithm comprises
standard DNN blocks. Other algorithms with more sophisticated DNNs
may improve the tracking performance while incurring higher computational
complexity. Exploring such tradeoffs and pursuing the optimality of the
algorithm is beyond the scope of this paper and thus left for future work.

force the value range to be [−1, 1]. The encoded HDT
n [τ ] and

HRIS

n [τ ] are denoted by XDT

n [τ ]∈RQn×NSC,n×3 and XRIS

n [τ ]∈
RQn×NSC,n×Mn×3, respectively. As per the conventions, we
refer to the last dimension as the channel dimension.

2D/3D CNN Block: The 2D and 3D CNN blocks handle
XDT

n [τ ] and XRIS

n [τ ], respectively. Each block comprises a
CNN layer, an activation layer, a normalization layer, and an
average pooling layer. Here, we describe a 2D CNN block
as an example. For each channel, the CNN layer convolves
the input multi-channeled 2D data with a 2D kernel of side-
length K, extracting and encoding local and regional features
of the input. Following that, the activation layer introduces
non-linearity into the DNN by using the ReLU activation
funciton ReLU(x) = max(x, 0). Then, the normalization layer
normalizes the resulting elements to have a zero mean and
unit variance for generalizability. Finally, an average pooling
layer compresses its input along the first two dimensions by
averaging neighboring four elements in each channel.

Dense Encoder Block: Each dense encoder block com-
prises a densely connected layer and an activation layer.
Given output length Lout, it maps input xin of length Lin to
xout = ReLU(Wxin+b), whereW ∈RLout×Lin and b∈RLout

are its trainable weight and bias parameters.
2) Sequence-level Encoder: The sequence-level encoder is

composed of time encoders ψTM
1 ,...,ψTM

NB
and sequence-to-

sequence encoder χ. As transformers are universal approxi-
mators for sequence-to-sequence functions [58], we design a
transformer-based sequence-level encoder, utilizing the core
MHSA mechanism of transformers to achieve mutual com-
plementation of MB CSI sequences. More specifically, χ is
composed of C cascaded MHSA blocks and feed-forward (FF)
blocks, with each block followed by a residual connection to
alleviate the vanishing gradient problem of DNNs [59].

Time Encoder: To capture the temporal periodicity, we
employ a series of periodic trigonometric functions to encode
each scaler time stamp tn[τ ] ∈ R to vector xTM

n [τ ] ∈ RLTM :

[xTM

n [τ ]]d =

{
sin(tn[τ ]/T

d/LTM
TP ), if d is even,

cos(tn[τ ]/T
(d−1)/LTM
TP ), otherwise,

d = 1,...,LTM. As shown in Fig. 3, xTM
n [τ ] is concatenated

with xCSI
n [τ ], and the result, i.e., x′

n[τ ] = xCSI
n [τ ] ⊕ xTM

n [τ ]
of length L + LTM, is projected to xn[τ ] ∈ RL by an
additional dense encoder block to keep the length of the feature
vector unchanged. In addition, to facilitate further processing,
sequence (xn[τ ]|HUL

n [τn] = 1)n,τ is reshaped into matrix X
with size |J | × L.

MHSA Block: To describe the MHSA block clearly, we
begin by introducing the attention mechanism. The attention
mechanism maps input matrices comprising query and key
vectors to an output matrix comprising weighted value vec-
tors, where value vectors are linear encodings of the key
vectors [60]. More specifically, given matrix of query vectors
XQ ∈ RNQ×LQ and matrix of key vectors XK ∈ RNK×LK ,
the output matrix is calculated by

Attn(XQ,XK)=Softmax

(
(XQWQ)(XKWK)

⊤
√
LK

)
(XKWV),

(18)
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where Softmax (·) is a row-wise soft-max function, WQ ∈
RLQ×LK , WK ∈ RLK×LK , and WV ∈ RLK×LQ are trainable
parameters. The result of the soft-max function in (18) is
referred to as attention scores, which measure the mutual
correlation among the row vectors of XQ and XK. When
XQ=XK and denoted by Xin, Attn(Xin,Xin) is referred to
as the self-attention (SA) mechanism. In this case, row vectors
of XinWQ, XinWK, and XinWV are linear encodings of the
input vectors. Through the summation of the relevant linear en-
codings of each input vector weighted by their corresponding
attention scores, the SA mechanism enables the information
in individual input feature vectors to mutually complement.

As for an MHSA block with a number of A attention
heads, the input matrix is first divided along its column
dimension into A sub-matrices, and then each sub-matrix
is handled by the SA mechanism separately, allowing the
mutual correlation among the input vectors to be calculated for
different aspects. For example, denote the input sub-matrices
of an MHSA block by X1,...,XA, its output can be expressed
as Xout = Attn(X1,X1)⊕ ...⊕ Attn(XA,XA).

FF Block: Following an MHSA block, an FF block handles
each row vector of the input matrix by a densely connected
layer where both the input and output sizes are L. As a result,
the FF block combines and refines the information contained
in the elements of each feature vector.

Residual Connection: As the number of cascaded blocks
increases, the impact of the earlier blocks on the later outputs
becomes hard to trace, resulting in the vanishing gradient
problem of DNNs [61]. To mitigate this issue, residual con-
nections are employed to create shortcuts for the impact to
propagate [59]. In particular, the residual connection for a
block adds its output with its input and then normalizes this
sum as the new output.

3) Position Regressor: We employ a multi-layer percep-
tron (MLP) as the position regressor ξ. This is because MLPs
are one of the most widely used and fundamental DNNs
for classification and regression tasks and are proven to be
universal approximators for arbitrary functions [62].

In particular, the employed MLP comprises two dense
encoder blocks. It maps yn[τ ] ∈ RL, i.e., each row vector
of the output matrix of χ, first to an intermediate vector
with half the original length and then to the estimated UE
position, i.e., pf ,n[τ ] ∈ R3. Finally, combining pf ,n[τ ] with
its corresponding sampling time, i.e., tn[τ ], the estimated UE
track Tf is obtained.

B. Adversarial-learning-based Training Algorithm

In (P1), the remaining challenge is to determine the di-
vergence term d̂Z̃(F src(h),F tgt(h)). Accroding to (15), it
represents the supremum of the empirical probability for an
indicator function in Z̃ to perform differently on F src(h)
and F tgt(h). To tackle this challenge, based on [55], [63],
we adopt a surrogate for the divergence term: the maximal
one-minus-cross-entropy (CE)-loss of a soft domain classifier
ζ : RL → [0, 1] in determining the probability for a feature
vector to be in F src(h). This surrogate is intuitive since one-
minus-CE-loss is proportional to the extent that the feature

vectors of F src(h) and F tgt(h) are distinguishable, which is
in accordance with the physical meaning of divergence.

Due to MLPs being universal function approximators [62],
we adopt an MLP with the architecture identical to position
regressor ξ (except for the output layer) as ζ. Specifically,
given h, the CE loss for domain classifier ζ is defined as:

CE(ζ,h) = −
∑

y∈Fsrc(h)

log(ζ(y))

|F src(h)| −
∑

y∈Ftgt(h)

log(1−ζ(y))

|F tgt(h)| .

Therefore, denoting the trainable parameters of h, ξ, ξ′,
and ζ by θh, θξ, θξ′ , and θζ , respectively, f∗ in (P1) can be
obtained by solving the following optimization:

(θ∗ξ,θ
∗
h)= arg

(θξ,θh)

min
θξ,θξ′ ,θh

(
ε̂tgt(ξ ◦ h) (19)

+ ε̂src(ξ′ ◦ h) + Smax
θζ

(1− CE(ζ,h))
)
.

In (19), an adversarial maximization exists inside the mini-
mization. To apply efficient gradient-descent-based DNN op-
timizers such as Adam [64] for solving (19), the inner max-
imization needs to be integrated into the outer minimization.
Nevertheless, directly transforming the inner maximization to
the minimization of CE(ζ,h) will result in a nonequivalent
gradient of the objective function w.r.t. θh. To handle the ad-
versarial maximization, we adopt the gradient reverse function
R(·) in the adversarial learning techniques [65]. Then, the
unified minimization can be expressed as

(θ∗ξ,θ
∗
h)= arg

(θξ,θh)

min
θξ,θξ′ ,θh,θζ

ε̂tgt(ξ ◦ h) (20)

+ ε̂src(ξ′ ◦ h) + S · CE(ζ,R(h)).

In (20), R(·) satisfies that R(h(J )) = h(J ) and ∂R(h(J ))
∂θh

=

−∂h(J )
∂θh

, which can be readily implemented by DNN pro-
gramming. We refer to (20) as the cross-domain training as it
optimizes f for the target domain by using the labeled data
for the source domain. It can be verified that solving both (19)
and (20) with gradient-descent-based DNN optimizers results
in equivalent directions for parameter updates. Based on [66],
[67], using gradient-descent-based DNN optimizers can lead
to local minima of (20) that are close to its global minimum.

Furthermore, to speed up the training of f and prevent it
from being stuck at poor local minima, we propose a two-step
pre-training approach. As the source domain bears similarities
with the target domain, the two-step pre-training finds an
efficient initial point for (20) by solving the tracking error
minimization in the source domain. In particular, we pre-train
the NB frame-level encoders in the first step and then pre-train
the complete f in the second step. For Band n, the frame-level
pre-training can be expressed as:

min
ψCSI

n ,ψDT
n ,ψRIS

n ,ξ
ε̂srcn (ξ ◦ψCSI

n ◦ (ψDT

n ⊕ψRIS

n )). (21)

Here, ε̂srcn (·) denotes the empirical axial tracking error for the
source domain when positioning directly with individual CSI
samples. Subsequently, in the sequence-level pre-training, we
adopt the resulting frame-level encoders of (21) as the initial
point and solve minf ε̂

src(f). The resulting f is then adopted
as the initial point for the cross-domain training of (20).

In summary, the complete algorithm for solving (P1) of the
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Algorithm 1 Cross-domain training with two-step pre-training
for solving (P1) of X2Track.

1: Initialize f as designed in Sec. IV-A.
2: for epoch = 1, ..., Epre,1 do # Frame-level pre-training
3: for next Bpre,1 labeled data in Dsrc do
4: For each Band n (n ∈ {1,...,NB}), evaluate the objective

function of (21) based on the labeled data.
5: For each Band n, calculate gradients and update the

parameters of ψCSI
n , ψDT

n , ψRIS
n , and ξ with learning rate η.

6: for epoch = 1, ..., Epre,2 do # Sequence-level pre-training
7: for next B labeled data in Dsrc do
8: Based on the labeled data, evaluate ε̂src(f).
9: Calculate gradients and update the parameters of f with

learning rate η.
10: for epoch = 1, ..., E do # Cross-domain training
11: for next B labeled and unlabeled data in Dsrc, D̄src, and

D̄tgt do
12: Randomly draw B labeled data from Dtgt.
13: Based on the labeled and unlabeled data, evaluate the

objective function of (20).
14: Calculate gradients and update θξ,θξ′ ,θh,θζ with learn-

ing rate η.

X2Track framework is presented as Algorithm 1.

Complexity Analysis: We derive the computational com-
plexity of training f in Algorithm 1 w.r.t. the important
hyperparameters, including Qn, NSC,n, Mn, and Fn, ∀n ∈
{1,...,NB}, in order to evaluate its scalability for larger sys-
tems. For Band n, the complexity of the frame-level encoder
is O((QnNSC,nMn)

2), dominated by that of the first dense
encoder block. Then, as |In| is proportional to Fn, encoding
In at the frame-level is of complexity O(Fn(QnNSC,nMn)

2).
For χ, its complexity is O((

∑
n Fn)

2), dominated by that of
the MHSA blocks. For ξ and ζ, their computational complexity
is O(

∑
n Fn). Therefore, the complexity of Tf = f(J ) is

O((
∑

nFn)
2 +

∑
nFn(QnNSC,nMn)

2). As for the gradient
calculation of the trainable parameters of f , the amount of
computation scales linearly with that of Tf = f(J ) [68,
Ch. 6.5]. Consequently, the complexity of training f is
O((

∑
nFn)

2 +
∑

nFn(QnNSC,nMn)
2), determined by the

squared total number of frames in a tracking period and the
squared dimension of the RIS-CSI.

Generalizability Analysis: The designed algorithm under
the X2Track framework possesses the following generaliz-
ability: First, instead of requiring any theoretical relationship
established between CSI and UE track, X2Track enables the
algorithm to learn their relationship automatically, so that the
algorithm generalizes to more intricate and complex wireless
channel conditions. Second, as the hierarchical architecture
in X2Track decomposes the signal processing of each CSI-
modality in each frequency band through the modal-specific
CSI encoders and frame-level encoders, the algorithm readily
generalizes to systems with more RISs and more frequency
bands by employing additional encoders. Third, thanks to the
cross-domain learning of X2Track, the algorithm is able to
generalize its positioning capability trained in a source en-
vironment to different target deployment environments, using
only sparse labeled CSI data.

TABLE I
SIMULATION PARAMETERS

Parameter Value Parameter Value Parameter Value

TTP 500ms Tn 10ms Fn 50

Mn 12×12 NRx,n 4 NTx,n 2

γ 0.3 R,R′ 10 |Dsrc|,|D̄src| 104

|Dtgt| 500 |D̄tgt| 104 L 128

LTM 32 C 8 A 16

η 0.001 Bpre,1 256 B 32

E 50 Epre,1 10 Epre,2 200

V. SIMULATION RESULTS

A. Simulation Setup

We consider an (x, y, z)-coordinate system with the origin
at the BS’s base. In this coordinate system, ROI is defined
as a 3D cuboid region A = {(x, y, z) m|x ∈ [0, 100], y ∈
[−50, 50], z ∈ [0, 10]}. To facilitate presentation, we focus on
the case where NB = 2. Based on the 3GPP standard for
5G NR [69], we select a sub-6GHz band and an mmWave
band, centered at 5.9 GHz and 28.0 GHz, with bandwidths
of 20 MHz and 120 MHz and NSC,1 = 24 and NSC,2 = 66
sub-carriers, respectively. For Bands 1 and 2, the centers of
Rx antennas are at (0, 0, 22) m and (0, 0, 20) m, respectively.
The Rx antennas are spaced at half-wavelength intervals of
the center frequencies and arranged along the y-axis. The
centers of the RISs for Bands 1 and Band 2 are located
at (50, 50, 22) m and (50, 50, 20) m, respectively, with their
normal directions pointing in the opposite direction of the y-
axis. To reduce the storage and computation complexity, we
sample one out of every two Rx antennas and one out of every
3× 3 meta-elements when generating the CSI indicators.

In a tracking period, each UE starts at a random position
within A and moves at a speed evenly sampled from [0, 10]m/s
in a random direction. For Bands 1 and 2, the centers of the
Tx antennas are positioned 7 cm below and above the UE’s
center, respectively. Besides, the probabilities of a scheduled
UL transmission in Bands 1 and 2 are PUL

1 = PUL
2 = 0.1. In

addition, we adopt the channel model in the 3GPP standard
for urban macro deployment scenarios [42]: For the channel
from a UE to the Rx antennas (or an RIS), the probability
of an LoS path is Pr = min( 18

d2D
+ exp(−d2D

63 )(1 − 18
d2D

), 1)
with d2D being the horizontal distance between the Tx and
the Rx antennas (or the RIS’s center); and the variance of
the aggregate gain of environmental scattering paths for DT
(or RIS) channel is Λn = 10−3.24(fn/10

9)−2d−3 with fn
being the center frequency of Band n and d being the distance
between the Tx and the Rx antennas (or the RIS’s center). The
reflection coefficient variances are V DT

n =V RIS
n =0.1, resulting

in strong environmental reflection interference.
As for the measurement noise in (6), we by default set

variances σDT
n and σRIS

n for Bands 1 and 2 to be the same,
satisfying that the SNR of RIS-CSI for Band 2 at the center
of A is SNRRIS

cen,2 = 10dB. Furthermore, the generated datasets
are divided into training and test sets at a ratio of 9 : 1. By
default, the axial tracking errors presented in the following
evaluation results are for the test sets. The other default
parameters are summarized in Table I.
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Fig. 4. Average axial tracking errors of f for training and test sets versus
the number of training epochs, given different training algorithms.

B. Evaluation Results

Firstly, we verify X2Track’s general capability of track-
ing UE with CSI indicators. To facilitate presentation and
comparison, we first consider the case where the target and
source domains are the same and evaluate the training per-
formance of f in terms of the average axial tracking errors
for training and test sets. As shown in Fig. 4, when the
number of training epochs increases, the average axial tracking
errors for training and test sets decrease and converge to
the decimeter level, proving the effectiveness of the proposed
hierarchical architecture and its implementation in Secs. III-B1
and IV-A, respectively. Besides, the pre-training of the frame-
level encoders in Algorithm 1 enables the training of f to
converge significantly faster and to a lower average axial
tracking error. Even if the frame-level encoders are fixed after
pre-training, a low average axial tracking error can still be
achieved. Therefore, the training of frame- and sequence-
level encoders can be potentially separated to avoid the high
complexity of training the complete f . This is helpful when
more sophisticated DNN blocks are employed to handle CSI
indicators with larger dimensions and/or for more bands.

Secondly, we evaluate X2Track’s capability of utilizing
multi-modal CSI and handling the irregularity and asynchrony
of MB CSI sequences. In Fig. 5 (a), we compare the cases
where either DT-CSI or RIS-CSI is used solely and where DT-
and RIS-CSI are aggregated as in X2Track. Intuitively, the DT-
CSI case represents the scenario without RISs, and the RIS-
CSI case represents the scenario where only CSI indicators of
RISs are available due to the blockage of direct transmission

DT-CSI RIS-CSI Aggregated
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Fig. 6. Distributions of the axial tracking errors for the tracking functions
employing different sequence-level encoders. “+” indicates the mean value.

paths. It can be observed that X2Track efficiently combines the
DT-CSI and RIS-CSI and achieves lower average (Avg.) and
standard deviation (Std.) of axial tracking errors: 11% lower
Avg. and 49% lower Std. than those for only RIS-CSI. Besides,
we compare the cases where CSI sequences for Band 1 or
Band 2 are used solely and where they are used jointly as
MB CSI sequences. It can be observed that X2Track jointly
utilizes the CSI sequences across the two bands and obtains
higher accuracy and precision in UE tracking: 20% lower Avg.
and 54% lower Std. than those for only Band 1.

Then, in Fig. 5 (b), we compare the spatial distribution of
axial tracking errors in the horizontal plane. By using MB CSI
sequences, X2Track reduces axial tracking errors especially
in areas far from the BS and RISs. To derive more insights,
we compare the axial tracking errors of f under different
conditions of the measurement noise for CSI indicators. The
first row of Fig. 5 (b) is obtained in the default case where
the measurement noise power for the two bands is the same,
satisfying SNRRIS

cen,2 = 10 dB. In this case, the axial tracking
errors for Band 1 are smaller as a lower center frequency leads
to lower attenuation and a higher SNR for CSI indicators.
The second row is obtained when the RIS-CSI measurement
at the center of A are of the same SNR for the two bands:
SNRRIS

cen,1 =SNRRIS

cen,2 =5 dB. In this case, the axial tracking
errors for Band 2 are lower as CSI indicators of a larger
number of subcarriers contain richer positional information.

Thirdly, we conduct benchmark comparisons for Algo-
rithm 1. To the best of the authors’ knowledge, there are no
existing comparable algorithms that can handle multi-modal
CSI indicators and achieve mutual complementation among
irregular and asynchronous MB CSI sequences. Therefore, we
focus on justifying our transformer-based f by comparing
it with those employing other benchmark DNNs, including
bi-directional recurrent neural network (Bi-RNN) based on
gated recurrent units (GRU) [70] and temporal convolutional
network (TCN) based on dilated CNN blocks [71]. For a fair
comparison, the Bi-RNN and TCN are of the same number of
cascaded blocks as the transformer: The Bi-RNN is composed
of 8 pairs of forward and backward GRU layers, and the
TCN is composed of 8 double-layered dilated 1D CNN blocks
with residual connections. As shown in Fig. 6, the proposed
transformer-based f outperforms the others, which can be
explained as follows: Compared to the Bi-RNN that handles
input feature vectors iteratively, the MHSA blocks of trans-
former handle them parallelly. This makes the transformer less
susceptible to the vanishing gradient problem, especially for
long input sequences. Besides, the transformer is more efficient
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Fig. 7. Box plots of the axial tracking errors for the tracking functions with
different sequence-level encoders, under different UL traffic conditions for the
two bands. (a) Same UL transmission probabilities; (b) Disproportional UL
transmission probabilities. “+” indicates the mean value.

in handling MB CSI sequences than the TCN because the
dilated CNN blocks in the TCN rely on regularly-spaced and
synchronous input sequences to recognize temporal patterns.

Moreover, we show the axial tracking errors without
sequence-level encoders in the Non-seq case in Fig. 6. It can
be observed that processing the CSI feature vectors with the
sequence-level encoder can significantly reduce the average
and variance of axial tracking errors. This is because the
sequence-level encoder can achieve mutual complementation,
handling the absence of LoS paths and reducing the strong
interference of environmental reflection paths.

Fourthly, we compare the axial tracking errors under dif-
ferent conditions of UE’s UL traffic. Fig. 7 (a) shows the
axial tracking errors versus the probabilities (Prob.) of UL
transmission in Bands 1 and 2, i.e., PUL

1 and PUL
2 , given

PUL
1 = PUL

2 . As PUL
n (n = 1, 2) increases, the axial track-

ing errors for transformer-based and TCN-based f decrease
because the increased number of CSI samples provide more
positional information of the UE. Even with scarce UL data
traffic, i.e., PUL

n = 0.1, the proposed f can achieve an
average axial tracking error of around 0.5 m, which can be
further reduced to 0.11 m when PUL

n = 0.9. However, the
average axial tracking error for the Bi-RNN-based f rises
when PUL

n increases from 0.5 to 0.9. This is because longer
MB CSI sequences exacerbate the vanishing gradient problem.
Besides, Fig. 7 (b) shows the axial tracking errors versus the
disproportion between UE’s UL transmission probabilities in
Bands 1 and 2, i.e., PUL

1 − PUL
2 . It can be observed that the

performance of all the tracking functions is generally robust to
disproportional UL traffic. The decreasing trends for the axial
tracking error w.r.t. PUL

1 − PUL
2 is because the CSI indicators

for Band 1 have higher SNR in the default setting, as shown
in Fig. 5 (b), leading to lower axial tracking errors.

Fifthly, we verify the X2Track’s cross-domain learning
capability when the target domain is different from the source
domain. As demonstrated in Fig. 5, the tracking precision is
mainly contributed by the RIS-CSI. Thus, we focus on the
change in the RISs’ positions for the target domain, which is
expected to have a substantial impact on the tracking errors, fa-
cilitating the evaluation of the cross-domain learning capability
of X2Track. Specifically, the source domain corresponds to the
environment with the default setting, and the target domain
corresponds to the environment where the two RISs are moved
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Fig. 8. Comparison between X2Track and other benchmark approaches for
DA in terms of the average axial tracking errors versus the number of cross-
domain training epochs after the pre-training for the source domain.

to (50,−50, 22) m and (50,−50, 20) m, which are distinctly
different from their default sites. We compare X2Track with
other benchmark approaches for DA, including fine-tuning,
unsupervised DA (UDA), supervised DA (SDA), and semi-
supervised DA (Semi-SDA):

1) Fine-tuning [68]: After the two-step pre-training for
the source domain, minimize ε̂tgt(f) w.r.t. f with the
learning rate for h being reduced to 5× 10−5.

2) UDA [55], [65]: Minimize ε̂src(ξ ◦h)+S ·CE(ζ,R(h))
w.r.t. ξ, h, and ζ without utilizing Dtgt.

3) SDA [54]: Minimize ε̂src(f) + ε̂tgt(f) w.r.t. f without
utilizing D̄tgt.

4) Semi-SDA [56]: Minimize ε̂src(ξ ◦h) + ε̂tgt(ξ ◦h) +S·
CE(ζ,R(h)) w.r.t. ξ, h, and ζ.

Fig. 8 shows that the cross-domain learning of X2Track
by the conversion of εtgt(f) leads to the lowest average
axial tracking error for the target domain, compared with the
benchmarks. In Fig. 8, UDA cannot effectively adapt the track-
ing function to the target domain because, even though h is
trained to get indistinguishable position feature vectors for the
source and target domains, it lacks effective adaptation of ξ.
In this regard, SDA achieves better cross-domain learning than
UDA by involving the minimization of ε̂tgt(f). Compared to
the SDA, Semi-SDA leads to a lower average axis tracking
error because it utilizes the large amount of unlabeled data
in D̄tgt by minimizing the divergence surrogate, reducing the
overfitting to the small labeled dataset Dtgt. On the other hand,
fine-tuning adapts ξ to the target domain without considering
its performance on Dsrc and thus reduces the axial tracking
errors to a larger extent compared to the others. This supports
the separation of position regressors for the source and target
domains. By jointly minimizing empirical axial tracking errors
for the source and target domains and the divergence surrogate
with separated position regressors, X2Track outperforms all
the benchmarks, reducing the average axial tracking error by
42% compared to the second-best.

Finally, we evaluate the performance of X2Track for various
target deployment environments. In practice, typical differ-
ences between target deployment environments and the source
environment exist in three aspects: i) the characteristics of
wireless channels, ii) the positions of BSs and RISs, and iii)
the characteristics of UEs. For the first aspect, we consider
three representative cases of target environments with in-
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TABLE II
REPRESENTATIVE TARGET DEPLOYMENT ENVIRONMENTS

Name Difference with the Default Source En-
vironment

Stronger Reflection Paths (SRP)

Environmental reflectors and scatterers
have larger reflection coefficients: the
variances of reflection coefficients, i.e.,
V DT
n and V RIS

n , are 5 times larger.

Nearer RISs’ Locations (NRL)
The RISs are closer to the BSs: the x-
coordinates of the RISs are reduced by
15m.

Higher BSs (HBS)
The heights of the BSs’ positions are
increased: the z-coordinates of the Rx
antennas are increased by 10m.

Bigger UEs (BUE)
The model of UEs has a bigger size: the
relative distance from a UE’s Tx antennas
to the center of the UE is doubled.

Faster UEs (FUE)
In the target environment, the UEs move
at faster speeds: the speed range of UEs
is doubled.

More Reflection Paths (MRP)
The target environment has more reflec-
tors: the numbers of environmental reflec-
tion paths, i.e., R and R′, are doubled.

Higher Measurement Noise (HMN)
Measuring CSI suffers from higher noise:
the power of measurement noise for CSI
indicators is increased by 5 dB.

Chaotic UE Tracks (CUT)
The tracks of UEs are more irregular and
chaotic: the UEs move randomly forwards
and backwards within a tracking period.

creased levels of multipath interference and noise, which have
stronger reflection paths (SRP), more reflection paths (MRP),
and higher measurement noise (HMN), respectively. For the
second aspect, we consider two cases, which have higher
BSs (HBS) and nearer RISs’ locations (NRL), respectively. For
the third aspect, we consider three cases, which have bigger
UEs (BUE), faster UEs (FUE), and chaotic UE tracks (CUT),
respectively. The detailed descriptions and specifications of the
above eight cases are listed in Table II.

It can be observed in Fig. 9 (a) that, for SRP, NRL, and HBS
cases, with sparse labeled data (|Dtgt| = 5%|D̄tgt| = 500),
X2Track achieves an average axis tracking error close to 1 m
in the target deployment environments, reducing 35%∼ 82%
axial tracking error increment due to the difference between
source and target domains. Furthermore, under the X2Track
framework, the pre-trained f for Dsrc shows inherent robust-
ness towards the difference between source and target domains
in BUE, FUE, MRP, HMN, and CUT cases, requiring no
additional efforts for cross-domain learning. In Fig. 9 (b), it
can be observed that the tracking function trained with Dsrc

achieves low axial tracking errors for these target domains
with an average error increment less than 0.22m.

VI. CONCLUSION

This paper has investigated the CSI-based UE tracking for
RIS-aided MB ISAC systems, where we have formulated the
tracking error minimization problem and proposed a novel
framework named X2Track for solving it. By designing the
architecture of the tracking function and converting the in-
tractable objective function, X2Track explicitly handles the
challenges including the diverse multi-modality of CSI indi-
cators, the irregularity and asynchrony of MB CSI sequences,
and the sparsity of labeled data for the target deployment envi-
ronment. To implement the X2Track framework efficiently, we
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Fig. 9. Box plots of axial tracking errors (a) for the SRP, NRL, and HBS
cases, where the cross-domain training in Algorithm 1 is used; and (b) for
source domain (SRC) and BUE, FUE, MRP, HMN, and CUT cases, where
the tracking function after the two-step pre-training in Algorithm 1 is used.

have designed a deep learning algorithm based on transformer
and adversarial learning techniques.

Simulation results have revealed the following insights:
Firstly, X2Track efficiently utilizes multi-modal MB CSI se-
quences, reducing 11% ∼ 20% Avg. and 49% ∼ 54% Std.
of axial tracking errors compared to those of single-modal
and single-band counterparts. Secondly, even with scarce UL
transmissions and strong environmental reflection interference,
X2Track achieves decimeter-level tracking precision. Finally,
X2Track effectively optimizes the tracking function for various
target deployment environments, using only sparse labeled
data (500 labeled tracking periods of 0.5 seconds, i.e., less
than 5 minutes of labeled UE tracks), and is robust to changes
in channel conditions and UE’s type and speed.

Based on X2Track, we expect future research can be con-
ducted in the following directions: First, leveraging the capa-
bility of tracking a UE, the X2Track can be extended to support
user activity recognition for RIS-aided MB ISAC systems,
which can help a BS understand the semantic context of its
users to predict their traffic demands and rate requirements.
As a second step, recognizing the semantic context of a user
can reciprocally enhance the tracking precision for the user,
which calls for further research efforts especially in protocol
design and performance optimization.
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