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Abstract

Dummit, Granville and Kisilevsky have recently shown that the proportion of semiprimes (products
of two primes) not exceeding a given x, whose factors are congruent to 3 modulo 4, is more than a
quarter when x is sufficiently large. They have also conjectured that this holds from the very beginning,
that is, for all x ≥ 9. We give a proof for x ≥ 1021 via an explicit approach based on their work.
Together with their data for the remaining x, this results in a full proof of the conjecture. Our method
consists of techniques with cancellations of sums over primes with different remainders. We also rely
on classical estimates for prime counting functions, as well as on very recent explicit improvements
by Bennet, Martin, O’Bryant and Rechnitzer, which have wide applications in essentially any setting
involving estimations of sums over primes.

1 Introduction

There are many natural questions regarding the structure of the set of prime numbers modulo a given
integer. Throughout we denote by π(x) the number of primes not exceeding x and by π(x, q, a) the number
of primes not exceeding x which are congruent to a modulo q. Focusing on modulo 4, with the possible
remainders being 1 and 3, we could ask: are the sizes π(x, 4, 1) and π(x, 4, 3) close for all x; if not, is there
dominance from one or the other or does their difference oscillate in a symmetric fashion? A starting point
is the Prime Number Theorem for Arithmetic Progressions [3], which gives

π(x, 4, 3) ∼ π(x, 4, 1) ∼ x

2 log x
.

(Throughout we write f(x) ∼ g(x) if g(x) ̸= 0 for sufficiently large x and limx→∞
f(x)
g(x) = 1.) Hence it

makes sense to conjecture that eventually the two counts will be close throughout or that firstly remainder
3 would dominate, then 1, then 3, etc., roughly symmetrically. Let us now display π(pn, 4, 3)−π(pn, 4, 1),
where pn denotes the n-th prime. There is a noticeable imbalance, as remainder 3 seems to be dominating.

n pn π(pn, 4, 3)− π(pn, 4, 1)

10 29 1
100 541 5
1000 7919 9
2946 27449 −1
10000 104729 31
50378 616841 −1

This is the so-called Chebyshev’s Bias, which he first observed in 1853, describing it in a letter to Fuss
∗gyulev2718@gmail.com, m.marinov1617@gmail.com
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[1]. How might one prove this? It is natural to consider the sum
∑

2<p≤x(−1)
p−1
2 , as it precisely shows

which residue class is more frequent at each point and by exactly how much. However, the discontinuities
of this sum make it impossible to apply any analytic techniques. A possible salvage of this problem is to
consider a closely related sum with smooth components. In this manner, Chebyshev stated the following:

Conjecture (Chebyshev 1856, [1]). As y → 0+ we have∑
p>2

(−1)
p−1
2 e−py → −∞.

In 1916 Hardy and Littlewood [5] gave a proof by assuming the Generalized Riemann hypothesis
(GRH) for the Dirichlet series

∑∞
m=0(−1)m(2m + 1)−s and Landau [9] proved in 1918 that the two are

equivalent. Going back to the plot of the difference, even though the function is mainly positive, there are
spots where for a short period remainder 1 catches up, the first two being far away from each other, at
x = p2946 and x = p50378. Surprisingly, it turns out there are infinitely many such exceptional x.

Theorem 1.1 (Littlewood 1914, [10]). There are infinitely many integers x for which

π(x, 4, 1)− π(x, 4, 3) ≥ 1

2

√
x log log log x

log x
.

Thus, we cannot blindly substitute y = 0 in Conjecture 1, as it would give
∑

2<p≤x(−1)
p−1
2 → −∞ as

x → ∞. Hence we may view Conjecture 1 as a test rather than an exact measurement.
In order to measure how often remainder 3 dominates over remainder 1, one explores

#{w ≤ x : π(w, 4, 3) > π(w, 4, 1)}
x

and in particular, Knapowski and Turan [8] conjectured that this ratio tends to 1 as x → ∞. However, it
turns out to not converge at all, as shown in 1993 by Kaczorowski [7]. A solution was found in 1994 when
Rubinstein and Sarnak [16] had an insightful observation – rather than counting 1 for every w for which
there are more primes 3 (mod 4), we count 1

w . This led to the following remarkable result.

Theorem 1.2 (Rubinstein-Sarnak, 1994, [16]). Assume GRH. As x → ∞ we have

1

log x

∑
w≤x: π(x,4,3)>π(x,4,1)

1

w
→ 0, 9959...

Therefore, with the correct measurement, Chebyshev is right approximately 99.59% of the time. What
happens for a general modulo n? Rubinstein and Sarnak [16] show more generally, assuming conjectures
related to GRH, that π(x, n, a) > π(x, n, b) more often, for any quadratic non-residue a and quadratic
residue b with gcd(a, n) = gcd(b, n) = 1. Chebyshev’s bias naturally leads to similar questions where the
main object is slightly different. For example, we can consider the products pq of two primes (also called
semiprimes) less than a given x. When focusing on modulo 4, the possibilities are p ≡ q ≡ 3 (mod 4),
p ≡ q ≡ 1 (mod 4) and p ≡ 3 (mod 4) with q ≡ 1 (mod 4) or vice-versa. This has recently been explored
by Dummit, Granville and Kisilevsky [2] in 2016, whose data suggests strong dominance from remainder 3.
The behaviour for general modulo again turns out to depend on comparing quadratic versus non-quadratic
residues.

Theorem 1.3 (Dummit-Granville-Kisilevsky, 2016). Let χ be a real non-principal Dirichlet character with
conductor d. For η ∈ {−1, 1} we have

#{m ≤ x : m = pq with χ(p) = χ(q) = η}
1
4#{m ≤ x : m = pq, (m, d) = 1}

= 1 + η

∑
p
χ(p)
p + o(1)

log log x

where p and q represent primes.
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(Throughout, for functions f and g such that g(x) ̸= 0 for sufficiently large x, we write f(x) = o(g(x)) if
limx→∞ f(x)/g(x) = 0; f(x) = O(g(x)) if |f(x)| ≤ Cg(x) for some constant C; f(x) = Θ(g(x)) if f = O(g)

and g = O(f).) It follows that the sign of
∑

p
χ(p)
p determines the outcome of the bias. For modulo 4 with

the character χ(p) = (−1)
p−1
2 we have

∑
p>2

(−1)
p−1
2

p ≈ −0.0334, so for large x the semiprimes pq ≤ x
with

• p ≡ q ≡ 3 (mod 4) are approximately 1
4 + 0,0835

log log x of all.

• p ≡ q ≡ 1 (mod 4) are approximately 1
4 − 0,0835

log log x of all.

• p ≡ 1 (mod 4), q ≡ 3 (mod 4) are approximately 1
2 of all.

An important note is that in this bias from some point on there is full dominance, differing substantially
from Chebyshev’s where a change of the lead occurs infinitely often. Hence we expect that Chebyshev’s
bias cannot be used to prove results for products of two primes. Note also that Theorem 1.3 is not enough
on its own to justify that the bias for a general modulo d is present, as we also need the following.

Conjecture. For any Dirichlet character χ we have
∑

p
χ(p)
p ̸= 0.

This sum is closely related to the Dirichlet L-function sum L(1, χ) =
∑∞

n
χ(n)
n , for which not much is

known besides the fact that it is non-zero. (This is an important step of Dirichlet’s proof of the theorem
for primes in arithmetic progressions.) A further extension of Theorem 1.3 has been done by Hough [6],
who shows that the right-hand side is at least 1 + log log log x+O(1)

log log x for at least one d with d ≤ x. The
generalization to products of more than two primes has been recently explored by Meng [13]. Finally,
Dummit, Granville and Kisilevsky conjecture that the bias mod 4 is present from the very beginning. Our
main result is a proof of this conjecture.

Theorem 1.4. For all x ≥ 9 we have

#{m ≤ x : m = pq with p ≡ q ≡ 3 (mod 4)}
#{m ≤ x : m = pq with p, q odd}

>
1

4
.

To prove this, one could adapt Dummit, Granville and Kisilevsky’s main ideas to statements with
explicit bounds. This is precisely what Marinov [12] did in 2020, when he obtained this result for x ≥ 10138.
Our approach is based on his work and it yields a proof for x ≥ 1021, as it has a different main function,
more careful uses of Mertens’ estimates, as well as a more precise comparison between O

(
log log x
(log x)2

)
terms

and O
(

1
(log x)2

)
terms. This is enough for a full proof, having in mind the experimental data up to 1024

of Dummit, Granville and Kisilevsky [2].

2 Strategy and auxiliary results on counting primes

Our approach can be divided into three key steps.

• First, we express the difference between the two counts (with the number of all products of two primes
scaled by a factor of 1

4) in terms of double summations over the primes. Using estimates for prime
counting functions, we reduce to a combination of six summations (with a single counter) over subsets
of the primes. This is done in a specific way to get rid of double sums and utilize the precise estimate

for
∑

p≥3
(−1)

p−1
2

p , which we arrange to be the coefficient of the dominant term, of order Θ
(

x
log x

)
.
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• We estimate each of the six sums with an elementary function (combination of x and log x). This is
done via classical techniques from Analytic Number Theory such as Partial Summation, cancellations
with sums over primes with different remainders, as well as estimates for sums over primes. It is worth
noting that despite the complexity of some of the integrands, when evaluating them at

√
x we exhibit a

lot of cancellations and the result at the end is simpler than expected. It is possible there are structural
reasons behind this, but we cannot completely understand this phenomenon for now.

• Finally, we combine the estimates to derive a lower bound for the initial expression, which turns out to
be positive for x ≥ 1021. The bound is simple enough so that we are able to give a direct proof of the
positivity through the derivative.

We now introduce explicit bounds concerning prime counting functions. Firstly, we state an explicit
version of the Prime Number Theorem.

Theorem 2.1 (Dusart [4], Rosser-Schoenfeld [15]). We have

x

log x
≤ π(x) ≤ x

log x
+

x

(log x)2
+

2.51x

(log x)3

where the lower bound holds for x ≥ 17, and the upper bound is for x ≥ 355991.

The corresponding version of the Prime Number Theorem for Arithmetic Progressions is as follows.

Theorem 2.2 (Bennet, Martin, O’Bryant, Rechnitzer, Corollary 1.6 in [11] for q = 4). For x ≥ 800 and
a ∈ {1, 3} we have

x

2 log x
< π(x, 4, a) <

x

2 log x
+

5x

4(log x)2
.

Because of applications of Partial Summation with the sequence with 1/n for prime n, we make use of the
following bound.

Theorem 2.3 (Mertens, [14]). For all x ≥ 3 we have∣∣∣∣∣∣
∑
p≤x

1

p
− log log x−M

∣∣∣∣∣∣ ≤ 4

log(x+ 1)
+

2

x log x

where M ≈ 0.26149 is the Meissel-Mertens constant.

Remark. We shall also make use of the simpler version
∣∣∣∑p≤x

1
p − log log x

∣∣∣ ≤ 1 for x ≥ 3. It holds for

x ≥ 227 since 0 ≤ M ≤ 1 and 4
log(x+1) +

2
x log x ≤ 1 − M (the left-hand side is decreasing). Note that

log log x is in [0.09, 0.48) for x ∈ [3, 5), in [0.48, 1.05) for x ∈ [5, 17) and in [1.05, 1.7] for x ∈ [17, 227];
while

∑
p≤x

1
p is 5

6 for x ∈ [3, 5), in [0.83, 1.35) for x ∈ [5, 17) and in [1.35, 1.97] for x ∈ [17, 227], so indeed
the inequality holds for all x ∈ [3, 227], as well.

We also need bounds which include small x.

Corollary 2.4. For x ≥ 2 and a ∈ {1, 3} we have the following upper bounds

π(x) ≤ x

log x
+

x

(log x)2
+

2.54x

(log x)3
, π(x, 4, a) ≤ x

2 log x
+

5x

4(log x)2
.

We also have the lower bounds

π(x, 4, 3) >
x

2 log x
for x ≥ 19 and π(x, 4, 1) >

x

2 log x
for x ≥ 228.

4



Proof. We illustrate only the inequality with π(x), the rest are analogous. By Theorem 2.1 it is enough
to justify it for x ≤ 355991. For all integers in [2, 355991] a Mathematica computation shows it is correct.
Regarding non-integer x, in each interval (a, a+ 1), a ∈ Z, the function

h(x) =
x

log x
+

x

(log x)2
+

2.54x

(log x)3
− π(x), with h′(x) =

(log x)3 + 0.54 log x− 7.62

(log x)4

is differentiable and the numerator of h′(x) is strictly increasing, with a unique root at x = x0 ≈ 6.5301.
Hence h(x) is monotonic in each (a, a+ 1) except for a = 6, so checking that h(x0) > 0 and knowing that
h(x) > 0 when x is an integer completes the proof.

3 Main proof

We are now ready to prove the main theorem.

Proof of Theorem 1.4. We count the products of two primes pq ≤ x with p ≡ q ≡ 3 (mod 4). Any such
product can be represented with p ≤ q ≤ x

p where p ≤
√
x. The count for products pq ≤ x with p, q odd

is analogous. Hence the desired statement

#{m ≤ x : m = pq with p ≡ q ≡ 3 (mod 4)}
#{m ≤ x : m = pq with p, q odd}

>
1

4

is equivalent to

W (x) :=
∑
p≤

√
x

p≡3 (4)

∑
p≤q≤x/p
q≡3 (4)

1 − 1

4

∑
2<p≤

√
x

∑
2<q≤x/p

1 > 0.

As a consequence of Corollary 2.4, we have∑
p≤q≤x/p
q≡3 (4)

1 =
∑

q≤x/p
q≡3 (4)

1−
∑
q<p

q≡3 (4)

1 ≥ x

2p log x
p

− p

2 log p
− 5p

4(log p)2
.

Now note the simple observation that 1−(−1)
p−1
2

2 equals 1 if p ≡ 3 (mod 4) and 0 if p ≡ 1 (mod 4). Thus,

∑
p≤

√
x

p≡3 (4)

∑
p≤q≤x/p
q≡3 (4)

1 ≥
∑

2<p≤
√
x

(
1− (−1)

p−1
2

2

x

2p log x
p

)
−

∑
p≤

√
x

p≡3 (4)

(
p

2 log p
+

5p

4(log p)2

)

with the latter being equal to

1

4

∑
2<p≤

√
x

x

p log x
p

− x

4 log x

∑
p>2

(−1)
p−1
2

p
+

x

4 log x

∑
p>

√
x

(−1)
p−1
2

p

− x

4 log x

∑
2<p≤

√
x

(−1)
p−1
2 log p

p log x
p

−
∑
p≤

√
x

p≡3(4)

(
p

2 log p
+

5p

4(log p)2

)
.

Next, by Corollary 2.4∑
2<p≤

√
x

∑
2<q≤x/p

1 <
∑

2<p≤
√
x

∑
q≤x/p

1 ≤
∑

2<p≤
√
x

x

p log x
p

+
∑

2<p≤
√
x

x

p(log x
p )

2
+ 2.54

∑
2<p≤

√
x

x

p(log x
p )

3
.
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Hence the main target W (x) is bounded below by

− x

4 log x

∑
p>2

(−1)
p−1
2

p
+

x

4 log x

∑
p>

√
x

(−1)
p−1
2

p
− x

4 log x

∑
2<p≤

√
x

(−1)
p−1
2 log p

p log x
p

−
∑
p≤

√
x

p≡3(4)

(
p

2 log p
+

5p

4(log p)2

)
− x

4

∑
2<p≤

√
x

1

p(log x
p )

2
− 0.635x

∑
2<p≤

√
x

1

p(log x
p )

3
.

Now we deal with each of the six sums separately.

• Regarding
∑

p>2
(−1)

p−1
2

p , the work of Dummit-Granville-Kisilevsky [2] asserts that the decimal expansion
of this sum is (−0.334 . . .). For completeness, let us justify that the sum is convergent.

Consider L(s) =
∑∞

k=0(−1)k(2k + 1)−s where s ∈ C. For Re(s) > 1 the Euler Product Formula gives

logL(s) = log
∏
p≥3

1

1− (−1)
p−1
2 p−s

= −
∑
p≥3

log
(
1− (−1)

p−1
2 p−s

)
=

∑
p≥3

∞∑
k=1

(−1)
k(p−1)

2

kpks
(1)

where in the last step we have applied the Taylor expansion of log(1 − x). Additionally, the Taylor
expansion of arctan(x) yields

L(1) =

∞∑
k=0

(−1)k

2k + 1
= arctan(1) =

π

4
> 0

and hence (1) extends to s = 1. In particular,

∑
p

(−1)
p−1
2

p
= log

π

4
−

∞∑
k=2

∑
p

(−1)
k(p−1)

2

kpk
.

It now suffices to justify that the double series converges absolutely, e.g. via the comparison

∞∑
k=2

∑
p

∣∣∣∣∣(−1)
k(p−1)

2

kpk

∣∣∣∣∣ ≤ 1

2

∑
p

∞∑
k=2

1

pk
=

1

2

∑
p

1

p(p− 1)
<

1

2

∑
p

1

(p− 1)2
<

1

2

∞∑
n=1

1

n2

and since
∑∞

n=1
1
n2 converges, the corresponding claim for

∑
p
(−1)

p−1
2

p follows.

• For
∑

p>
√
x

(−1)
p−1
2

p we split according to the remainder b ∈ {1, 3} modulo 4 of p and then use Partial
summation with the function 1

t and the indicator sequence of primes with remainder b. This gives

∑
p>

√
x

(−1)
p−1
2

p
=

∑
b∈{1,3}

(−1)
b−1
2

∑
p>

√
x

p≡b (4)

1

p

=
∑

b∈{1,3}

(−1)
b−1
2

(
−π(

√
x, 4, b)√
x

+

∫ ∞

√
x

π(t, 4, b)

t2

)

=
π(
√
x, 4, 3)− π(

√
x, 4, 1)√

x
+

∫ ∞

√
x

π(t, 4, 1)− π(t, 4, 3)

t2
dt.
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By Theorem 2.2 we have for x ≥ 800

|π(x, 4, 3)− π(x, 4, 1)| ≤ 5x

4(log x)2
.

Therefore ∑
p>

√
x

(−1)
p−1
2

p
≥ − 5

(log x)2
− 5

4

∫ ∞

√
x

dt

t(log t)2
= − 5

2 log x
− 5

(log x)2
.

• Using Partial Summation and Corollary 2.4 gives

∑
p≤

√
x

p≡3 (4)

p

log p
=

3

log 3
+

7

log 7
+

11

log 11
+ π(

√
x, 4, 3)

2
√
x

log x
−
∫ √

x

19
π(t, 4, 3)

log t− 1

(log t)2
dt

≤ 10.92 +
2x

(log x)2
+

10x

(log x)3
− 1

2

∫ √
x

19

(log x− 1)x

(log x)3
dt

= 10.92 +
x

(log x)2
+

10x

(log x)3
+

361

4(log 19)2
≤ x

(log x)2
+

10x

(log x)3
+ 21.33.

Similarly, we compute

∑
p≤

√
x

p≡3 (4)

p

(log p)2
=

3

(log 3)2
+

7

(log 7)2
+

11

(log 11)2
+ π(

√
x, 4, 3)

4
√
x

(log x)2
−
∫ √

x

19
π(t, 4, 3)

log t− 2

(log t)3
dt

≤ 25

4
+

4x

(log x)3
+

20x

(log x)4
− 1

2

∫ √
x

19

t(log t− 2)

(log t)4
dt

=
25

4
+

4x

(log x)3
+

20x

(log x)4
− 1

2

∫ √
x

19

t
(
log t− 3

2

)
(log t)4

dt+
1

4

∫ √
x

19

t

(log t)4
dt

= 9.7855 +
2x

(log x)3
+

20x

(log x)4
+

1

4

∫ √
x

19

t

(log t)4
dt.

The function t
(log t)4

is increasing in [e4,∞), hence partitioning [19,
√
x] as [19, e4] ∪ [e4,

√
x] and taking

the maximum of the integrand in the second interval yields∑
p≤

√
x

p≡3 (4)

p

(log p)2
≤ 11.7844 +

2x

(log x)3
+

20x

(log x)4
+ (

√
x− e4)

4
√
x

(log x)4

= 11.7844 +
2x

(log x)3
+

24x

(log x)4
− 4e4

√
x

(log x)4
.

Therefore (dropping the
√
x/(log x)4 term)∑

p≤
√
x

p≡3(4)

(
p

2 log p
+

5p

4(log p)2

)
≤ 25.3955 +

x

2(log x)2
+

15x

2(log x)3
+

30x

(log x)4
.

• For a fixed x, we use Partial Summation with the function 1/
(
log x

t

)2 (on the variable t) and the
sequence 1

n for n prime. Together with Mertens’ estimate in the form of Theorem 2.3, but with the

7



right-hand side replaced by the slightly larger 9
2 log x , we obtain

∑
3≤p≤

√
x

1

p(log x
p )

2
=

∑
p≤

√
x

1
p − 1

2

(log
√
x)2

−
∫ √

x

3

∑
p≤t

1

p
− 1

2

 2

t(log x
t )

3
dt

≤
4
(
log log x− 0.23 + 9

2 log x

)
(log x)2

−
∫ √

x

3

(
log log t− 9

2 log t
− 0.24

)
2

t(log x
t )

3
dt

=
4 log log x

(log x)2
− 0.92

(log x)2
+

18

(log x)3
−
(
4 log log x

(log x)2
− 74

25(log x)2
− 36

(log x)3

)
+A(x)

=
2.04

(log x)2
+

54

(log x)3
+A(x)

where A(x) is the contribution from the lower limit 3 in the integral. The expression A(x) consists of the
sum log log x

3
(log x)2

+
9 log log x

3
(log x)2

− 31 log x
3

25(log x)3
and a sum of fractions whose denominators are (log x)3, (log x

3 )(log x)
3

and (log x
3 )

2(log x)3 and whose numerators are constants. Having in mind 1.098 < log 3 < 1.1 and
0.094 < log log 3 < 0.095, it turns out that these numerators are all negative. Hence we can drop the
terms with denominators (log x

3 )(log x)
3 and (log x

3 )
2(log x)3, as well as the 31 log x

3
25(log x)3

term, to obtain a
simplified upper bound for A(x). Overall, we reach∑

3≤p≤
√
x

1

p(log x
p )

2
≤ log log x

(log x)2
+

9 log log x

(log x)3
+

2.04

(log x)2
+

37

(log x)3
.

• An analogous approach, with the function 1/
(
log x

t

)3 (on the variable t), but with the simpler inequality∣∣∣∑p≤x
1
p − log log x

∣∣∣ ≤ 1 in the remark after Theorem 2.3, yields

∑
3≤p≤

√
x

1

p
(
log x

p

)3 =

∑
2<p<

√
x

1
p

(log
√
x)3

−
∫ √

x

3

 ∑
2<p<t

1

p

 3

t(log x
t )

4
dt

≤
log log

√
x+ 1

2
1
8(log x)

3
− 3

∫ √
x

3

log log t− 3
2

t(log x
t )

4
dt

≤ log log x+ 17

(log x)3
.

(We compute the integral and then use log x
3 ≤ log x and log log 3 < 3

2 < 5
3 < 13

6 for simplicity.)

• For
∑

3≤p≤
√
x

(−1)
p−1
2 log p

p log x
p

we firstly justify
∑

3≤p≤227
(−1)

p−1
2 log p

p log x
p

≤ 0 for x ≥ 106. Denote g(t) = log t
t log x

t

for t ∈ [3, 227]. We have g′(t) < 0 if and only if 1
log t +

1
log x

t
< 1 and the latter holds for t ≥ 4 by

1
log 4 +

1

log 106

227

< 1 and for t ∈ [3, 4] by 1
log 3 +

1

log 106

4

< 1. Hence g is decreasing and so it suffices to note

that g(a) > g(b) for the following pairs (a, b):

(3, 5), (7, 13), (11, 17), (19, 29), (23, 37), (31, 41), (43, 53), (47, 61), (59, 73), (67, 89), (71, 97), (79, 101),

(83, 109), (103, 113), (107, 137), (127, 149), (131, 157), (139, 173), (151, 181), (163, 193), (167, 197)

and that g(179), g(191), g(199), g(211), g(223) and g(227) are positive.
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The rest we split into residue classes and use Partial Summation (with log t
t log x

t
) to get

∑
229≤p≤

√
x

(−1)
p−1
2 log p

p log x
p

=
∑

b∈{1,3}

(−1)
b−1
2

∑
229≤p≤

√
x

p≡b (4)

log p

p log x
p

=
∑

b∈{1,3}

(−1)
b−1
2

 1√
x

∑
229≤p≤

√
x

p≡b (4)

1−
∫ √

x

229

log x− log t log(xt )

t2(log x
t )

2

∑
229≤p≤t
p≡b (4)

1dt

 .

There are 48 odd primes less than 229, from which 27 are 3 modulo 4 and 21 are 1 modulo 4. Hence
the above becomes∑

b∈{1,3}

(−1)
b−1
2

[
π(
√
x, 4, b)− π(228, 4, b)√

x
+

∫ √
x

229

log t log(xt )− log x

t2(log x
t )

2
(π(t, 4, b)− π(228, 4, b))dt

]

=
π(
√
x, 4, 1)− π(

√
x, 4, 3) + 6√

x
+

∫ √
x

229

log t log(xt )− log x

t2(log x
t )

2
[π(t, 4, 1)− π(t, 4, 3) + 6]dt

By Corollary 2.4 we have t
2 log t < π(t, 4, b) ≤ t

2 log t +
5t

4(log t)2
for all t ≥ 229 and b ∈ {1, 3}. Having in

mind log t log x
t ≥ log x for 3 ≤ t ≤

√
x and x ≥ 3 · 105 (since log t log x

t increases as t increases), we

obtain as an upper bound for
∑

3≤p≤
√
x

(−1)
p−1
2 log p

p log x
p

the expression

6√
x
+

5

(log x)2
+

∫ √
x

229

log t log(xt )− log x

t2(log x
t )

2

(
5t

4(log t)2
+ 6

)
dt

=
6√
x
+

5

(log x)2
+ 6

∫ √
x

229

log t log(xt )− log x

t2(log x
t )

2
dt+

5

4

∫ √
x

229

(
1

t log x
t log t

− log x

t(log x
t )

2(log t)2

)
dt

=
5 log log x

229

4 log x
−

5 log log x
229

2(log x)2
−

5(log log 229 + 1
log 229 )

4 log x
+

6 log 229

229 log x
229

+
25 + 10 log log 229

4(log x)2
+

5 log 229

4(log x
229 )(log x)

2
.

To simplify the latter, proceed as follows. For the first term use log log x
229 < log log x, for the second

use log log x
229 > 9

10 log log x when x ≥ 2 · 109 , for the third use log log 229 > 1.692 and 1
log 229 > 0.184,

for the fourth and sixth one use log 229 < 5.44 and log x
229 > 3

4 log x when x ≥ 3 · 109, for the fifth one
use log log 229 < 1.696. Overall, this yields the upper bound

5 log log x

4 log x
− 9 log log x

4(log x)2
− 54

25 log x
+

21

2(log x)2
+

136

15(log x)3
.

Collecting all bounds. In conclusion, the main target W (x) is bounded below by

0.0835x

log x
− 9x log log x

16(log x)2
− 2.3225x log log x

(log x)3
− 1.095x

(log x)2
− 165x

8(log x)3
− 484x

15(log x)4
− 25.3955

which turns out to be positive for x ≥ 2.04 · 1020. To see this, compute the derivative of the expression
and notice (by dropping appropriate positive terms) that its positivity is implied by the inequality
0.0835(log x)2 − (0.5625 log log x+ 1.1785) log x− (1.1795 log log x+ 18.9975) ≥ 0, i.e.

0.5625 log log x+ 1.1785

log x
+

1.1795 log log x+ 18.9975

(log x)2
≤ 0.0835

which holds for x ≥ 1020 as the left-hand side is decreasing. This completes the proof.
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