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SOUND TRAINING PLATFORM APPLIED TO ASTRONOMY
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RESUMEN

La convergencia entre la astronomia y la sonorizacién de datos marca un avance significativo en la forma en
que se aborda y analiza la informacién del cosmos. Superando la exclusividad visual en el andlisis de datos
en astronomia, proyectos innovadores han desarrollado software que va més alld de la representacién visual,
transformando datos en despliegues sonoros y tactiles. Sin embargo, se ha evidenciado que esta novedosa técnica
requiere un entrenamiento especializado, particularmente para datos en formato de audio. En este trabajo se
describe el desarrollo inicial de una plataforma que tiene como objetivo principal contener entrenamientos para
el andlisis de datos en astronomia a través de la sonorizacién. Lograr la integracién de estas herramientas en
la educacién y la investigacién astronémica abre nuevos horizontes, facilitando una participacién mas inclusiva
y multisensorial en la exploracién de las ciencias del espacio.

ABSTRACT

The convergence between astronomy and data sonification represents a significant advancement in the approach
and analysis of cosmic information. By surpassing the visual exclusivity in data analysis in astronomy, innova-
tive projects have developed software that goes beyond visual representation, transforming data into auditory
and tactile displays. However, it has been evidenced that this novel technique requires specialized training,
particularly for audio format data. This work describes the initial development of a platform aimed at provid-
ing training for data analysis in astronomy through sonification. The integration of these tools in astronomical
education and research opens new horizons, facilitating a more inclusive and multisensory participation in the
exploration of space science.
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1. INTRODUCTION

When discussing astronomy, the mind often as-
sociates it with numbers, images of celestial bod-
ies, and data in various formats, but it is always
presented in tables for visual inspection. This pre-
dominance of visual expressions in astronomy can
be challenging for people with visual impairments.
However, there are projects aimed at promoting in-
clusion in this field. These projects have led to the
development of software that goes beyond visual rep-
resentation of data, transforming it into sound and
even tactile information. Some of the most relevant
projects to date with active support include: High-
Charts Sonification Studio (Kondak et al.2017)), so-
noUno (Casado et al|[2019)) and StarSound (Foran
. These projects offer a user interface
that makes them more accessible to people without
programming knowledge.

On the other hand, some packages allow for the
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sonification of data without a user interface, such as
Strauss (Harrison et al.|2021)), Astronifyﬂ and Soni-
py (Patton and Levesquel[2021). In addition to being
used for the analysis of astronomical data, all of these
tools can be applied to sonify data of various types,
allowing for scientific research and development in a
wide range of areas.

With the use of this innovative approach to data
interpretation in recent years, the need for special-
ized training has become evident so that users can
approach, understand, and analyze data through
sonification (Lopez and Tello||2024)). Although the
sense of hearing is used from the moment a person
is born, the study and subsequent use of a new tech-
nique always requires training that indicates exactly
what is being represented and how it should be in-
terpreted.

Most of the programs available for auditory train-
ing with visual support have focused on areas related
to language and its comprehension. Among the di-
versity of these, could be found some such as that of
Hitchcock et al.| (2023), which summarizes the train-
ing with visual-auditory biofeedback that is used to

4https://astronify.readthedocs.io/en/latest/
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You must identify if what you heard and/or
saw is an absorption, emission or noise line,
by pressing the key indicated below:

For Emission Line --> Up

For Absorption Line --> Down
For Noise --> Left
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Fig. 1. A. Image and sound display in the training de-
signed with Psychopy. B. Question and options are dis-
played for the user to answer using the Arrow Key block
of the keyboard.

improve speech in individuals with difficulties detect-
ing these sounds. However, in the search for more in-
novative applications, some proposals sonify numer-
ical data to explore the relationship between sound
information and the understanding of visual repre-
sentations, determining whether the sonification of
graphics can improve understanding, especially in
the educational field, and the identification of fea-
tures in signals, over noise, in the case of scientific
research Bonebright et al.| (2001).

Following this line of research, the early develop-
ment of a web platform for training in sonification
of different types of astronomical data will be de-
scribed. These programs can not only help under-
stand sound perception but also offer the opportu-
nity to integrate this novel tool into data analysis
that would ultimately allow more people to engage
in science, harnessing multiple senses simultaneously
to explore nature.

2. PREEVIOUS WORKS

In 2022, Bertaina Lucero| (2023) conducted a se-
ries of trainings using the Psychopy tool
2022)), which is primarily useful for conduct-

ing experiments in behavioral sciences such as neu-
roscience, linguistics, and psychology, among oth-
ers. In the first proposed training, specific spec-
tral data such as emission and absorption lines were
used, which were displayed both graphically and
sonorously so that the participant could classify
whether what they heard and saw was one of the two
mentioned signals (Fig[l). In addition to a block of
visual and auditory display, another block with audi-
tory display only was included to test whether visual
support should be included at the beginning of the
training (Lopez and Tello|[2024)).

In the second stage of development, a train-
ing workshop was conducted over two sessions of
2 hours each. Different blocks or work units were
programmed for this workshop, with the sonification
of various types of data, such as noise produced in

the detector of the Gravitational Wave Observatory
(EGO) (Glitches), particles from the Large Hadron
Collider (LHC), and cosmic muons used for muong-
raphy. Those data were extracted from Casado’s
doctoral thesis. These tools and tech-
niques can be applied to various fields, including as-
tronomy, and can help improve data interpretation
and analysis skills.

The mentioned workshop can be considered a fo-
cus group that allowed for a first approach to the
use of the tool and to collect user feedback. This
is how the need for training on a dedicated web-
site arose, as Psychopy is a desktop program that
offers a website for executing the experiments but
has the disadvantage of being paid. In addition,
during these meetings, suggestions for improvement
were obtained from users, which were considered for
the original, open, and free web deployment.

3. METHODS AND TOOLS

Taking into account the existing tools for devel-
oping a website, ranging from designing the visi-
ble part for the user (front-end) to the part that
works with the server (back-end) and programming
the database for collecting user responses, it is pro-
posed to use the Django web development frame-
woil} Tt is a high-level open-source web framework
with active support to date. It offers extensive doc-
umentation, which is up-to-date with the most cur-
rent version to date (v5.0). It allows the creation of
complex websites, programming most of its parts in
Python, standing out for its effective Model-View-
Tempered architecture. Each of these components is
used to handle different parts of a website. On the
one hand, the models generate structures that rep-
resent different tables in the database used and help
in its management and manipulation. The views will
be in charge of handling the interactions of the mod-
els and templates that the user sees. Finally, tem-
plates are HTML-type files that represent what will
be shown to the user. As for the database, Post-
gresql was used ﬂ Finally, some functionalities of
Bootstrap 5 framework were integrated [ which in-
cludes design and utilities in a few lines of code that
make the development of a clean and organized front-
end more fluid, both at the code and user interface
level. Additionally, it integrates classes in the tags

52005-2023 Django Software Foundation and individual
contributors. Available at: https://www.djangoproject.com/

61996-2023 The PostgreSQL Global Development Group.
Available at: https://www.postgresql.org/

"Bootstrap team.
https://getbootstrap.com/

Available at:
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Fig. 2. Basic diagram of the design of the database,
represented and used in Django models.

that allow for responsive design (adapts to different
screen sizes).

4. DEVELOPMENT

The website was completely implemented using
Django, which allowed the programming of user
views using HTML and CSS files, as well as the
management of the database exclusively with the
Python language. Concerning the database, among
the various management systems available, Post-
greSQL was chosen due to its easy integration with
the Django project, providing an effective connec-
tion between the developed application and the pro-
grammed database. In addition to this, a database
made with PostgreSQL stands out for its ability to
manage large volumes of data, which is crucial for
the scalability of the site in the future. The database
not only provides support for the management of
the data received when the user finishes the different
training sessions but also helps to manage all the files
that will be displayed, both visually and by sonifi-
cation, as well as the user information for the start
session (Fig. [2).

The entire database is controlled through an ad-
ministration view that helps obtain the necessary
statistics to adjust the different training programs
that are developed. From these same statistics, it is
possible to have a report on the general progress of
the users, asking them to adjust the programs as re-
quired. In addition, with the data obtained from the
number of correct answers given, the user can be kept
informed of their progress. In this same database,
responses to small surveys conducted with users will
be stored, which will contribute to the continuous
improvement of training programs.

Training basic 3: Particle Detection

Fig. 3. Training page, with the list corresponding to the
beginner level.

Regarding the front-end construction of the site,
attention was paid to the appropriate use of tags
and an effective distribution of all its sections. This
was mainly guided by the goal of making the site
accessible to as many users as possible. Although
the process is subject to changes with the changing
versions of the languages used in its construction, it
is aimed to achieve the highest accessibility percent-
age possible, although it cannot be guaranteed at a
hundred percent.

The platform designed for training is intended
to be connected to the sonoUno web, providing a
better understanding of sonified data. It is planned
to track each user’s progress, classifying them into
three categories: beginner, intermediate, and ad-
vanced (Fig. Depending on the category in which
a user is, they will have access to a series of training
adapted to their level. As users correctly complete
the training, they will be promoted to a higher cat-
egory, unlocking new training with increasing levels
of difficulty.

Each training is organized into blocks, which are
further divided into four displays arranged in a form.
Each of these latter consists of presenting an image,
audio, and a question with a series of options for the
user to answer, maintaining a paginated overall view
(see Fig. This structure helps to prevent the user
from having to scroll down to interact with the next
display, making the experience more comfortable and
avoiding adding additional cognitive load.

Regarding the images and sounds used in the de-
velopment of the training, these were obtained from
previously selected real astronomical data using so-
noUno. The only exception to this characteristic is
found in the initial training intended for all users,
which consists of presenting simple mathematical
functions (Figl)), serving as an introduction to the
training methodology.

It is important to clarify about sonified data, that
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Fig. 4. Example of deployment of mathematical func-
tions training: beginner level.

it is not mandatory to exclusively use sonoUno. Any
of the sonification programs mentioned earlier can be
used. This makes the platform versatile for training
users in data sonification in general, regardless of the
software used for this purpose.

The final website is in the development stage. For
it to move to the production stage, some accessibil-
ity tests must be completed, such as testing the de-
ployment with screen readers. Ensuring accessibility
and inclusion is considered a fundamental pillar of
this development.

5. CONCLUSION

Sonification of different types of data represents
an advance in the way of approaching research, as
well as can create the path towards greater inclusion
in science. This is why the introduction of different
software that translates data into sound, visual, and
tactile displays not only challenges accessibility bar-
riers but also offers a new perspective for exploring
and analyzing information.

The development of specific training programs is
essential to unlocking the full potential of this in-
novative approach. In addition to this, a specific
educational approach is required to be able to in-
terpret the subtleties found in this new display of
information, which mainly involves discriminating a
signal from noise that may be natural or linked to
instrumental problems. This task is not trivial; it re-
quires an exhaustive study, which allows topics such

as those linked to perception to be included in the
results.

On this path to providing an optimal training
platform, it is important to choose a framework
that allows a comprehensive approach, from the user
interface to database management, as allowed by
Django. Although the website is still in develop-
ment, its main goal is to provide adaptive training
that allows an innovative educational experience for
the interpretation of sonified data.
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