
ar
X

iv
:2

40
5.

02
68

7v
1 

 [
cs

.I
T

] 
 4

 M
ay

 2
02

4

Placement Delivery Arrays for Coded Caching with
Shared and Private Caches

K. K. Krishnan Namboodiri, Elizabath Peter, and B. Sundar Rajan
Department of Electrical Communication Engineering, Indian Institute of Science, Bengaluru, India

{krishnank,elizabathp,bsrajan}@iisc.ac.in

Abstract—We consider a coded caching network consisting
of a server with a library of N files connected to K users,
where each user is equipped with a dedicated cache of size
Mp units. In addition to that, the network consists of Λ ≤ K
helper caches, each with a size Mh units. Each helper cache
can serve an arbitrary number of users; however, each user
can access only a single helper cache. Also, we assume that the
server knows the user-to-helper cache association, defined as the
sets of users connected to each helper cache, during the cache
placement phase. We propose a solution for the aforementioned
coded caching problem by introducing a combinatorial structure
called a Shared and Private Placement Delivery Array (SP-PDA).
These SP-PDAs describe the helper cache placement, private
cache placement, and the server transmissions in a single array.
Further, we propose a novel construction of SP-PDAs using two
Placement Delivery Arrays (PDAs). Interestingly, we observe that
the permutations of the columns of the two chosen PDAs result in
SP-PDAs with different performances. Moreover, we characterize
the conditions for selecting the best column permutations of the
chosen PDAs. Furthermore, the coded caching schemes resulting
from SP-PDAs subsume two existing coded caching schemes
as special cases. Additionally, SP-PDAs enable the construction
of coded caching schemes with much smaller subpacketization
numbers -subpacketization number is defined as the number
of subfiles to which a file is divided- compared to the existing
schemes, without paying much in terms of rate (the size of the
transmission in the delivery phase).

I. INTRODUCTION

With rapid advancements in technology, there is an increase
in the adoption of data-hungry applications, especially enter-
tainment services like on-demand music and video streaming
and download. The high temporal variability of these on-
demand services leads to internet traffic congestion during
peak hours and often leaves the network resources under-
utilized during off-peak hours. Coded caching, introduced
in [1], is a technique to tackle this temporal variability by
employing and exploiting the caches at the user end. Coded
caching typically works in two phases, namely a placement
phase and a delivery phase. The setting in [1] (we refer to
this setting as the dedicated cache setting and the achievable
scheme presented in [1] as the MaN scheme) consists of a
central server having a library of N files connected to K users
through an error-free broadcast link. The users are equipped
with dedicated cache memories, each of size M units. In
the placement phase, the server fills these caches with file
contents, without knowing the user demands. Once the user
demands are known to the server, it makes coded broadcast
transmissions in the shared link (in the delivery phase) . These

coded messages are designed such that each user can decode
its demanded file from the accessible cache contents and these
coded messages received in the delivery phase. The objective
of a coded caching scheme is to minimize rate, which is
defined as the size of the transmission (in the units of files)
made by the server in the delivery phase. The rate achieved by

the MaN scheme is
K(1−M

N
)

1+KM
N

, which is shown to be optimal

[2], [3] under uncoded placement, when N ≥ K . However,
to achieve this optimal rate, the MaN scheme needs to divide
each file into

(

K
KM/N

)

subfiles, KM/N ∈ {0, 1, 2, . . . ,K}.
Therefore, the subpacketization number, defined as the number
of subfiles into which a file is divided, required for the MaN
scheme increases exponentially with the number of users
in the system. To address this issue, Yan et.al introduced
a combinatorial structure called Placement Delivery Array
(PDA), which resulted in coded caching schemes with small
subpacketization numbers [4].

The coded caching problem in a shared cache setting was
first studied in [5]. The shared cache network model consid-
ered in [5] consists of K cache-less users and Λ ≤ K helper
caches, where multiple users share a helper cache. Each helper
cache can serve an arbitrary number of users, but each user can
access only a single helper cache. The scheme presented in [5]
is optimal under uncoded placement. Later, the shared cache
coded caching problem was studied under secrecy constraints
in [6], [7], and showed that it is impossible to ensure secrecy
in the shared cache setting, which necessitated an additional
private cache with each user having a memory at least a file
size. The coding schemes in both [6] and [7] used the users’
private caches only to store secret keys -to ensure secrecy- by
fixing the private cache sizes at unity. Recently, in [8], the
authors considered a setting where both helper caches and
private caches are used to prefetch the file contents (there
is no secrecy constraint considered in [8]). Another work
that considered two different sets of caches is [9]. In the
hierarchical two-layer network model considered in [9], the
server communicates to the cache-aided users via mirrors,
which are equipped their own storage memories. However, the
server communicates directly to the users through a broadcast
channel in the setting considered in [8]. Moreover in [9], the
caches at the mirrors are not accessible to the users. Also, the
number of users connected to each mirror is kept the same in
[9]. Therefore, the network model considered in [8] is different
from the hierarchical network model considered in [9].
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In this work, we consider the network model introduced in
[8], where there are K users and Λ ≤ K helper caches. Each
user is equipped with a private cache memory of size Mp

(in the units of files). In addition to that a user is connected
to one of the helper caches (of size Mh units). We obtain
coded caching schemes for this network from a special class
of PDAs called Shared and Private PDAs (SP-PDAs). Different
variants of PDAs were used to obtain coded caching schemes
for various settings, including dedicated cache setting [10]–
[13], shared cache setting [14], [15], multi-antenna setting
[16], [17], hierarchical coded caching setting [18] etc.

A. Contributions

In this work, we consider the coded caching network
introduced in [8], where helper caches and private caches
co-exist. Throughout this paper, we assume that the helper
and private cache placements are done by the server with
the knowledge of user-to-cache association (the server knows
which user is connected to which helper cache, a priori). The
technical contributions of this work are enlisted below:

• We introduce a combinatorial structure called Shared and
Private Placement Delivery Array (SP-PDA), which is a
special class of PDAs (Definition 3). Corresponding to
any SP-PDA, we can obtain a coded caching scheme for
the considered network model where each helper cache
serves a set of cache-aided users (Theorem 1).

• We propose a novel construction of SP-PDAs from two
PDAs (Section IV-A). In the proposed construction, we
replace each entry in the first PDA by a modified version
of the sub-array of the second PDA. Further, coded
caching schemes from SP-PDAs subsume Scheme 2 in
[8] as a special case, if SP-PDAs are constructed from
the PDAs corresponding to the MaN scheme (Remark
5). Also, Scheme 1 in [8] can be obtained from a class
of SP-PDAs (Remark 2).

• In our proposed construction, the permutation of the
columns of the chosen PDAs will affect the performance
of the resulting SP-PDA1 (Section IV-B). This is an
interesting result, since the permutation of the columns
of PDAs does not give any performance improvement in
the dedicated cache setting. However, in the shared cache
setting, a performance change under column permutation
of PDAs was reported in [15]. Further, we characterize
the conditions for choosing the best column permutations
of the PDAs 2 (Theorem 3).

• Finally, we show that by using the PDA obtained from
Construction A in [4] as one of the PDAs to construct
an SP-PDA (and the second PDA used is the PDA
corresponding to the MaN scheme), we can reduce the
subpacketization number of the coded caching scheme
approximately by a factor Λtt−1 for some t ∈ [Λ],

1By the performance of an SP-PDA, we mean the performance of the coded
caching scheme obtained from that SP-PDA.

2By best permutations, we mean the permutations of the PDAs that gives
a coded caching scheme with the best possible performance.
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Fig. 1: (K,Λ,L,Mh.Mp, N) coded caching network

compared to Scheme 2 in [8], without paying much in
terms of rate (Section V).

B. Notations

For a positive integer m, the set {1, 2, . . . ,m} is denoted
as [m]. Binomial coefficients are denoted by

(

n
k

)

where
(

n
k

)

=
n!

k!(n−k)! and
(

n
k

)

is zero for n < k. Bold uppercase letters
are used to denote arrays and matrices. Similarly, bold lower
case letters are used to denote vectors. The columns of an
m× n array (or matrix) A is denoted by a1, a2, . . . , an. For
two vectors a = (a1, a2, . . . , am) and b = (b1, b2, . . . , bm),
we say a � b or b � a, if ai ≥ bi for every i ∈ [m]. Finally,
the set of positive integers is denoted by Z+.

II. SYSTEM MODEL

Consider a network model as shown in Fig. 1. There
is a server with a library of N equal-sized files
{W1,W2, . . . ,WN}, and is connected to K users and to
Λ ≤ K helper nodes. The helper nodes act as helper caches
for the users, each having a size of Mh files. The users
also possesses a private cache of size Mp files, where 0 ≤
Mh +Mp ≤ N . Each user is connected to one of the helper
caches, and the association of users-to-helper caches can be
arbitrary. The user-to-helper cache association is denoted as
U , where U = {U1, . . . ,UΛ} and Uλ, λ ∈ [Λ], denotes the
set of users connected to the λth helper cache. The number of
users connected to the λth helper cache is denoted by Lλ, and
Lλ = |Uλ|. Then, L = (L1, . . . ,LΛ) is called the association
profile. Without loss of generality, we assume that the helper
caches are arranged in the non-increasing order of the number
of users accessing them. i.e., L1 ≥ L2 ≥, . . . ,≥ LΛ.

We consider a scenario where the server knows the set
of users connected to each helper cache a priori. That is,
U is known to the server initially itself. We refer to such
a network as (K,Λ,L,Mh,Mp, N) coded caching network.
The (K,Λ,L,Mh,Mp, N) coded caching scheme operates in
two phases:

1) Placement phase: The server places the files contents in
the helper caches and the users’ private caches satisfying the
respective memory constraints. Let Cλ and Ck be the contents
stored in the λth helper cache and in the kth user’s private



cache, respectively. Then, |Cλ| ≤ Mh files and |Ck| ≤ Mp

files. The users have access to the contents of their helper
caches at zero cost. For a user k ∈ [K], the file contents
that are locally available to it is Cλk

∪ Ck, where λk is the
helper cache accessed by user k. To ensure full local caching
gain, the placement needs to be designed such that |Cλ| =
Mh files, |Ck| = Mp files, and Cλk

∩ Ck = φ. A placement
policy satisfying the above conditions is plausible since U is
known to the server at the outset. The file contents can be
placed in coded or uncoded form. In this work, we consider
only uncoded placement. By uncoded placement, we mean
that the files are split into subfiles and the subfiles are placed
as it is in the caches without employing any coding across
them. The number of subfiles constituting a file is called as
subpacketization number of the scheme.

2) Delivery Phase: The delivery phase starts when users
declare their demands to the users. Each user demands one of
the N files from the server. Let dk denote the file demanded
by the kth user, and d = (d1, . . . , dK) denotes the demands
of all the users. Upon receiving the demand vector d, the
server sends transmissions over the error-free shared link to
the users to satisfy their demands. Depending on the profile L,
the transmissions include both coded and uncoded messages.
Using the received messages and the available cache contents,
each user recovers its demanded file.

3) Performance measure: The sum of sizes of all the
transmissions normalized with respect to the file size is called
rate, and is denoted by R(Ms,Mp). Our measure of interest is
the worst-case rate, hence, we consider those demand vectors
d ∈ [N ]K where each dk, k ∈ [K], is distinct. This represents
a scenario where each user demands a different file from the
server. The objective behind any caching scheme is to ap-
propriately design the placement and delivery policies so that
the rate of communication over the shared link is minimized.
Additionally, it is desirable to design coded caching schemes
with smaller subpacketization numbers.

III. PRELIMINARIES

In this section, we briefly review PDAs and see how the
MaN scheme can be obtained from a class of PDAs [4].

Definition 1 (Placement Delivery Array (PDA) [4]). For

positive integers K,F, Z , and S, an F ×K array P = [pj,k],
j ∈ [F ] and k ∈ [K], composed of a specific symbol ⋆
and S positive integers 1, 2, . . . , S, is called a (K,F, Z, S)
placement delivery array (PDA) if it satisfies the following

three conditions:

C1. The symbol ⋆ appears Z times in each column.

C2. Each integer occurs at least once in the array.

C3. For any two distinct entries pj1,k1
and pj2,k2

, pj1,k1
=

pj2,k2
= s is an integer only if

(a) j1 6= j2, k1 6= k2, i.e., they lie in distinct rows and distinct

columns, and

(b) pj1,k2
= pj2,k1

= ⋆, i.e., the corresponding 2 × 2 sub-

array formed by rows j1, j2 and columns k1, k2 must be

of the following form:

[

s ⋆
⋆ s

]

or

[

⋆ s
s ⋆

]

.

Every (K,F, Z, S) PDA corresponds to a coded caching
scheme for a dedicated cache network with parameters K,M,
and N as in Lemma 1.

Lemma 1 ([4]). For a given (K,F, Z, S) PDA P =
[pj,k]F×K , a (K,M,N) coded caching scheme can be ob-

tained with a subpacketization number F and M/N = Z/F
using Algorithm 1. For any demand vector d, the demands of

all the users are met with a rate S/F .

Algorithm 1 Coded caching scheme based on PDA [4]

1: procedure PLACEMENT

2: Split each file Wn, n ∈ [N ] into F subfiles:

Wn ← {Wn,j : j ∈ [F ]}

3: for k ∈ [K] do

4: Ck ← {Wn,j , ∀n ∈ [N ]: pj,k = ⋆, j ∈ [F ]}
5: end for

6: end procedure

7: procedure DELIVERY

8: for s ∈ [S] do

9: Server sends
⊕

pj,k=s,j∈[F ], k∈[K]

Wdk,j

10: end for

11: end procedure

In a (K,F, Z, S) PDA P, the rows represent subfiles and
the columns represent users. For any k ∈ [K], if pj,k = ⋆,
then it implies the kth user has access to the jth subfile of all
the files. The content placed in the kth user’s cache is denoted
by Zk in Algorithm 1. If pj,k = s is an integer, then it means
that the kth user does not have access to the jth subfile of any
of the files. The condition C1 guarantees that all users have
access to some Z subfiles of all the files. According to the
delivery procedure in Algorithm 1, the server sends a linear
combination of the requested subfiles indicated by the integer
s in the PDA. Therefore, the condition C2 implies that the
number of messages transmitted by the server is S, and the
rate is S/F . The condition C3 ensures decodability of the
demanded files. The placement and the delivery procedures
based on PDA are given in Algorithm 1.

If all the integers are appearing exactly g times in a PDA,
then the PDA is said to be g-regular. The following lemma
shows that the MaN scheme can be obtained from a regular
PDA.

Lemma 2 ([4]). For a (K,M,N) caching system with

M/N ∈ {0, 1/K, 2/K, . . . , 1}, letting t = KM/N , there

exists a (t + 1)-regular (K,F, Z, S) PDA with F =
(

K
t

)

,

Z =
(

K−1
t−1

)

, and S =
(

K
t+1

)

.

For a given K and t ∈ [K], we define the MaN PDA as the
(t+ 1)-regular (K,

(

K
t

)

,
(

K−1
t−1

)

,
(

K
t+1

)

) PDA given in Lemma
2 [4]. The description of the MaN PDA is provided in the
following paragraph.

In the MaN scheme, choose t ∈ [0 : K] such that F =
(

K
t

)

.
Each row of the PDA is indexed by sets T ⊆ [K], where



|T | = t. Each user stores the subfiles Wn,T , ∀n ∈ [N ],
if k ∈ T , and thus Z =

(

K−1
t−1

)

. In the delivery phase of

the MaN scheme, there are
(

K
t+1

)

transmissions. Therefore,
(

K
t+1

)

distinct integers are required to represent each of those

transmissions resulting in S =
(

K
t+1

)

. To fill the PDA with
integers, a bijection f is defined from the (t+1)-sized subsets
of {1, 2, . . . ,K} to the set {1, 2, . . . , S} such that

pT ,k =

{

f(T ∪ {k}) if T 6∋ k.

⋆ elsewhere.

From the above expression, it can be seen that each integer
appears exactly t+1 times. That is, the regularity of the PDA
is t+ 1.

Now, we define another class of PDAs obtained from
Construction A in [4].

Lemma 3 ([4]). For any q,m ∈ Z+, where q ≥ 2, there exists

an (m+ 1)-regular (q(m+ 1), qm, qm−1, qm+1 − qm) PDA.

Next, we provide the definition of integer partition, which
is helpful for our scheme description.

Definition 2 (Integer Partition). Let X,Y ∈ Z+ such that

X ≥ Y . Then, an integer partition of X of length Y is a vector

(x1, x2, . . . , xY ), where xy ∈ Z+∪{0} for every y ∈ [Y ], with

the following properties:

• x1 ≥ x2 ≥ · · · ≥ xY .

• x1 + x2 + · · ·+ xY = X .

For example, the vector (4, 3, 2, 1) is an integer partition of
10 of length 4, and (5, 3, 2) is an integer partition of 10 of
length 3.

IV. MAIN RESULTS

In this section, we introduce a combinatorial structure called
Shared and Private Placement Delivery Array (SP-PDA). Then,
we show that corresponding to any SP-PDA, we can obtain a
coded caching scheme with shared and private caches. Later,
we propose a construction of an SP-PDA from two PDAs.

Definition 3 (Shared and Private Placement Delivery Array
(SP-PDA)). For positive integers K , Λ ≤ K , F , Z ≤ F ,

Z(h) ≤ Z , S, and an integer partition L = (L1,L2, . . . ,LΛ)
of K of length Λ, an F ×K array Q = [qj,k], j ∈ [F ] and

k ∈ [K], composed of a specific symbol ⋆ and S positive

integers 1, 2, . . . , S, is called a (K,Λ,L, F, Z, Z(h), S)
shared and private placement delivery array (SP-PDA) if it

satisfies the following conditions:

D1. The array Q is a (K,F, Z, S) PDA.

D2. There exists a permutation π of columns of Q

such that π((q1,q2, . . . ,qK)) = (q̃1, q̃2, . . . , q̃K),
and for a λ ∈ [Λ], we have an array Q̃(λ) =
[q̃1+

∑λ−1

i=1
Li
, q̃2+

∑λ−1

i=1
Li
, . . . , q̃∑

λ
i=1

Li
] of size F × Lλ.

Then, for every λ ∈ [Λ], the array Q̃(λ) has at least Z(h)

rows with only ⋆’s.

Now, we provide an example for an SP-PDA.

Example 1. The array Q in (1) is a (K = 5,Λ = 2,L =
(3, 2), F = 6, Z = 4, Z(h) = 3, S = 3) SP-PDA.

Q =

















⋆ ⋆ ⋆ ⋆ 1
⋆ ⋆ ⋆ 1 ⋆
⋆ ⋆ ⋆ 2 3
⋆ 1 2 ⋆ ⋆
1 ⋆ 3 ⋆ ⋆
2 3 ⋆ ⋆ ⋆

















(1)

It is easy to verify that Q is a (K = 5, F = 6, Z = 4, S = 3)
PDA. The first three columns constitute Q̃(1) and the fourth

and fifth columns constitute Q̃(2) (under identity permutation).

Note that, the first three rows of Q̃(1) contain only ⋆’s.

Similarly, rows four to six of Q̃(2) also contain only ⋆’s.

Remark 1. If Q is a (K,Λ,L, F, Z, Z(h), S) SP-PDA, then

Q is also a (K,Λ,L, F, Z, Z(h) − i, S) SP-PDA for every

i ∈ [Z(h)]. This follows from the fact that if Q satisfies the

condition D2 for an integer Z(h) under certain permutation,

then Q satisfies D2 for every Ẑ(h) ≤ Z(h) under the same

permutation.

In the following theorem, we show that corresponding to
any (K,Λ,L, F, Z, Z(h), S) SP-PDA, it is possible to obtain
a (K,Λ,L,Mh,Mp, N) coded caching scheme with Mh/N =
Z(h)/F , and Mp/N = (Z − Z(h))/F .

Theorem 1. For a given (K,Λ,L, F, Z, Z(h), S) SP-PDA

Q = [qj,k]F×K , a (K,Λ,L,Mh,Mp, N) coded caching

scheme can be obtained with subpacketization number F ,

Mh/N = Z(h)/F , and Mp/N = (Z − Z(h))/F . For any

demand vector d, the demands of all the users can be met

with rate R = S/F .

Proof: We show that from a (K,Λ,L, F, Z, Z(h), S) SP-
PDA Q, it is possible to obtain a (K,Λ,L,Mh,Mp, N)
coded caching scheme. Without loss of generality, we as-
sume that Q satisfies D2 under identity permutation. Then,
for every λ ∈ [Λ], we define a sub-array Q(λ) =
[q1+

∑λ−1

i=1
Li
,q2+

∑λ−1

i=1
Li
, . . . ,q∑

λ
i=1

Li
] of Q. Notice that,

Q(λ) is an array of size F × Lλ. For every λ ∈ [Λ], we
define a set

R(λ) := {j ∈ [F ] : the j th row of Q(λ) contains only ⋆’s}.

The condition D2 ensures that |R(λ)| ≥ Z(h) for every λ ∈
[Λ]. Then for every R(λ), we identify a subset H(λ) such that
|H(λ)| = Z(h).

The coded caching scheme based on Q operates in two
phases.

1) Placement Phase: The server divides each file into F
subfiles. i.e., Wn = {Wn,j : j ∈ [F ]} for every n ∈ [N ].
First, the server fills the helper caches. The λth helper
cache is populated as

Cλ = {Wn,j : j ∈ H
(λ), ∀n ∈ [N ]}.

Since |H(λ)| = Z(h), each helper cache contains NZ(h)

subfiles. Each subfile has 1/F of a file size. Therefore,
we have Mh/N = Z(h)/F .



Next, the server fills the private caches of the users.
Consider the kth user, where k ∈ [K] is such that
∑λ−1

i=1 Li < k ≤
∑λ

i=1 Li. This means, the kth user
is connected to the λth helper cache. Then, the server
populates the private cache of the kth user as

Ck = {Wn,j : qj,k = ⋆, j 6∈ H(λ), ∀n ∈ [N ]}.

There are Z ⋆’s in the kth column of Q. However, we
have |{j ∈ [F ] : qj,k = ⋆, j 6∈ H(λ)}| = Z − Z(h).
Therefore, we have Mp/N = (Z − Z(h))/F .

2) Delivery phase: Let d = (d1, d2, . . . , dK) be the demand
vector. i.e., user k demands the file Wdk

from the server.
Then for every s ∈ [S], the server broadcasts

⊕

qj,k=s

Wdk,j .

Note that, each coded transmission has 1/F of a file size.
Since there are transmissions corresponding to every s ∈
[S], the rate achieved is S/F .

The placement and the delivery phases are summarized in
Algorithm 2.

The kth user can access the subfiles {Wn,j : qj,k = ⋆, ∀n ∈
[N ]} collectively from its private cache and the accessible
helper cache. Since Q is a PDA, the decodability of the
demanded files is guaranteed. That is, assume that the kth user
requires Wdk,j from the delivery phase, then qj,k = s for some
s ∈ [S]. From the transmission corresponding to integer s, the
kth user receives,

Wdk,j ⊕





⊕

qj′ ,k′=s,j′ 6=j,k′ 6=k

Wdk′ ,j′



 .

However, for every (j′, k′) such that qj′,k′ = s, where j′ 6= j
and k′ 6= k, the condition C3 ensures that qj′,k = ⋆. Therefore,
the kth user can compute

⊕

qj′ ,k′=s,j′ 6=j,k′ 6=k

Wdk′ ,j′ using its

accessible cache contents. Thus, user k can decode Wdk,j .
This completes the proof of Theorem 1.

Next, we present an example to describe Theorem 1.

Example 2. Consider the (5, 2, (3, 2), 6, 4, 3, 3) SP-PDA Q

given in (1). From Q, using Algorithm 2, we obtain a

(K = 5,Λ = 2,L = (3, 2),Mh = N
2 ,Mp = N

6 , N)
coded caching scheme. During the placement phase, the server

divides each file into 6 subfiles. For every n ∈ [N ], we have

Wn = {Wn,1,Wn,1, . . . ,Wn,6}. Then, the helper caches are

filled as follows:

C1 = {Wn,1,Wn,2,Wn,3 : ∀n ∈ [N ]},

C2 = {Wn,4,Wn,5,Wn,6 : ∀n ∈ [N ]}.

Next, the server populates the users’ private caches as

C1 = {Wn,4 : ∀n ∈ [N ]}, C2 = {Wn,5 : ∀n ∈ [N ]},

C3 = {Wn,6 : ∀n ∈ [N ]}, C4 = {Wn,1 : ∀n ∈ [N ]},

C5 = {Wn,2 : ∀n ∈ [N ]}.

Algorithm 2 Coded caching scheme based on an SP-PDA

1: Split each file Wn, n ∈ [N ] into F subfiles:

Wn ← {Wn,j : j ∈ [F ]}

2: for λ ∈ [Λ] do

3: Create the sub-array

Q(λ) ← [q1+
∑λ−1

i=1
Li
,q2+

∑λ−1

i=1
Li
, . . . ,q∑

λ
i=1

Li
]

4: Find the set

R(λ) ← {j ∈ [F ] : the j th row of Q(λ) contains only ⋆’s}

5: Choose a subsetH(λ) ⊆ R(λ) such that |H(λ)| = Z(h)

6: end for

7: procedure HELPER CACHE PLACEMENT

8: for λ ∈ [Λ] do

9: Cλ ← {Wn,j : j ∈ H
(λ), ∀n ∈ [N ]}

10: end for

11: end procedure

12: procedure PRIVATE CACHE PLACEMENT

13: for k ∈ [K] do

14: λ← arg
ℓ

∑ℓ−1
i=1 Li < k ≤

∑ℓ
i=1 Li

15: Ck = {Wn,j : qj,k ← ⋆, j 6∈ H(λ), ∀n ∈ [N ]}.
16: end for

17: end procedure

18: procedure DELIVERY

19: for s ∈ [S] do

20: Server sends
⊕

qj,k=sj∈[F ], k∈[K]

Wdk,j

21: end for

22: end procedure

Let d = (1, 2, 3, 4, 5) be the demand vector. Then, the server

makes coded transmissions corresponding to every s ∈ [3].
Corresponding to s = 1, the server broadcasts the coded

message

W1,5 ⊕W2,4 ⊕W4,2 ⊕W5,1.

Similarly, corresponding to s = 2 and s = 3, the server

broadcasts the coded messages

W1,6 ⊕W3,4 ⊕W4,3,

W2,6 ⊕W3,5 ⊕W5,3,

respectively. Since, each of the three transmission has 1/6 of

a file size, the rate achieved is 1/2.

Remark 2. The MaN PDA for K and t ∈ [K] with pa-

rameters F =
(

K
t

)

, Z =
(

K−1
t−1

)

, and S =
(

K
t+1

)

is a

(K,Λ,L, F, Z, Z(h), S) SP-PDA with Z(h) =
(

K−L1

t−L1

)

, if

t ≥ L1. It holds for any column permutation of the MaN PDA.

Because, if we form a sub-array of the MaN PDA by choosing

any t′ ≤ t columns, the sub-array will have exactly
(

K−t′

t−t′

)

rows with only ⋆’s. The coded caching scheme presented in

Theorem 1 in [8] (Scheme 1 in [8]), in fact, corresponds to



this class of SP-PDAs (MaN PDAs satisfying the condition D2

for a given K,Λ, and L).

In the following subsection, we introduce a novel construc-
tion of SP-PDAs from two PDAs.

A. Construction of an SP-PDA from two PDAs

We consider a (K,Λ,L,Mh,Mp, N) coded caching net-
work, where L is an integer partition of K of length Λ. We
assume that there is a subpacketization constraint, F ≤ Fmax

for some positive integer Fmax. We choose a (Λ, F1, Z1, S1)
PDA P1 and an (L1, F2, Z2, S2) PDA P2 such that Mh

N = Z1

F1
,

Mp

N = Z2

F2
(1 − Z1

F1
), and F1F2 ≤ Fmax

3. From P1 and P2,
we construct a (K,Λ,L, F = F1F2, Z = Z1F2 + (F1 −
Z1)Z2, Z

(h) = Z1F2, S) SP-PDA Q, where S ≤ S1S2

depends on both P1 and P2. The construction is as follows:

1) Let the integer s ∈ [S1] appears gs times in P1, namely
in columns λ

(s)
1 , λ

(s)
2 , . . . , λ

(s)
gs , where each λ

(s)
i ∈ [Λ]

and i ∈ [gs]. Without loss of generality, we assume
that λ

(s)
1 < λ

(s)
2 < · · · < λ

(s)
gs . For every integer

s ∈ [S1] in P1, we define a function ξP1
(s) as the

smallest index of the column in which s is present,
i.e., ξP1

(s) = λ
(s)
1 . Similarly, for every column index

ℓ ∈ [L1] of P2, we define the function φP2
(ℓ) as the

number of distinct integers present in the first ℓ columns
(columns 1, 2, . . . , ℓ) of P2. Then, corresponding to
every integer s ∈ [S1] in P1, we construct an array
P̃

(s)
2 of size F2 × LξP1

(s), where P̃
(s)
2 is obtained by

deleting the columns LξP1
(s) + 1,LξP1

(s) + 2, . . . ,L1
of the PDA P2 and replacing the φP2

(LξP1
(s)) integers

in the resulting array by 1 +
∑s−1

s′=1 φP2
(LξP1

(s′)), 2 +
∑s−1

s′=1 φP2
(LξP1

(s′)), . . . ,
∑s

s′=1 φP2
(LξP1

(s′)). That is,

we denote P̂
(s)
2 as the array obtained by deleting

the columns LξP1
(s) + 1,LξP1

(s) + 2, . . . ,L1 of P2.

Then, P̂(s)
2 contains φP2

(LξP1
(s)) distinct integers. Fur-

ther, the smallest integer in P̂
(s)
2 is replaced by 1 +

∑s−1
s′=1 φP2

(LξP1
(s′)), and the second smallest integer is

replaced 2 +
∑s−1

s′=1 φP2
(LξP1

(s′)) and so on to obtain

P̃
(s)
2 .

2) To obtain the required array Q, we replace each entry
in P1 with an array. Specifically, each entry in the λth

column of P1 is replaced by an F2×Lλ array. Therefore,
the resulting array will have a size F1F2 × (

∑Λ
λ=1 Lλ),

i.e., F ×K .
3) For a λ ∈ [Λ], every ⋆ entry in the λth column of P1 is

replaced by an F2×Lλ array consisting of only ⋆’s. i.e.,
all the F2Lλ entries in the array are ⋆’s.

4) An integer s present in λth column of P1 is replaced by an
array formed by deleting the Lλ+1,Lλ+2, . . . ,LξP1

(s)

columns P̃
(s)
2 . Note that, ξP1

(s) is the smallest index
of the column in which s is present in P1, and thus
LξP1

(s) ≥ Lλ.

3PDAs exist for any K,F and Z ≤ F values, with some S ≤ K(F −Z).

5) The total number of integers present in Q is S =
(

∑S1

s=1 φP2
(LξP1

(s))
)

.

Remark 3. In the construction of array Q, we have seen that

S =
(

∑S1

s=1 φP2
(LξP1

(s))
)

. Note that, φP2
(LξP1

(s)) is the

number of distinct integers present in the first LξP1
(s) columns

of P2. i.e., the number of distinct integers in P̃
(s)
2 . Therefore,

we have φP2
(LξP1

(s)) ≤ S2, for every s ∈ [S1]. If, for every

s ∈ [S1], the number of distinct integers in P̃
(s)
2 is S2, then

Q will have exactly S = S1S2 integers.

From the proposed construction of SP-PDA from two PDAs,
we have the following theorem.

Theorem 2. For a given K,Λ, and L, it is possible to

construct a (K,Λ,L, F, Z, Z(h), S) SP-PDA from two PDAs,

namely a (Λ, F1, Z1, S1) PDA and an (L1, F2, Z2, S2) PDA,

where F = F1F2, Z = Z1F2 + (F1 − Z1)Z2, Z
(h) = Z1F2,

and S ≤ S1S2.

Proof: In Section IV-A, we described the construction
of an F1F2 × K array Q from a (Λ, F1, Z1, S1) PDA P1

and an (L1, F2, Z2, S2) PDA P2. Now, we show that the
array Q is, in fact, a (K,Λ,L, F, Z, Z(h), S) SP-PDA, where
F = F1F2, Z = Z1F2 + (F1 − Z1)Z2, Z

(h) = Z1F2, and
S ≤ S1S2. This means, we need to show that the array Q

satisfies conditions D1 and D2. The condition D1 is equivalent
to conditions C1, C2, and C3.

Consider the kth column of Q, where k ∈ [K]. We assume
that

∑λ−1
i=1 Li < k ≤

∑λ
i=1 Li for some λ ∈ [Λ]. Then the

kth column of Q contains F2 ⋆’s corresponding to each ⋆
in the λth column of P1. In addition to that the kth column
of Q contains Z2 ⋆’s corresponding to each integer in the
λth column of P1. Therefore, each column of Q contains
Z = Z1F2 + (F1 − Z1)Z2 ⋆’s. Thus, array Q satisfies C1.
Corresponding to an integer s1 ∈ [S1] in P1, array Q contains
φP2

(LξP1
(s1)) integers, where φP2

(LξP1
(s1)) ≤ S2. Thus,

array Q contains S =
∑S1

s1=1 φP2
(LξP1

(s1)) ≤ S1S2 distinct
integers. Thus, array Q satisfies C2. Next, consider an integer
s ∈ [S] in Q. By construction, the integer s in Q appears
only in the sub-arrays corresponding to some integer s1 in the
PDA P1, where s1 ∈ [S1]. Since, P̃

(s1)
2 satisfies the condition

C3, within a sub-array of Q (one sub-array corresponding
to integer s1 in P1) the integer s satisfies the condition C3.
Now, assume that qj1,k1

= qj2,k2
= s, where qj1,k1

and qj2,k2

are in different sub-arrays corresponding to the integer s1 in
P1 = [p

(1)
f,λ], f ∈ [F1], λ ∈ [Λ]. Assume that these sub-arrays

are corresponding to the entries p
(1)
f1,λ1

p
(1)
f2,λ2

in P1, where

p
(1)
f1,λ1

= p
(1)
f2,λ2

= s1, f1, f2 ∈ [F1] and λ1, λ2 ∈ [Λ]. Since

P1 is a PDA, we have p
(1)
f1,λ2

= p
(1)
f2,λ1

= ⋆. Therefore, in
the array Q, we have qj1,k2

= qj2,k1
= ⋆. Thus, the array Q

satisfies C3, hence the array Q is a PDA.
An entry ⋆ in the λth column of P1 results in F2

rows with all ⋆’s in the array Q(λ), where Q(λ) =
[q1+

∑λ−1

i=1
Li
,q2+

∑λ−1

i=1
Li
, . . . ,q∑

λ
i=1

Li
]. Therefore, Q(λ) has

at least Z1F2 rows with all ⋆’s, for every λ ∈ [Λ].



This implies, the array Q satisfies the condition D2 with
Z(h) = Z1F2 under identity permutation. Therefore, the
array Q is a (K,Λ,L, F, Z, Z(h), S) SP-PDA, where F =
F1F2, Z = Z1F2 + (F1 − Z1)Z2, Z

(h) = Z1F2, and S =
∑S1

s1=1 φP2
(LξP1

(s1)) ≤ S1S2. This completes the proof of
Theorem 2.

Remark 4. If we denote our construction of SP-PDA Q

from PDAs P1 and P2 by Q = construct(P1,P2), then

the operation construct(. , . ) is not commutative. That is, in

general, construct(P1,P2) 6= construct(P2,P1).

In the following example, we provide the construction of a
(7, 3, (4, 2, 1), 6, 4, 2, 5) SP-PDA from two PDAs.

Example 3. From a (3, 3, 1, 3) PDA P1 and a (4, 2, 1, 2) PDA

P2, we construct a (7, 3, (4, 2, 1), 6, 4, 2, 5) SP-PDA Q (the

PDAs and the SP-PDA are given in Fig. 2). From Q, we can

obtain a (K = 7,Λ = 3,L = (4, 2, 1),Mh = N
3 ,Mp =

N
3 , N) coded caching scheme with a subpacketization number

6 and rate 5/6. The construction of Q from P1 and P2 is as

follows:

• Since F2 = 2 and L = (4, 2, 1), each entry in the first

column of P1 is replaced by a 2× 4 array, each entry in

the second column of P1 is replaced by a 2 × 2 array,

and each entry in the third column of P1 is replaced by

a 2× 1 array.

• Corresponding to an integer s in P1, we construct an

F2 × LξP1
(s), where ξP1

(s) ∈ [3], is the smallest index

of the column (of P1) in which integer s appears. In this

example, we have ξP1
(1) = 1, ξP1

(2) = 1, and ξP1
(3) =

2.

• Corresponding to integer 1, we have the array

P̃
(1)
2 =

[

⋆ 1 ⋆ 2
1 ⋆ 2 ⋆

]

.

Similarly, corresponding to integers 2 and 3, we have the

arrays

P̃
(2)
2 =

[

⋆ 3 ⋆ 4
3 ⋆ 4 ⋆

]

and P̃
(3)
2 =

[

⋆ 5
5 ⋆

]

.

respectively.

• Finally, integer 1 in the first column of P1 is replaced by

P̃
(1)
2 . Since L2 = 2, integer 1 in the second column of

P1 is replaced by the sub-array formed by the first two

columns of P̃
(1)
2 . Similarly, integer 2 in the first column of

P1 is replaced by P̃
(2)
2 and integer 2 in the third column

of P1 is replaced by the first column of P̃
(2)
2 (note that,

L3 = 1). Similarly, integer 3 in the second and third

columns of P1 is replaced by P̃
(3)
2 and the first column

of P̃
(3)
2 , respectively.

Remark 5. Consider the (K,Λ,L,Mh,Mp, N) coded

caching scheme with Mh + Mp < N . Let t1 = ΛMh

N ∈ [Λ]

and t2 =
L1Mp

N(1−
t1
Λ
)
∈ [L1] are non-negative integers. Then,

if we choose P1 as the (Λ,
(

Λ
t1

)

,
(

Λ−1
t1−1

)

,
(

Λ
t1+1

)

) MaN PDA

P1 =





⋆ 1 2

1 ⋆ 3

2 3 ⋆





Q =

















⋆ ⋆ ⋆ ⋆ ⋆ 1 ⋆

⋆ ⋆ ⋆ ⋆ 1 ⋆ 3

⋆ 1 ⋆ 2 ⋆ ⋆ ⋆

1 ⋆ 2 ⋆ ⋆ ⋆ 5

⋆ 3 ⋆ 4 ⋆ 5 ⋆

3 ⋆ 4 ⋆ 5 ⋆ ⋆

















P2 =

[

⋆ 1 ⋆ 2

1 ⋆ 2 ⋆

]

A (3, 3, 1, 3) PDA

A (4, 2, 1, 2) PDA
The resulting (7, 3, (4, 2, 1), 6, 4, 2, 5) SP-PDA

Fig. 2: An illustration of constructing Q from P1 and P2

and P2 as the (L1,
(

L1

t2

)

,
(

L1−1
t2−1

)

,
(

L1

t2+1

)

) MaN PDA, the SP-

PDA Q resulting from our proposed construction has F =
(

Λ
t1

)(

L1

t2

)

, Z =
(

Λ−1
t1−1

)(

L1

t2

)

+
(

Λ−1
t1

)(

L1−1
t2−1

)

, Z(h) =
(

Λ−1
t1−1

)(

L1

t2

)

,

and S =
∑Λ−t1

n=1

(

Λ−n
t1

)

[

(

L1

t2+1

)

−
(

L1−Ln

t2+1

)

]

(calculation of S

is shown in Appendix A). This SP-PDA Q gives the required

(K,Λ,L,Mh,Mp, N) coded caching scheme with rate R =
∑Λ−t1

n=1 (Λ−n

t1
)
[

( L1
t2+1)−(

L1−Ln
t2+1 )

]

(Λ

t1
)(L1

t2
)

. This coded caching scheme is,

in fact, Scheme 2 in [8] (Theorem 2 in [8]). Therefore, Scheme

2 in [8] is a special case of the coded caching schemes

obtained from a certain class SP-PDAs, where these class of

SP-PDAs is constructed with P1 and P2 being MaN PDAs.

B. Permuting columns to improve the performance

In this section, with the help of an example, we show
that column permutations of the PDAs we begin with result
in SP-PDAs with different S values, which, in turn, lead
to coded caching schemes with different performances (all
other parameters, except S, will remain unchanged). We then
establish a criterion for choosing the permutations of columns
of the PDAs that result in an SP-PDA with the least possible
S.

Lemma 4. If we apply any permutation to the columns

of a (K,F, Z, S) PDA, the resulting array will also be a

(K,F, Z, S) PDA.

Proof: The conditions C1, C2, and C3 are independent
of column permutations. Therefore, the array resulting by
applying any column permutation to a PDA is also a PDA
with the same parameters.

The PDAs that differ just by a column permutation are
called equivalent PDAs [15].

Definition 4 (Equivalent PDAs [15]). Two PDAs P and P′

are said to be equivalent, if P′ can be obtained by permuting

the columns of P.

In the following example, we show that equivalent PDAs
will lead to SP-PDAs with different S values.

Example 4. Consider a coded caching network with K =
14,Λ = 6,L = (6, 3, 2, 1, 1, 1),Mh = N/2, and Mp = N/6.

We obtain an achievable scheme for these parameters from an



Q =









































⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 15 17 ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 13 ⋆ 18 ⋆ ⋆ 7 ⋆ 1
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 14 16 ⋆ ⋆ ⋆ 8 ⋆ 2
⋆ 3 5 ⋆ 1 2 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
1 ⋆ 6 3 ⋆ 4 ⋆ ⋆ ⋆ ⋆ ⋆ 19 13 ⋆
2 4 ⋆ 5 6 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 20 14 ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 21 23 ⋆ 3 ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 19 ⋆ 24 1 ⋆ ⋆ 7 ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 20 22 ⋆ 2 4 ⋆ 8 ⋆
⋆ 9 11 ⋆ 7 8 ⋆ ⋆ ⋆ ⋆ 15 ⋆ ⋆ ⋆
7 ⋆ 12 9 ⋆ 10 ⋆ ⋆ ⋆ 13 ⋆ ⋆ ⋆ 19
8 10 ⋆ 11 12 ⋆ ⋆ ⋆ ⋆ 14 16 ⋆ ⋆ 20









































. (2)

Q′ =









































⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 1 7 13
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 2 8 14
⋆ 1 2 5 3 ⋆ ⋆ ⋆ ⋆ ⋆ 13 ⋆ ⋆ ⋆
1 ⋆ 4 6 ⋆ 3 ⋆ ⋆ ⋆ 13 ⋆ ⋆ 17 ⋆
2 6 ⋆ ⋆ 4 5 ⋆ ⋆ ⋆ 14 16 ⋆ 18 ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 1 2 ⋆ 7 ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 1 ⋆ 4 7 ⋆ ⋆ ⋆ 17
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 2 6 ⋆ 8 12 ⋆ ⋆ 18
⋆ 7 8 11 9 ⋆ ⋆ 13 14 ⋆ ⋆ ⋆ ⋆ ⋆
7 ⋆ 10 12 ⋆ 9 13 ⋆ 15 ⋆ ⋆ 17 ⋆ ⋆
8 12 ⋆ ⋆ 10 11 14 16 ⋆ ⋆ ⋆ 18 ⋆ ⋆









































. (3)

SP-PDA Q constructed from PDAs P1 and P2, where

P1 =









⋆ 3 ⋆ 2 ⋆ 1
1 ⋆ ⋆ 4 3 ⋆
⋆ 4 1 ⋆ 2 ⋆
2 ⋆ 3 ⋆ ⋆ 4









,P2 =





⋆ 3 5 ⋆ 1 2
1 ⋆ 6 3 ⋆ 4
2 4 ⋆ 5 6 ⋆



 .

The SP-PDA Q resulting from P1 and P2 is given in (2).
Notice that, there are 24 distinct integers in Q. Therefore,

the coded caching scheme obtained from Q has a rate R =
24/12 = 2. We now apply certain permutations on the columns

of P1 and P2 to obtain P′
1 and P′

2, respectively. We have,

P′
1 =









⋆ ⋆ ⋆ 1 2 3
1 ⋆ 3 ⋆ 4 ⋆
⋆ 1 2 ⋆ ⋆ 4
2 3 ⋆ 4 ⋆ ⋆









,P′
2 =





⋆ 1 2 5 3 ⋆
1 ⋆ 4 6 ⋆ 3
2 6 ⋆ ⋆ 4 5



 .

The SP-PDA Q′ resulting from P′
1 and P′

2 is given in (3).
The SP-PDAs Q and Q′ have the same parameters, except

the number of integers, S in them. The number of integers in

Q′ is 18, whereas 24 integers are present in Q. Therefore,

the resulting coded caching scheme from Q′ has a rate R =
18/12 = 1.5. This reduction in rate is achieved solely by

permuting the columns of the initial PDAs. Further, assume

that some permutation π1 is applied on the columns of P1

and some permutation π2 is applied on the columns of P2 to

obtain P
(π1)
1 and P

(π2)
2 , respectively. Let Q(π) denote the SP-

PDA resulting from P
(π1)
1 and P

(π2)
2 using our construction. It

is easy to verify that the SP-PDA Q(π) has parameters K =

14,Λ = 6,L = (6, 3, 2, 1, 1, 1), Z = 8, Z(h) = 2 and S =
S(π), where 18 ≤ S(π) ≤ 24, for any two permutations π1

and π2.

The following theorem gives the conditions to choose the
PDAs, from the sets of equivalent PDAs, that minimize the
parameter S in the resulting SP-PDA.

Theorem 3. For a (K,Λ,L, F, Z, Z(h), S) SP-PDA Q ob-

tained from a (Λ, F1, Z1, S1) PDA P1 and an (L1, F2, Z2, S2)
PDA P2 using our proposed construction will have the least

possible S if the following conditions are met:

E1. For the PDA P1 and for any equivalent PDA

P′
1 of P1, we have (φP1

(1), φP1
(2), . . . , φP1

(Λ)) 4

(φP
′

1
(1), φP

′

1
(2), . . . , φP

′

1
(Λ)).

E2. For the PDA P2 and for any equivalent PDA P′
2

of P2, we have (φP2
(LΛ), φP2

(LΛ−1), . . . , φP2
(L1)) 4

(

φP
′

2
(LΛ), φP

′

2
(LΛ−1), . . . , φP

′

2
(L1)

)

.

Proof: First, we show that if PDA P1 satisfies E1, then
for any equivalent PDA P′

1 and for a fixed PDA P2, the
resulting SP-PDA from our construction will have at least as
many integers as in an SP-PDA resulting from P1 and P2.

Assume that our construction of SP-PDA from PDAs P1

and P2 results in a (K,Λ,L, F, Z, Z(h), S) SP-PDA Q. Also,
assume that P1 satisfies E1. This means, for any equivalent
PDA P′

1 of P1, we have
(

φP′

1
(1), φP′

1
(2), . . . , φP′

1
(Λ)

)

�
(φP1

(1), φP1
(2), . . . , φP1

(Λ)). Consider an equivalent PDA
P′

1 of P1. Our construction of SP-PDA from PDAs



P′
1 and P2 results in a (K,Λ,L, F, Z, Z(h), S′) SP-

PDA Q′. Then, we have S =
(

∑S1

s=1 φP2
(LξP1

(s))
)

and S′ =
(

∑S1

s=1 φP2
(Lξ

P′
1
(s))

)

. Now, we sort the

entries in the vectors (ξP1
(1), ξP1

(2), . . . , ξP1
(S1)) and

(

ξP′

1
(1), ξP′

1
(2), . . . , ξP′

1
(S1)

)

in the non-decreasing orders to
obtain O and O′, respectively. These sorted vectors O and O′

represent the smallest indices of the columns in which the
integers in [S1] appear in the PDAs P1 and P′

1, respectively.
Then, we have O � O′, since φP1

(λ) ≤ φP
′

1
(λ) for every

λ ∈ [Λ]. This means, LO � LO′ , where LO represents
the vector obtained after sorting (in the non-decreasing or-

der)
(

LξP1
(1),LξP1

(2), . . . ,LξP1
(S1)

)

and LO′ represents the

vector obtained after sorting (in the non-decreasing order)
(

Lξ
P′

1
(1),Lξ

P′
1
(2), . . . ,Lξ

P′
1
(S1)

)

. Then, we get

S1
∑

s=1

φP2
(LξP1

(s)) ≤

S1
∑

s=1

φP2
(Lξ

P′
1
(s))

=⇒ S ≤ S′.

Next, we validate condition E2. In order to do that, we
assume that the PDA P2 satisfies E2. We also assume that
our construction of SP-PDA from PDAs P1 and P2 results
in a (K,Λ,L, F, Z, Z(h), S) SP-PDA Q. Now, consider an
equivalent PDA P′

2 of P2. Our construction of SP-PDA
from PDAs P1 and P′

2 results in a (K,Λ,L, F, Z, Z(h), S′′)

SP-PDA Q′′. Then, we have S =
(

∑S1

s=1 φP2
(LξP1

(s))
)

and S′′ =
(

∑S1

s=1 φP
′

2
(LξP1

(s))
)

. Since P2 satis-

fies E2, we have (φP2
(LΛ), φP2

(LΛ−1), . . . , φP2
(L1)) 4

(

φP
′

2
(LΛ), φP

′

2
(LΛ−1), . . . , φP

′

2
(L1)

)

. That is, for any λ ∈
[Λ], we have φP2

(Lλ) ≤ φP′

2
(Lλ). Therefore, we get

S1
∑

s=1

φP2
(LξP1

(s)) ≤

S1
∑

s=1

φP′

2
(LξP1

(s))

=⇒ S ≤ S′′.

This completes the proof of Theorem 3.

V. PERFORMANCE COMPARISON

In this section, we compare the performance of the coded
caching schemes resulting from SP-PDAs and the performance
of Scheme 2 in [8] (to the best of our knowledge, [8] is the
only other work that considers the coded caching network with
shared caches and private caches). We have already seen that
(in Remark 5) Scheme 2 in [8] can be obtained from SP-PDAs
constructed using two MaN PDAs. In order to understand the
benefit that we achieve in terms of subpacketization number,
we construct two SP-PDAs for a given K,Λ, and L, namely
QA and QMaN. The SP-PDA QA is constructed by choosing
P1 as a PDA obtained by Construction A in [4], and P2 as
a MaN PDA, and the SP-PDA QMaN is constructed from two
MaN PDAs. Note that, in both the cases, the second PDA P2

is a MaN PDA.
Let P1 be the (q(m + 1), qm, qm−1, qm(q − 1)) PDA

obtained from Construction A in [4]. Also, let P2 be the

(L1,
(

L1

t2

)

,
(

L1−1
t2−1

)

,
(

L1

t2+1

)

) MaN PDA for some t2 ∈ [L1].

The (K,Λ,L, FA, ZA, Z
(h)
A , SA) SP-PDA QA obtained from

P1 and P2 using our construction has the parameters FA =

qm
(

L1

t2

)

, ZA = qm−1[
(

L1

t2

)

+(q−1)
(

L1−1
t2−1

)

], Z
(h)
A = qm−1

(

L1

t2

)

,

and SA ≤ qm−1(q − 1)
(

∑q
n=1

(

L1

t2+1

)

−
(

L1−Ln

t2+1

)

)

(the cal-

culation of SA is given in Appendix B). Since it is difficult to
find the best column ordering of P1, we consider P1 as the
PDA obtained directly from Construction A in [4].

Next, we let P1 to be the (Λ,
(

Λ
t1

)

,
(

Λ−1
t1−1

)

,
(

Λ
t1+1

)

) MaN
PDA for some t1 ∈ [Λ]. Also, we let P2 to be the
(L1,

(

L1

t2

)

,
(

L1−1
t2−1

)

,
(

L1

t2+1

)

) MaN PDA for some t2 ∈ [L1]. The

(K,Λ,L, FMaN, ZMaN, Z
(h)
MaN, SMaN) SP-PDA QMaN obtained

from P1 and P2 using our construction has the parameters
FMaN =

(

Λ
t1

)(

L1

t2

)

, ZMaN =
(

Λ−1
t1−1

)(

L1

t2

)

+
(

Λ−1
t1

)(

L1−1
t2−1

)

, Z
(h)
MaN =

(

Λ−1
t1−1

)(

L1

t2

)

, and SMaN =
∑Λ−t1

n=1

(

Λ−n
t1

)

[

(

L1

t2+1

)

−
(

L1−Ln

t2+1

)

]

.

Notice that, this SP-PDA corresponds to Scheme 2 in [8] (see
Remark 5).

To have the number of helper caches to be the same in
both the above cases, we let Λ = q(m + 1). Additionally, if
we equate Mh/N in both the cases, we get 1/q = t1/Λ =
t1/(q(m + 1)). This implies t1 = m + 1. Further, it is easy
to verify that the normalized private cache size Mp/N is the
same in both the cases, where Mp/N = (1 − t1/Λ)t2/L1 =
(1− 1/q)t2/L1. Now, we have

FMaN

FA
=

(

Λ
t1

)(

L1

t2

)

qm
(

L1

t2

) =

(

Λ
t1

)

qm
=

(

Λ
t1

)

( Λ
t1
)t1−1

≈
tt1−1
1 Λt1

Λt1−1
= Λtt1−1

1 .

Due to combinatorial expressions in SA and SMaN, it is hard to
compare the rates of the coded caching schemes corresponding
to QA and QMaN. However, we consider L to be uniform (each
helper cache serves exactly K/Λ users) and compare the rates.
In that case, we have

RA =
SA

FA
=

qm(q − 1)
(

K/Λ
t2+1

)

qm
(

K/Λ
t2

) =
(q − 1)(K/Λ− t2)

t2 + 1
.

Similarly, we have the rate expression corresponding to QMaN

as follows:

RMaN =
SMaN

FMaN
=

(

Λ
t1+1

)(

K/Λ
t2+1

)

(

Λ
t1

)(

K/Λ
t2

)

=
(Λ− t1)(K/Λ− t2)

(t1 + 1)(t2 + 1)
.

Therefore, we have

RMaN

RA
=

Λ− t1
(q − 1)(t1 + 1)

=
q(m+ 1)− (m+ 1)

(q − 1)(m+ 2)

=
m+ 1

m+ 2
=

t1
t1 + 1

.

Even though QA leads to a coded caching scheme with a
slightly higher rate compared to Scheme 2 in [8], there is a
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Fig. 3: (K = 24,Λ = 8,L = (3, 3, . . . , 3),Mh = N/2,Mp, N) coded caching scheme.
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Fig. 4: (K = 24,Λ = 8,L = (10, 4, 2, 2, 2, 2, 1, 1),Mh = N/2,Mp, N) coded caching scheme.

significant gain achieved in the subpacketization number (of
the order of Λtt1−1

1 , t1 ∈ [Λ]).

We consider a coded caching network with K = 24,Λ =
8,L = (3, 3, 3, 3, 3, 3, 3, 3), and Mh/N = 1/2. In Fig. 3a, we
plot the rates of the schemes obtained from QA and QMaN for
different values of Mp/N . Further, in Fig. 3b, we show the
corresponding subpacketization numbers. From the plots, it is
clear that, we gain in subpacketization number by paying in
rate.

Next, we consider a coded caching network with K =
24,Λ = 8,L = (10, 4, 2, 2, 2, 2, 1, 1), and Mh/N = 1/2. In
Fig. 4a, we plot the rates of the schemes obtained from QA and
QMaN for different values of Mp/N . Further, in Fig. 4b, we
show the corresponding subpacketization numbers. From the
plots, it is evident that we gain in subpacketization number by
a factor of around 10. However, the penalty in rate is minimal
(approximately by a factor 7/6).

VI. CONCLUSION

In this work, we introduced a combinatorial structure called
SP-PDA to obtain coded caching schemes for a network where
helper caches and private caches co-exist. The proposed SP-
PDAs describe the helper cache placement, private cache
placement, and the server transmissions in a single array.
Further, we proposed a novel construction of SP-PDAs using
two PDAs. Interestingly, we showed that the permutation
of the columns of the two chosen PDAs will result in SP-
PDAs with different performances. Then, we characterized
the conditions for selecting the best column permutations
of chosen PDAs. Furthermore, the coded caching schemes
resulting from SP-PDAs subsume two coded caching schemes
in [8] as special cases. Additionally, SP-PDAs enable the
construction of coded caching schemes with much smaller
subpacketization numbers compared to the existing schemes,
without paying much penalty in terms of rate.
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APPENDIX A
FINDING S IN AN SP-PDA CONSTRUCTED FROM

MAN PDAS

In this section, we find the number of integers in an SP-
PDA Q obtained from the (Λ,

(

Λ
t1

)

,
(

Λ−1
t1−1

)

,
(

Λ
t1+1

)

) MaN PDA

P1 and the (L1,
(

L1

t2

)

,
(

L1−1
t2−1

)

,
(

L1

t2+1

)

) MaN PDA P2. From
the proof of Theorem 2, we have the number of integers

S =

S1
∑

s=1

φP2
(LξP1

(s)).

Consider the MaN PDA P1. The number of integers present
in the first column of P1 is

(

Λ−1
t1

)

. For those integers, we have

φP2
(LξP1

(s)) = φP2
(L1) =

(

L1
t2 + 1

)

.

In P1, the number of integers which are not present in the
first column and present in the second column is

(

Λ−2
t1

)

. For
those integers, we have

φP2
(LξP1

(s)) = φP2
(L2) =

(

L1
t2 + 1

)

−

(

L1 − L2
t2 + 1

)

.

Similarly, in P1, the number of integers which are not present
in the first n columns and present in the nth column is

(

Λ−n
t1

)

,
where n ∈ [Λ− t1]. For those integers, we have

φP2
(LξP1

(s)) = φP2
(Ln) =

(

L1
t2 + 1

)

−

(

L1 − Ln
t2 + 1

)

.

Since a number appears t1 + 1 times in P1, no new integer
will appear in the columns Λ− t1 + 1,Λ− t1 + 2, . . . ,Λ that
are not present in the columns 1, 2, . . . ,Λ− t1. Therefore, we
have the required expression

S =

Λ−t1
∑

n=1

(

Λ − n

t1

)[(

L1
t2 + 1

)

−

(

L1 − Ln
t2 + 1

)]

.

APPENDIX B
CALCULATION OF SA IN SECTION V

Let P1 be the (q(m + 1), qm, qm−1, qm(q − 1)) PDA
obtained from Construction A in [4]. Also, let P2 be the
(L1,

(

L1

t2

)

,
(

L1−1
t2−1

)

,
(

L1

t2+1

)

) MaN PDA for some t2 ∈ [L1]. The

(K,Λ,L, FA, ZA, Z
(h)
A , SA) SP-PDA QA obtained from P1

and P2 using our construction. In this section, we show that

SA ≤ qm−1(q − 1)
(

∑q
n=1

(

L1

t2+1

)

−
(

L1−Ln

t2+1

)

)

.

By the construction of P1 ([4]), we can partition the set
of integers [qm(q − 1)] into q sets Sn, n ∈ [q], where |Sn| =
qm−1(q − 1), for every n ∈ [q]. Also, we have ξP1

(s1) = n
for every s1 ∈ Sn. For an integer s1 ∈ Sn, we have

φP2
(LξP1

(s1)) = φP2
(Ln) =

(

L1
t2 + 1

)

−

(

L1 − Ln
t2 + 1

)

since P2 is the (L1,
(

L1

t2

)

,
(

L1−1
t2−1

)

,
(

L1

t2+1

)

) MaN PDA. There-
fore, we have the required expression

SA = qm−1(q − 1)

q
∑

n=1

[(

L1
t2 + 1

)

−

(

L1 − Ln
t2 + 1

)]

.
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