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Abstract—The quality of wireless communication will directly
affect the performance of federated learning (FL), so this
paper analyze the influence of wireless communication on FL
through symbol error rate (SER). In FL system, non-orthogonal
multiple access (NOMA) can be used as the basic communi-
cation framework to reduce the communication congestion and
interference caused by multiple users, which takes advantage
of the superposition characteristics of wireless channels. The
Minimum Mean Square Error (MMSE) based serial interference
cancellation (SIC) technology is used to recover the gradient of
each terminal node one by one at the receiving end. In this
paper, the gradient parameters are quantized into multiple bits
to retain more gradient information to the maximum extent and
to improve the tolerance of transmission errors. On this basis,
we designed the SER-based device selection mechanism (SER-
DSM) to ensure that the learning performance is not affected by
users with bad communication conditions, while accommodating
as many users as possible to participate in the learning process,
which is inclusive to a certain extent. The experiments show
the influence of multi-bit quantization of gradient on FL and
the necessity and superiority of the proposed SER-based device
selection mechanism.

Index Terms—Federated learning, multi-bits quantization,
symbol error rate, device selection mechanism

I. INTRODUCTION

The centralized Federated Learning (FL) architecture allows
distributed devices to compute local model updates from local
data sets and then achieve convergence of learning network
by interacting with a parameter server (base station (BS) as
the parameter server in this article) iteratively [1]. However,
due to the limitation of communication resources, wireless
communication conditions become one of the decisive factors
of quality of FL network [2]. Non-orthogonal multiple access
(NOMA) technology can effectively alleviate the communi-
cation congestion caused by multiple users in FL by means
of multi-user parallel transmission [3]. In addition, the serial
interference cancellation based on minimum mean square error
(MMSE-SIC) in this paper can recover the local gradient
parameters uploaded by each user while eliminating inter-user
interference.

In this paper, the symbol error rate (SER) [4] of each
device in gradient transmission is used as the bridge between
wireless communication and FL network, which reflects the
influence of communication factors (such as quantization and
modulation mode) on FL performance. This paper proposes
an inclusive SER-based device selection mechanism (SER-
DSM), which alleviates the straggler problem caused by the
heterogeneity of user communication conditions in FL [5].
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The device selection mechanism proposed by [6] based on
packet error rate [7], that is, the parameter server will reject
the data uploaded by the user who makes any error in gradient
parameters, has improvement on FL performance to some
extent compared to not selecting the user, but it may still
produce data waste and lack inclusiveness. The selection
mechanism proposed in this paper allows more users with less
than acceptable SER to participate in FL updates, which not
only avoids data waste, but also gets better FL performance.
The FL convergence based on SER-DSM is further analyzed,
and the feasibility is verified theoretically.

The basis of the inclusive device selection mechanism
proposed in this paper is that the user device as the sender
performs multi-bit quantization of the local model param-
eters. Compared with the one-bit scheme [8], the multi-bit
quantization scheme has a higher fault tolerance rate and can
make the transmitted symbol contain more information about
the parameter gradient, which is conducive to the learning
network. Experiments analysis the effects of different order of
quantization/modulation schemes on FL performance firstly,
and then the necessity and superiority of SER-DSM proposed
in this paper are demonstrated.

II. SYSTEM MODEL

We consider a FL system consisting of K intelligent de-
vices and one BS equipped with N antennas. The number
of devices selected to participate in the model training is
K of K (1 ≤ K ≤ K). The set of selected devices is
indexed by k = {1, 2, . . . , K}. The k-th device has its own
local data set of size Dk, consisting of labeled data samples
{(xk, yk)} ∈ Dk, where xk ∈ Rd denotes the input unlabeled
data vector of the FL algorithm and yks ∈ R the associated
label (output of xk). The size of xk depends on the specific
FL task. For simplicity, we consider an FL algorithm with a
single output. A vector wk is defined to capture the parameters
related to the local FL model that is trained by xk and yk.

A. FL System

This paper uses the traditional FL update process. The local
model parameter of the k-th user in the n-th communication
round can be updated via gradient descent based on

w
[n+1]
k = w

[n]
k − λ · g[n]

k , (1)

where λ denotes the learning rate and g is gradient of local
sample loss. Then FL aggregates the local gradient parameters
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via FedAvg [9]. If the local model parameter can be transmit-
ted reliably to the BS, the global model parameter would be
calculated with relative precision as

w[n+1] =
1

D

K∑
k=1

Dkw
[n+1]
k . (2)

The process in the n-th communication round keeps iterat-
ing until the convergence condition is satisfied. Since all of the
local FL models are transmitted over wireless communication,
they may contain erroneous symbols due to the unreliable
nature of the wireless channel, which will have a significant
impact on the performance of FL.

B. Communication System based on NOMA

Transmission process: We assume a block fading channel
model, where the channel coefficients remain invariant during
the whole FL training process. Let hk ∈ CN denote the
direct k-th-device to BS channel coefficient vector, and the
amplitudes are assumed to be independent Rician random
variables. We assume perfect channel state information (CSI)
at the BS and devices.

In digital communication, each device needs to use a limited
number of digital symbols to transmit the local gradients,
which requires each device to quantify each local gradient
parameter symbol into a sequence of 1 bit or multiple bits of
digital symbols at each training round. For the 1-bit quanti-
zation scheme [10], although the transmission efficiency can
be greatly improved, the receiver can not accurately recover
the original local gradient parameters, which is not desirable
in some scenarios requiring high precision. In this paper, the
local gradient parameters are quantized into multiple bits,
so that the receiver can accurately recover the original local
gradient parameters from each user. In addition, this scheme
will also effectively improve the fault tolerance of transmission
compared to that of 1-bit quantization. Specifically, if the
transmission error occurs in the low region of the multi-bit
string, the gradient parameters recovered by the receiver are
not much different from the real values. When the aggregation
method with the average character is used in FL, this deviation
will be further reduced, which will provide the possibility
for FL to accommodate more participants. In fact, the device
selection mechanism proposed in Section III of this paper is
based on this.

In the model aggregation of the n-th training round, we
denote the coded signal sequences from the active devices by

x
[n]
k =

[
x
[n]
k,1, x

[n]
k,2, . . . , x

[n]
k,q

]T
, k ∈ K, where q is the size

of parameter. We note that, x[n]
k,i is a code set of bsignal bits.

Each of the bsignal-bits-code sequence is modulated into a
M -ary QAM symbol element (where M = 2bmod , bsignal =
α ·bmod, α > 0 is a positive integer), which is denoted as s[n]k,i.
Thus, the channel input vector of the k-th device is s

[n]
k =[

s
[n]
k,1, s

[n]
k,2, . . . , s

[n]
k,q

]T
.

Receiving mechanism: The received signal in time slot d
at the BS is denoted by

y[n] [d] =

K∑
k=1

hkpks
[n]
k [d] + n

[n]
0 [d] , (3)

where pk ∈ C is the transmitter scalar of the k-th-device, and
n

[n]
0 [d] ∈ CN×1 is the additive white Gaussian noise (AWGN)

vector of the channel with the entries following the distribution
of CN

(
0, σ2

n

)
.

Since all the devices are served by entire bandwidth simul-
taneously, the user detection and interference management are
essential issues for the hybrid signals. In this paper, MMSE-
SIC is used in the receiver to perform the detection of multi-
user mixed signals. With the help of the SIC technique, the
BS can first demodulate the signals of relatively strongest user
in a successive order to remove the interference, and then it is
able to obtain the superposed signal of weak devices. By doing
so, BS could separate the mixed signals and eliminate interfer-
ence before performing global model aggregation. The block
diagram of communication system in this paper is illustrated
in Fig. 1. We assume symbol-level synchronization among the
transmitted devices through a synchronization channel.

Fig. 1: Federated learning under the NOMA computation
framework.

III. DEVICE SELECTION MECHANISM AND ANALYSIS OF
CONVERGENCE BASED ON SER

A. Device Selection Mechanism

In this paper, we discuss the average symbol error rate
(SER) of the gradients of the k-th device through multi-path
fading channel with AWGN and MAI to characterize the im-
pact of NOMA communication process on model aggregation
performance. The SER of the k-th device can be expressed as

SERk = 1−
(
1− P√

M

)2
, (4)

where P√
M = 2

(
1− 1√

M

)
Q
[

3Eav,k

(M−1)σ2
n

]
and Eav,k/σ2

n

denotes the received symbol SINR. In the process of signal
detection (equalization) at the receiving end, the linear recep-
tion vector of order k is obtained by applying SIC and linear
Minimum Mean Square Error (MMSE) filter, i.e.,

rk = pkh
H
k

(
K∑
s=1

p2shsh
H
s + σ2

nI

)−1

. (5)

In this paper, we choose to use the ranking based on channel
gain to detect the received signal, where the signal interference



to noise ratio of the output of the k-th symbol can be expressed
as

SINRk =
p2k |rkhk|2∑K

i=k+1 p
2
i |rkhi|2 + ∥rk∥2σ2

n

. (6)

Thus, substituting (6) into (4), we can obtain the specific
expression of SERk as shown in (7), where 0 ≤ SERk ≤
1, ∀k ∈ K.

If the error symbols generated by transmission in wk

received by BS are beyond our acceptable range (i.e. trSER ≤
SERk ≤ 1), set C (wk) = 0, otherwise set C (wk) = 1,
where C (wk) describes the degree of data error on BS for
the local model transmitted by the k-th device. In the actual
system, when C (wk) = 0, BS will not use them to update
the global model, and will not require the corresponding user
to re-transmit the local model data, but only update with
the remaining parameters. The advantage of this method is
that under the premise of ensuring communication efficiency,
more users can be accommodated for global model update
to a certain extent. This is in contrast to the case where BS
abandons the user’s data if any error occurs in that user’s
transmitted parameter. Thus, taking into account the symbol
transmission error, the global model can be written as

w =

∑K
k=1 DkakwkC (wk)∑K
k=1 DkakC (wk)

, (8)

where

C (wk) =

{
1, 0 ≤ SERk ≤ trSER

0, trSER ≤ SERk ≤ 1
, (9)

a = [a1, a2, . . . , aK ] is the vector of the user selection index
with ak = 1 indicating that the k-th device performs the FL
algorithm and ak =0 otherwise.

∑K
k=1 DkakC (wk) is the

total number of training data samples, which depends on the
device selection vector a and symbol transmission C (wk).

B. Analysis of FL Convergence

From the above analysis, we know that the performance
of FL algorithm is affected by many aspects, such as device
selection and communication conditions, and we show their
influence through convergence analysis.

Some assumptions for the analysis of FL convergence are
made as follows: (1) the loss function F (w) is a strongly
convex function of the parameter µ > 0; (2) the gradient func-
tion ∇F (w) is uniformly Lipschitz continuous for the model
parameter w; (3) F (w) is second order continuously differen-
tiable; and (4) ∥∇f

(
xs, ys;w

[n]
)
∥2 ≤ ζ1+ζ2∥∇F

(
w[n]

)
∥2,

ζ1, ζ2 ≥ 0. In this paper, the cross entropy function is used as
the loss function, which satisfies the above assumptions. After
mathematical derivation, a theorem about the FL convergence
can be obtained as:

Theorem: given the transmission power p, the device
selection a, the optimal global FL model parameter w∗

(that is, the global FL model obtained assuming with
no transmission errors), and the learning rate λ = 1/L
(L > 0 is the Lipschitz continuity), there is an upper

bound of E
[
F
(
w[n+1]

)
− F (w∗)

]
, i.e. (10). Where Ξk =∑q·trSER

m=0 Cm
q · (SERk)

m · (1− SERk)
q−m, A = 1 − µ

L +
4µζ2
LD

∑K
k=1 Dk · (1− ak · Ξk), D =

∑K
k=1 Dk is the total size

of all user training data, N is the total number of iterations,
and E [·] is to get expectation.

From the theorem, we know that the upper bound of
E
[
F
(
w[n+1]

)
− F (w∗)

]
is mainly related to SER and the

device selection ak. In addition, in order to ensure the con-
vergence of FL, we need to set A < 1. At this point,
lim

N→∞
AN = 0 can be obtained. From assumption (3), we can

get µ < L. So when

4µζ2
LD

K∑
k=1

Dk · (1− ak · Ξk) <
µ

L
, (11)

FL guarantees convergence. From the above analysis, we
can know that the upper bound of E

[
F
(
w[n+1]

)
− F (w∗)

]
converges with rate A when A < 1. In other word, A describes
the rate of convergence of the FL algorithm.

IV. SIMULATION RESULTS

A. Simulation Setup

We use a three-dimensional Cartesian coordinate system to
illustrate the relative position between users and BS involved
in the simulation experiment, as shown in the Fig. 2.

BS is placed at (−50, 0, 10). For the assignment of users,
we consider a uniform distribution of geographical location
and data size: All K devices are uniformly allocated in a
rectangular Region (i.e. Region ≜ {(x, y, 0) : 100 ≤ x ≤
150,−25 ≤ y ≤ 25}), and each device is assigned the same
number of training data samples.

The channel coefficients are given by the small-scale fading
coefficients (following the standard independent and identi-
cally distributed (i.i.d.) Gaussian distribution) multiplied by
the square root of the path loss. Specifically, the free-space
path loss model is adopted for the device-BS direct channels
as

PLDB = GBSGD

(
3× 108

4πfcdDB

)PL

, (12)

where GBS = 5dBi is the antenna gain at the BS; GD =
0dBi is the antenna gain at the devices; fc = 915MHz is the
carrier frequency; PL = 3.76 is the path loss exponent; and
dDB is the distance between the device and the BS.

It is worth mentioning that in the setting, although users
have the same data sample distribution and are evenly dis-
tributed in the same area, this area is far away from BS, so their
channel state may cause errors in the transmission process to
a certain extent, thus affecting FL performance. In this case,
it is necessary to measure the SER of the device and make
the selection of participating devices based on SER. We used
the convolutional neural network to train and test the MNIST
and Fashion-MNIST dataset respectively. The cross entropy
function is used as the loss function of network training.



SERk = 1−

1− 2

(
1− 1√

M

)
Q

√√√√ 3

M − 1
·

p2k |rkhk|2∑K
i=k+1 p

2
i |rkhi|2 + ∥rk∥2σ2

n

2

(7)

E
[
F
(
w[n+1]

)
− F (w∗)

]
≤ 2ζ1

LD

K∑
k=1

Dk (1− ak · Ξk)
1−AN

1−A
+ANE

[
F
(
w[0]

)
− F (w∗)

]
(10)

Fig. 2: Participants Distribution in Simulation Experiment.

(a) MNIST (q=21840) (b) Fashion-MNIST (q=28938)

Fig. 3: The effect of the gradients on FL performance after
transmission with different modulation orders.

B. Effect of Modulation Order on FL Performance

The experiment in this section aims to illustrate the effects
of different modulation orders on FL performance in the case
of multi-bit quantization. As mentioned in Section II, each
floating gradient value to be transmitted will be quantized into
a binary symbol consisting of bsignal bits, then mapped to a
QAM modulation signal of M = 2bmod . If bmod ̸= bsignal
is used as the unit of transmission gradient with the M-
ary modulation symbol, uncontrollable cumulative errors will
occur. In order not to introduce additional errors due to the
mismatch between the quantization level and the modulation
order, we let bmod = bsignal. For exploring the influence
of different quantization levels on FL performance, we can
directly observe the influence of different modulation orders
on FL performance. The experimental results are shown in
Figure 3.

Figure 3(a) shows the results of training and testing on the
MNIST, and Figure 3(b) shows Fashion-MNIST. As can be
seen from the figures, different modulation orders will have
a direct impact on FL performance. For the MNIST, FL can
obtain better accuracy and faster convergence rate when the
gradient is modulated by 4-ary QAM and 8-ary QAM, and
the larger modulation order will produce better performance.
However, for higher order QAM modulation, such as M = 16,
M = 32 and M = 64, FL performance decreases significantly
with increasing modulation order. The reason for this is that,
with the increase of the number of bsignal or bmod, in addition
to making the gradient symbol contain more information, it
may bring more risk of symbol error accumulation due to
code error, thus significantly increasing the symbol error rate
SER, which is unfavorable to FL.

For the Fashion-MNIST, the difference is that the accuracy
of FL is higher when M = 16 than when M = 4and M = 8.
Apart from this, FL performance shows the same trend with
the modulation order as it does with MNIST. The reason for
this is that, first of all, the parameter dimension of the learning
task corresponding to the Fashion-MNIST is larger than that of
MNIST. Secondly, for the same communication system (that
is, the noise and interference conditions remain unchanged),
when the number of gradient symbols to be transmitted
increases, the importance of the information contained in it
will also increase, that is, the more the number of symbols
to be transmitted, the more information the symbols need to
contain, which will offset the cumulative risk of symbol errors
caused by code errors to a certain extent.

To sum up, for FL which quantizes gradient parameters in
multiple bits, it is necessary to select the appropriate quantiza-
tion level and modulation order under the same learning task,
and the quantization level can be appropriately increased but
not too high. When the dimension of the gradient parameter
increases due to the difficulty of the learning task, a relatively
higher quantization series can be appropriately chosen to
quantify the gradient.

C. Device Selection Mechanism

In this section, the accuracy is used to illustrate the necessity
and superiority of the proposed device selection mechanism
training and testing on MNIST (Fig. 4(a)) and Fashion-MNIST
(Fig. 4(b)) respectively. The experiment simulates the follow-
ing benchmarks: 1) Simulates the device selection mechanism
based on packet error rate in [6] (red line); 2) No device



(a) MNIST (q=21840) (b) Fashion-MNIST (q=28938)

Fig. 4: The FL performance under the device selection mech-
anism proposed in this paper.

selection mechanism, that is, all devices are involved in the FL
update process (purple line); 3) Set schemes corresponding to
4 groups of different trSER values (green, black, blue and cyan
lines) according to the device selection mechanism proposed
in this paper.

Firstly, for the convergence rate of FL, in the early stage in
line with the more users involved in the faster the convergence
rate, this is the general knowledge of the law, because the
increase in the amount of data is conducive to the update of
FL. However, both the tr = 1e − 1 (cyan line) benchmark
and benchmark group 2 have more users participating in FL
than the other benchmarks, but the convergence performance
is far worse. This is because although the number of partici-
pating users increases, the communication conditions of these
increased users are bad, resulting in more errors, which is not
conducive to the update of FL. From the above analysis, it
is not difficult to see that the performance of FL increases
first and then decreases with the increase of the number of
participating users, and reaches the best performance when
tr = 1e − 2. Therefore, the device selection mechanism
proposed in this paper is necessary in the case of wireless
communication errors.

Secondly, allowing all users to participate in the FL (that
is, without device selection) is the worst schedule, because it
contains too many users with poor communication conditions,
which will seriously affect the FL update. Meanwhile, the
performance of FL after the SER-DSM is significantly better
than that of base group 1. This is because proposed SER-DSM,
while taking into account the need to reject users with poor
transmission conditions, also takes into account the desire to
accommodate as much data as possible for FL updates, so as
to avoid data waste to the greatest extent. In other words, the
device selection mechanism proposed in this paper is more
inclusive. Finally, from the point of view of communication
noise, we can find that when the noise power is constant, the
more the number of users, the greater the oscillation amplitude
of the FL convergence curve. In addition, after testing with
the Fashion-MNIST dataset, the same change trend was also
obtained.

V. CONCLUSIONS AND FUTURE WORK

This paper analyzes the advantages of multi-bit quantization
of gradient and multi-QAM modulation in FL, and the effects
of the number of quantization bits or modulation order on FL
performance. On the basis of multi-bit quantization, we design
an inclusive SER-DSM, and illustrate the effectiveness through
convergence analysis. Finally, the experiments shows that: 1).
When the gradient is quantized in multi-bit, the number of
quantized bits needs to be determined according to the specific
learning task; 2) Compared with the schedule of no device
selection, the SER-DSM proposed in this paper has a certain
necessity. Meanwhile, it results in better performance for FL
than a device selection mechanism based on packet errors.
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