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#### Abstract

Backflow, or retropropagation, is a counterintuitive phenomenon whereby for a forwardpropagating wave the energy locally propagates backward. In this study, energy backflow has been examined in connection with (a) (2+1)-dimensional unidirectional scalar and vector-valued monochromatic waves; (b) a (2+1)D scalar spatiotemporal wavepacket constructed by using an appropriate temporal frequency spectrum; (c) a scalar closed-form analytical unidirectional version of the Focus Wave Mode - a localized pulse propagating luminally and without spread. Furthermore, an extended class of $(2+1) \mathrm{D}$ and $(3+1) \mathrm{D}$ finite-energy unidirectional spatiotemporally localized wave packets has been derived.


PACS numbers: 03.50.De, $41.20 . \mathrm{Jb}, 42.25 \mathrm{Bs}, 42.25 . \mathrm{Fx}$

## I. I INTRODUCTION

The phenomenon of backflow takes place when some quantity (energy density flow, local momentum, probability flow, etc.) in some spatio-temporal region of a wavefield is directed backward with respect to the directions of all plane-wave constituents of the wavefield. Backflow is a wave phenomenon that may occur in all kinds of wavefields describable by different types of wave equations [1]. Position probability backflow specific to quantum particles, such as electrons, has been termed 'quantum backflow,' and this subject is actively studied (see a review [2] and references therein). Recently, the similarities and differences between quantum backflow and backflow in classical wavefields has been discussed intensively [1, 3 (5].

It has been known for quite a long time that in a superposition of four appropriately polarized and directed electromagnetic plane waves the Poynting vector direction can be reversed with respect to the direction of propagation of the resultant wave and its constituents [6]. A rather prominent energy backflow exhibited in such a quartet of electromagnetic waves was investigated recently in detail [7, 8]. In the physical optics community the energy backflow in sharply focused light has been known more than half a century and has been thoroughly studied theoretically recently [9-11]. In the context of quantum backflow, monochromatic optical fields have been used for recent experimental verification of the effect [12, 13]. Energy backflow in electromagnetic Bessel beams has been analytically demonstrated in [14, 15]; also, in pulsed electromagnetic X waves 16]. Important is the circumstance that the backflow appears only in certain polarization geometries and occurs neither in scalar Bessel beams nor in a scalar X wave. The latter belongs

[^0]to the class of the so-called nondiffracting (nonspreading, propagation-invariant) localized waves (LWs) -also known as space-time wave packets (STWP), especially their 2-dimensional versions-which have been studied intensively during the past thirty years (see, e.g., 17 35]). They constitute spatiotemporally localized solutions to various hyperbolic equations governing acoustic, electromagnetic and quantum wave phenomena and can be classified according to their group velocity as luminal LWs, or focus wave modes (FWM), superluminal LWs, or X waves (XWs), and subluminal LWs. Overviews of theoretical and experimental studies can be found in two edited monographs on the subject 36, 37] and in the recent thorough review article 38].

From the point of view of the backflow phenomenon it is principally crucial whether the plane-wave constituents of the wavepacket propagate only in the positive, say $z$-direction or also backward. In other words, whether the support of the spectrum in the wavenumber space is restricted to the positive half-space only of the $z$ component of the wavevector. In this case the wave - we call it unidirectional - can be launched from an aperture as a freely propagating beam and the very question of energy backflow is meaningful. It must be pointed out that, in general, the group velocity in a wave packet typically differs from the energy velocity, see [39, 40].

In 41] a number of exact localized solutions to the wave equation which are totally free of backward components were found. In 42] a simple analytic expression for a unidirectional finite-energy pulse was determined. However, occurrence of possible backflow was not considered in these papers. Using as an example of a particular version of the expression of a hopfion-like unidirectional pulse, backflow was shown explicitly in [1]. In our work [43] we studied the backflow in scalar-valued and vector-valued generalizations of this propagation-variant (focusing) pulse. Additional generalizations of the unidirectional hopfion-like propagation-variant finite-energy pulses have been introduced by Lekner in 44].

The aim of this paper, which is in a sense a follow-up to [43], is to study the phenomenon of energy backflow in a new $(2+1)$-dimensional unidirectional field, in a unidirectional version of a well-known propagation-invariant localized wave, and to find new expressions for an extended class of unidirectional waves.

The paper is organized as follows. In the next section we introduce a new solution to the Helmholtz equation in two dimensions-an exceptional successful result of our search for closed-form expressions of unidirectional monochromatic wavefields. The corresponding harmonically time-dependent wave field turns out to possess rather remarkable backflow. It is known that a spherically symmetric monochromatic 3-dimensional standing wave transforms to a propagation-invariant subluminal LW if observed from another inertial reference frame - to the so-called deBroglie-MacKinnon (dBM) pulse [45], [24], [27]. Lorentz transformations of our solution results in a $(2+1)$-dimensional version of the dBM pulse, the backflow in which we consider at the end of the section.

In Section III we consider the space-time wave packet formed from the monochromatic constituents introduced in the preceding section. Our interest in the $(2+1) D$ field was motivated by three reasons: (i) it is an exceptional novel solution, (ii) launching of a 2-dimensional version of the dBM pulse and (iii) realization of Lorentz boosts of $(2+1) \mathrm{D}$ space-time wavepackets were experimentally demonstrated recently [46], (see also [47]), 48].

Section IV is devoted to the backflow in the so-called focus wave mode (FWM) - a luminal pulse (i.e., its group velocity is $c$ in empty space) propagating without spreading, which is the most investigated LW in the literature. The FWM possesses a simple closed-form expression but has considerable contributions from backward propagating ('non-causal') plane wave constituents and is therefore non-interesting from the point of view of backflow study. Fortunately, although not simple but still a closedform expression for a unidirectional version of FWM has been found [49] which has a remarkable backflow as will be shown in Section III.

In Section $V$ we present new $(2+1) D$ and $(3+1) D$ closed-form expressions for an extended class of finiteenergy unidirectional waves.

## II. A (2+1)-DIMENSIONAL UNIDIRECTIONAL MONOCHROMATIC WAVE

In this section we consider 2-dimensional monochromatic waves of frequency $\omega=c k$, and therefore start with a general solution to the 2D Helmholtz equation independent of the $y$-coordinate

$$
\begin{align*}
W(x, z) & =\int d k_{x} e^{-i k_{x} x}  \tag{1}\\
& \times \int d k_{z} e^{-i k_{z} z} \delta\left(k_{x}^{2}+k_{z}^{2}-\frac{\omega^{2}}{c^{2}}\right) G\left(k_{x}, k_{z}\right) \\
& =\int_{-\omega / c}^{\omega / c} d k_{z} e^{-i k_{z} z} \frac{\cos K x}{K} G\left(k_{z}\right)
\end{align*}
$$

Here, $k_{x}$ and $k_{z}$ are corresponding components of the wave vector $\mathbf{k}$, and delta is the Dirac delta function which takes into account the dispersion relation. Resolving and integrating with respect to $k_{x}$ results in the band-limited Fourier transform of the product $G\left(k_{z}\right) K^{-1} \cos K x$, where $K=\sqrt{\omega^{2} / c^{2}-k_{z}^{2}} \equiv \sqrt{k^{2}-k_{z}^{2}}$ and $G\left(k_{z}\right)$ is a spectral amplitude function. If $G\left(k_{z}\right)=$ const $=\pi^{-1}$ (for normalization), the Fourier transform is well-known and we get finally

$$
\begin{equation*}
W_{0}(x, z)=J_{0}\left(\frac{\omega}{c} \sqrt{x^{2}+z^{2}}\right)=J_{0}(k \rho) \tag{2}
\end{equation*}
$$

where $J_{0}$ is the the 0 -th order Bessel function of the first kind, and in the last equality the radial coordinate $\rho=$ $\sqrt{x^{2}+z^{2}}$ of the cylindrical system has been introduced (see also [47]). Thus, the field has cylindrical symmetry with respect to the axis $y$. The symmetry results from the omnidirectional angular spectrum.

## A. A new unidirectional wave

Our aim is to find an analytic (closed-form) expression of a unidirectional wave. This means that in Eq. (1) the condition $G\left(k_{z}\right)=0$ must be fulfilled for $k_{z}<0$ or $G\left(k_{z}\right)=\theta\left(k_{z}\right) \theta\left(k-k_{z}\right) G\left(k_{z}\right)$, where $\theta($.$) is the Heaviside$ unit step function. The only closed-form expression for the integral with a unidirectional spectrum we could find was a combination of cosine and sine transforms with respect to $k_{z}$ in 50], Sect.1.7, Eq. (46) and Sect. 2.7, Eq. (32), viz.,

$$
\begin{align*}
W(x, z) & =\mathcal{F}_{\cos }\left\{\theta\left(k-k_{z}\right) \frac{\sqrt{k} \cos \left(x \sqrt{k^{2}-k_{z}^{2}}\right)}{\sqrt{k_{z}} \sqrt{k^{2}-k_{z}^{2}}}\right\}  \tag{3}\\
& +i \mathcal{F}_{\sin }\left\{\theta\left(k-k_{z}\right) \frac{\sqrt{k} \cos \left(x \sqrt{k^{2}-k_{z}^{2}}\right)}{\sqrt{k_{z}} \sqrt{k^{2}-k_{z}^{2}}}\right\},
\end{align*}
$$

which yields the following expression with Bessel functions of fractional orders

$$
W(x, z)=C \sqrt{k|z|}\left\{\begin{array}{c}
J_{-\frac{1}{4}}\left[\frac{k}{2}\left(\sqrt{x^{2}+z^{2}}-x\right)\right]  \tag{4}\\
\times J_{-\frac{1}{4}}\left[\frac{k}{2}\left(\sqrt{x^{2}+z^{2}}+x\right)\right] \\
+i \operatorname{signum}(z) \\
\times J_{\frac{1}{4}}\left[\frac{k}{2}\left(\sqrt{x^{2}+z^{2}}-x\right)\right] \\
\times J_{\frac{1}{4}}\left[\frac{k}{2}\left(\sqrt{x^{2}+z^{2}}+x\right)\right]
\end{array}\right\}
$$

Here, in order to ensure normalization of the field to unity at the origin, we have introduced the constant $C=\Gamma(3 / 4)^{2} / 2 \approx 0.75$, where $\Gamma$ is the gamma-function. The factor $\sqrt{k}$ has been introduced into the spectrum in Eq. (3) for making $W(x, z)$ dimensionless. It is important to notice that as the arguments of the Bessel functions are non-negative, they have no imaginary parts and a simple complex conjugation symmetry holds $W(x, z<$ $0)=W^{*}(x, z>0)$ in accordance with Eq. (11) if there the lower integration limit is set to zero and $G\left(k_{z}\right)$ is a real-valued function.

Since $J_{-\frac{1}{4}}(z)$ diverges at $z=0$, Eq. (4) is not suitable for expressing the field along the axis $x$. Instead, we evaluated the corresponding integral

$$
\begin{equation*}
W(x, 0)=\sqrt{k} \int_{0}^{k} d k_{z} \frac{\cos K x}{\sqrt{k_{z}} K}=\int_{0}^{\pi / 2} d \phi \frac{\cos (k x \sin \phi)}{\sqrt{\cos \phi}} . \tag{5}
\end{equation*}
$$

The second integral results form the variable transformation $k_{z}=k \cos \phi$. We see that the angular spectrum, or the density of directions of the plane-wave constituents, varies as $1 / \sqrt{\cos \phi}$ and is infinitely strong for the plane waves falling perpendicularly to the axis $z$ while the integral of the spectrum is finite. This is analogous to the case of the field of two superposed plane waves falling under the angle $\phi_{0}$ onto the axis $z$ when the spectrum is $\delta\left(\phi-\phi_{0}\right)$, i.e., diverging, but the field turns out to be finite. The other diverging factor in Eq. (1), $K^{-1}=\left(k^{2}-k_{z}^{2}\right)^{-1 / 2}=(k \sin \phi)^{-1 / 2}$ takes into account the infinite growth of density of plane wave directions per $d k_{z}$ if $k_{z} \rightarrow k$, but it cancels out in the change of the integration variable to $\phi$.

The last integral in Eq. (5) has the following analytic solution

$$
\begin{equation*}
W(x, 0)=C\left(\frac{k x}{2}\right)^{\frac{1}{4}} \frac{3 J_{\frac{3}{4}}(k x)-2 k x J_{\frac{7}{4}}(k x)}{\Gamma\left(\frac{3}{4}\right) k x} . \tag{6}
\end{equation*}
$$

We evaluated and checked the correctness of Eqs. (4) and (6) with the help of three different software packages for scientific computations, also by direct numerical integration of Eq. (3), as well as by subjecting the field to the Helmholtz equation.

The modulus squared of the wavefunction given by Eqs. (4), (6) is plotted in Fig. 1. As it is obvious from Eq. (4), the real part of $W(x, z)$ is even and the imaginary part is odd with respect to the variable $z$, and both are even with respect to $x$. Therefore $W(x, 0)$ must be also even with respect to $x$ and purely real irrespective of the sign of $x$. The latter features are not directly seen from Eq. (6) but an analysis proves their trueness.

To our best knowledge, the unidirectional 2D monochromatic wavefunction given in Eq. (4) is studied here for the first time.


FIG. 1. Plot of the modulus squared $|W(x, z)|^{2}$ with $k=2 \pi$. The black line corresponds to $|W(x, 0)|^{2}$.

## B. Backflow in the unidirectional scalar wave

To get a full space-time wavefunction, the time exponential factor $\exp (-i k c t)$ must be added to the spatial functions. In the case of Eq. (2) this results in a cylindrical standing wave. However, Eq. (4) is a complexvalued function, i.e., contains a non-zero phase which with the time exponent results in a propagating phase. We found the phase velocity along the axis $z$ by evaluating $\Phi(z)=\arctan [\operatorname{Im} W(0, z) / \operatorname{Re} W(0, z)]$. The phase $\Phi(z)$ turned out to be in good approximation linear with respect to $z$ : the first term in the series expansion at $z=0$ is $2 \pi^{-2} \Gamma(3 / 4)^{4} k z \approx 0.457 k z$ while the next term is $-0.0013(k z)^{3}$, i.e., much smaller at least if $k z \leq 2 \pi$. Hence, the phase velocity $v_{p h} \approx 2.2 c$ and this value does not depend on the value of the wave vector $k$. This can be understood if one notices that in the case of angular spectrum $(\cos \phi)^{-1 / 2}$ the average angle is about 1 rad and a plane wave falling onto the $z$-axis under such angle has the superluminal phase velocity just about $2 c$ along the $z$-axis.

Our unidirectional wave undergoes propagation and it makes sense to calculate the energy flow using the following definitions for the Poynting vector and the energy density of a complex scalar field:

$$
\begin{align*}
\mathbf{P} & =-\frac{1}{2}\left(\partial_{c t} \Psi^{*}\right)(\nabla \Psi)-\frac{1}{2}\left(\partial_{c t} \Psi\right)\left(\nabla \Psi^{*}\right)  \tag{7}\\
u & =\frac{1}{2}\left(\partial_{c t} \Psi\right)\left(\partial_{c t}^{*} \Psi\right)+\frac{1}{2}(\nabla \Psi) \cdot\left(\nabla \Psi^{*}\right) \tag{8}
\end{align*}
$$

The energy velocity is defined as $\mathbf{V}=\mathbf{P} / u$. For the field $\Psi(x, z, t)=W(x, z) \exp (-i k c t)$ the $z$-component of the Poynting vector is shown in Fig. 2.

The dimensionless wave vector $k=\pi$, and, correspondingly, the length unit is half of the wavelength $\lambda=2 \pi / k=2$. The time instant $c t=0.5$. However, in


FIG. 2. a, spatial dependence of the $z$-component of the Poynting vector of the complex-valued field $\Psi(x, z, t)=$ $W(x, z) \exp (-i k c t)$ according to Eq. (7). b, the same for its negative values (backflow). $k=\pi$. Vertical axes have been normalized to unity at maximum of $P_{z}$
. Notice, that, unlike Fig. 1, the plots cover only the positive $z$-axis.
distinction from the case of the real versions of the field $\operatorname{Re}\{\Psi(x, z, t)\}$ and $\operatorname{Im}\{\Psi(x, z, t)\}$, neither the Poynting vector nor the energy density of the complex-valued field $\Psi(x, z, t)$ depend on time as is true of monochromatic wave fields in general. The dimensionless coordinates allow to adopt easily the plots for optical, microwave or acoustic frequency ranges. For example, if we took the length unit equal to $0.25 \mu \mathrm{~m}$, the wavelength would be $0.5 \mu \mathrm{~m}$, which is in the middle of the optical region, and the time instant $c t=0.5$ would correspond to $t \approx 0.4$ femtosec.

The plots in Fig. 2 and 3 demonstrate remarkable backflow-up to $5 \%$ from the maximal forward flow. As Fig. 3a shows, in the backflow maximum region with coordinates $(0,1.6)$ the backflow velocity reaches about


FIG. 3. a, contour plot of the energy density according to Eq. (8) superimposed by the vector field plot of the energy velocity $\mathbf{V}$, the color bar showing values of the velocity in the range $0 \ldots c$, where $c=1$ is the speed of light (or sound in the case of acoustical wave). b, 2D intersections of the plot Fig. 2a of the $z$-component of the Poynting vector.
$80 \%$ of $c$. We do not present the plots here, but the same holds for wavefields $\operatorname{Re}\{\Psi(x, z, t)\}$ and $\operatorname{Im}\{\Psi(x, z, t)\}$, the backflow being even somewhat stronger in the latter. The Poynting vector and energy density of a complexvalued field are vectorial sums of those of its real and imaginary constituents fields, but if the regions of backflow in the two constituents do not overlap, mutual cancellation takes place and weaker backflow may disappear.

## C. Backflow in the unidirectional vector-valued wave

We used the same procedure of computing the Poynting vector and energy density of the electromagnetic field corresponding to a scalar field as in our previous paper [43]. Shortly, the scalar field $\Psi(x, z, t)=$


FIG. 4. a, spatial dependence of the $z$-component of the Poynting vector of the electromagnetic field. $b$, the same for its negative values (backflow). See also caption of Fig. 2.
$W(x, z) \exp (-i k c t)$ was ascribed to the $z$-component of the Hertz vector $\vec{\Pi}=\Psi(x, z, t) \vec{e}_{z}$, from which the Riemann-Silberstein vector

$$
\begin{equation*}
\vec{F}=\nabla \times \nabla \times \vec{\Pi}+(i / c) \nabla \times(\partial \vec{\Pi} / \partial t) \tag{9}
\end{equation*}
$$

was obtained. In turn, the latter is related to the Poynting vector as $\vec{P}=\vec{E} \times \overleftarrow{H}=-i \vec{F} \times \vec{F}^{*}$. The results are presented in Figs. 4 and 5.

A stronger backflow can be noticed. This is in agreement with earlier observation that polarization may enhance the backflow [7, 8, 16]. We draw attention to the vortices of the velocity vector field in the right corners of Fig. 5a.
(a)

(b) $\quad \mathrm{z}=2.0-\mathrm{z}=2.1-\mathrm{z}=2.2-\mathrm{z}=2.3$


FIG. 5. a, contour plot of the energy density $\vec{F} \cdot \vec{F}^{*}$ superimposed on the vector field plot of energy velocity. $b$, plots of the z -component of the Poynting vector. $\mathrm{b}, 2 \mathrm{D}$ intersections of the plot Fig. 4 a of the $z$-component of the Poynting vector.

## D. Relativistic boosting-2D deBroglie-MacKinnon pulse

Another way to get a time-dependent wave from a localized solution of the Helmholtz equation is the Lorentz transformation of the variables $z$ and $t$ of a monochromatic wave, which results in a subluminally propagating pulse. In the case of the 3D spherically symmetric standing wave given by $\sin \left(k \sqrt{x^{2}+y^{2}+z^{2}}\right) / k \sqrt{x^{2}+y^{2}+z^{2}} \exp (-i k c t)$, this procedure leads to the de Broglie-MacKinnon (dBM) pulse [24], 27], and in the case of the cylindrically symmetric wavefunction in Eq. (2) - to a 2 D version of the dBM pulse. Lorentz transforming of $z$ and $t$ in $W(x, z) \exp (-i k c t)$ leads also to a subluminal pulse. However, the backflow effect in such field is weaker the closer is the pulse group velocity to the speed of light, and we do not present the plots here. The reason is due to the relativistic aberration effect; the propagation directions
of the plane wave constituents are compressed towards the axis $z$ and away from the perpendicular to it (see Fig. 10 in [27]), while the contribution of a plane wave constituent in the backflow has the tendency to grow with the angle of inclination of its direction with respect to the axis $z$ [8]. On the other hand, one might suppose that due to the aberration effect the ring-shaped support of the spectrum of a dBM pulse becomes stretched along the $k_{z}$-axis into an ellipse which no longer extends to the negative values of $k_{z}$. However, under the Lorentz transformation the most negative value of $k_{z}=-k$ becomes $k_{z}^{\prime}=\left(1-v^{2} / c^{2}\right)^{-1 / 2}(v / c-1) k$, i.e , it cannot become positive at any realistic boosting speed $v$.

## III. A (2+1)-DIMENSIONAL UNIDIRECTIONAL SPACE-TIME WAVE PACKET

A closed-form analytical solution seems relatively difficult to obtain by using an appropriate superposition of the $(2+1) \mathrm{D}$ solution in Eq. (4) over the wavenumber $k$. The same can be said of Lekner's $(3+1)$ D monochromatic unidirectional solution [51]. However, this does not mean that $(2+1) \mathrm{D}$ or $(3+1) \mathrm{D}$ spatiotemporally localized unidirectional closed-form solutions do not exist.

Indeed, the monochromatic $(2+1) \mathrm{D}$ field $\Psi(x, z, t)=$ $W(x, z) \exp (-i k c t)$ can be integrated over $k$ using the spectrum $\exp (-a k) \sqrt{a / k}$, where $a>0$ is the pulsewith parameter, with the help of the table integral 6.612-3 in [52] (see also note to Ref. [52]). The result turns out to be a closed-form expression with the Legendre functions of the second kind $Q_{\nu}($.$) , and for z>0$ it reads

$$
\begin{align*}
& \Phi(x, z, t)= \\
& \quad=\sqrt{\frac{\pi a}{2 z}} Q_{-\frac{3}{4}}\left(2 z^{-2}\left[x^{2}+\frac{1}{2} z^{2}+(a+i c t)^{2}\right]\right) \\
& \quad+i \sqrt{\frac{\pi a}{2 z}} Q_{-\frac{1}{4}}\left(2 z^{-2}\left[x^{2}+\frac{1}{2} z^{2}+(a+i c t)^{2}\right]\right) \tag{10}
\end{align*}
$$

The special functions $Q_{\nu}($.$) with complicated arguments$ make the solution rather cumbersome but still it is analytical and allows taking derivatives needed for calculation of the Poynting vector, as well as electromagnetic fields. To our best knowledge, the expression in Eq. (10) of a $(2+1) \mathrm{D}$ unidirectional time-space wave packet is published here for the first time.

At the instant $t=0$ the pulse is narrow in the $x$ direction, see Fig. 6a. With time it acquires a crater-like shape, radius of the circular edge of which increases with the speed of light (Fig. 6b). Since the angular spectrum is the strongest in directions perpendicular to the axis $z$, the "crater" developes on the "ridge" along the $z$-axis.



FIG. 6. Square modulus of the wave packet in Eq. (10) at (a) $t=0$ and (b) $t=8 . a=1 / 2, c=1$.

The $z$-component of its Poynting vector evaluated according to the real-valued version of Eq. (77) is depicted in Fig. 7. The forward energy flow is the strongest along the edge of the "crater". The backflow is of the same order of magnitude as in the case of the monochromatic field.


FIG. 7. a, spatial dependence of the $z$-component of the Poynting vector of the real part of field $\Phi(x, z, t)$. b , the same for its negative values (backflow). Notice, that the plots cover only the positive $z$-axis. $t=8, a=1 / 2, c=1$

## IV. A (3+1)D UNIDIRECTIONAL VERSION OF THE LUMINAL FOCUS WAVE MODE

The rather complicated closed-form expression for a unidirectional version of FWM, which contains Lommel functions of two arguments, has been derived in [49]. The field of the pulse can be written in cylindrical coordinates as the following difference:

$$
\begin{equation*}
U_{k_{1}, \infty}(\rho, z, t)=U_{k_{0}, \infty}(\rho, z, t)-U_{k_{0}, k_{1}}(\rho, z, t) \tag{11}
\end{equation*}
$$

Here $U_{k_{0}, \infty}(\rho, z, t)$ is the known expression of the FWM which is obtained by superposing all Bessel-beam constituents with wavenumbers $k$ from the minimal value $k_{0}$ up to infinity. This means that in the superposition the corresponding integration for the $z$-component of the wavenumber runs over the range $k_{z} \in\left(-k_{0}, \infty\right)$, i.e, the FWM contains considerable contribution from the backward-propagating constituents. Eq. (11) states that if we substract from the FWM a field obtained as a super-


FIG. 8. The real part (upper surface plot) and the modulus (pseudocoloured contour plot on the basal plane) of the wavefunction of the unidirectional FWM $U_{k_{1}, \infty}(\rho, z, t)$ in dependence on the coordinate z (increasing from the left to the right) and on a transverse coordinate $x= \pm \rho$. The distance between the grid lines on the basal plane $(x, z)$ is $4 \lambda_{1}$, $\lambda_{1}=2 \pi / k_{1}$. Pulsewidth parameter $z_{0}=2 \lambda_{1} / \pi$, time instant $t=0$. Reproduced from 49].
position of the constituents with $k$ from $k_{0}$ up to a value $k_{1}$ which corresponds to nonnegative $k_{z}$, then we get the expression of the unidirectional field $U_{k_{1}, \infty}(\rho, z, t)$ we are looking for. The subtracted field $U_{k_{0}, k_{1}}(\rho, z, t)$ is the one which is expressed in terms of the Lommel functions. Choosing $k_{1}=2 k_{0}$, the integration for the $z$-component runs over the range $k_{z} \in(0, \infty)$, i.e., the difference field $U_{k_{1}, \infty}(\rho, z, t)$ contains all forward-progating Bessel-beam constituents 49].

The field $U_{k_{1}, \infty}(\rho, z, t)$ is depicted in Fig. 8. In $U_{k_{0}, \infty}(\rho, z, t)$ the backward propagating Bessel-beam constituents have the strongest weigth and, correspondingly, the phase of the field propagates backward along the axis $z$, i.e., in opposite direction with respect to the pulse's (group) velocity (see animations in Suppl. Mat. of Ref. 49]). In $U_{k_{1}, \infty}(\rho, z, t)$ the strongest weigth belongs to the plane wave constituents propagating nearly perpendicularly with respect to the axis $z$ and, correspondingly, the equiphasal surfaces are cylinders coaxial with respect to the axis $z$, which have radial period about $\lambda_{1}=2 \pi / k_{1}$ as seen in Fig. 8.

Fig. 9 depicts the $z$-component of the Poynting vector of the real scalar-valued field $\Phi=\operatorname{Im}\left\{U_{k_{1}, \infty}(\rho, z, t)\right\}$, which has been calculated with the help of the real-valued version of Eq. (7) $\left.\mathbf{P}=-\left(\partial_{c t} \Phi\right)(\nabla \Phi\}\right)$. As seen in Fig. 9, there are two strongest backflow maxima-about $3 \%$ of the peak values of forward flow-in the progation axis $z$. Backflow peaks in the field $\operatorname{Re}\left\{U_{k_{1}, \infty}(\rho, z, t)\right.$ are by an order of magitude weaker at $t=0$ but become pretty much similar to those in Fig. 9 for a shifted time instant $c t= \pm 0.25$ which corresponds to $\pm 1 / 4$ of the period $T=$ $2 \pi / c k_{1}$. This is understandable, since such a quartercycle temporal shift not only moves the pulse along the $z$-axis with velocity $c$ but also transforms the field $\operatorname{Re}\left\{U_{k_{1}, \infty}(\rho, z, t)\right.$ approximately into $\operatorname{Im}\left\{U_{k_{1}, \infty}(\rho, z, t)\right.$ and vice versa.


FIG. 9. a, spatial dependence of the $z$-component of the Poynting vector of $\operatorname{Im}\left\{U_{k_{1}, \infty}(\rho, z, t)\right\}$. b, the same for its negative values (backflow). $\zeta \equiv z-c t, k_{0}=\pi, k_{1}=2 \pi$, $c=1, t=0$. Notice that the orientation of the 3D plots differs from that of preceeding figures.

## V. AN EXTENDED CLASS OF

FINITE-ENERGY (2+1)D AND (3+1)D UNIDIRECTIONAL SPATIOTEMPORALLY LOCALIZED WAVES

It was pointed out in Section II that the unidirectional ('causal') monochromatic $(2+1) \mathrm{D}$ solution $\Psi(x, z, t)=$ $W(x, z) \exp (-i k c t)$ is unique. An interesting question is whether the same applies to $(3+1) \mathrm{D}$ monochromatic solutions and to space-time packets. To answer this question, we start with the following Fourier synthesis of a general solution of the homogeneous scalar wave equation in $(3+1) \mathrm{D}$ free space.

$$
\begin{aligned}
\psi(\rho, \phi, z, t) & =\exp (i m \phi) \int_{0}^{\infty} d k \exp (-i k c t) \int_{0}^{k} d k_{z} \\
& \times \exp \left(i k_{z} z\right) J_{m}\left(\rho \sqrt{k^{2}-k_{z}^{2}}\right) F(k, k z)
\end{aligned}
$$

For $m=0$ and and using the spectrum $F\left(k, k_{z}\right)=$ $\delta\left(k-k_{0}\right) k_{z} \exp \left(b k_{z}\right)$ Lekner [51] has derived a $(3+1) \mathrm{D}$ monochromatic unidirectional wave expressed in terms of Lommel functions. Energy backflow is present, but it is very weak.

Under the constraint $k_{z}=k \cos \theta$ in Eq. (12), we obtain

$$
\begin{align*}
& \psi(\rho, \phi, z, t)=\exp (i m \phi) \int_{0}^{\infty} d k J_{m}(\rho k \sin \theta) \\
& \quad \times \exp \{-i k \cos \theta[z-(c / \cos \theta) t]\} F_{1}(k) \tag{13}
\end{align*}
$$

This is a superposition of causal monochromatic Bessel beams propagating along the z-direction with the superluminal speed $v=c / \cos \theta$. These Bessel beams exhibit energy backflow only at a vector-valued level [15]. Using the spectrum $F(k)=\exp (-k a \cos \theta) k^{m}$ in Eq. (13) gives rise to the infinite-energy unidirectional m-order azimuthally asymmetric X wave

$$
\begin{align*}
& \psi(\rho, \phi, z, t)=\left(2^{m} / \sqrt{\pi}\right) \Gamma(m+1 / 2) \\
& \quad \times \frac{\exp (i m \phi) \rho^{m}}{\left(\rho^{2} \sin ^{2} \theta+\cos ^{2} \theta(a+i(z-c t / \cos \theta))^{2}\right)^{m+\frac{1}{2}}} \tag{14}
\end{align*}
$$

which exhibits energy backflow only at a vector-valued level.

Let us demonstrate that integration over the wavenumber $k$ (or temporal frequency) first adds a large class of closed-form expressions for unidirectional $(2+1) \mathrm{D}$ and $(3+1) \mathrm{D}$ finite-energy space-time wave packets.

Consider, specifically, the $(2+1)$ D Fourier superposition

$$
\begin{align*}
\psi(x, z, t)=\int_{0}^{\infty} & d k \exp (-i k c t) \int_{0}^{k} d k_{z} \exp \left(i k_{z} z\right) \\
& \times \exp \left[-i x \sqrt{k^{2}-k_{z}^{2}}\right] F\left(k, k_{z}\right) \tag{15}
\end{align*}
$$

Instead of performing the integration over $k_{z}$ as it was done in Section II, let us interchange the order of integration and use the spectrum

$$
\begin{aligned}
F(k, z) & =0, \quad 0<k<k_{z} \\
F(k, z) & =\sqrt{(2 / \pi)} \frac{\exp \left(-a_{1} k\right)}{\left(k+k_{z}\right)^{1 / 2}} G\left(k_{z}\right), k>k_{z} \\
G\left(k_{z}\right) & =0,0<k_{z}<b, \\
& =\exp \left(-a_{2} k_{z}\right)\left(k_{z}-b\right)^{q}, \quad k_{z}>b .
\end{aligned}
$$

From 50] Eqs. 5.6-28, 29 and 4.3-5, we obtain the finite-energy unidirectional solution

$$
\begin{aligned}
\psi(x, z, t) & =\exp [-b \alpha(x, z, t)] \\
& \times \frac{1}{g(x, t)}\left(\frac{\alpha(x, z, t)^{1 / 2}}{\beta(x, z, t)^{q+1}}+i x \frac{\alpha(x, z, t)^{-1 / 2}}{\beta(x, z, t)^{q+1}}\right) ; \\
g(x, t) & =\sqrt{x^{2}+\left(a_{1}+i c t\right)}, \\
\alpha(x, z, t) & =a_{2}-i z+g(x, t), \\
\beta(x, z, t) & =a_{1}+i c t+g(x, t) .
\end{aligned}
$$

To derive an analogous $(3+1) \mathrm{D}$ solution, we use in Eq. (12) the spectrum

$$
\begin{aligned}
F\left(k, k_{z}\right) & =\exp \left[-k_{z}\left(\frac{a_{1}-a_{2}}{2}\right)\right] \exp \left[-k\left(\frac{a_{1}+a_{2}}{2}\right)\right] \\
& \times\left(k-k_{z}\right)^{m / 2} G\left(k_{z}\right) \\
G\left(k_{z}\right) & =0, \quad 0<k_{z}<b \\
& =\left(k_{z}-b\right)^{q}, \quad k_{z}>b
\end{aligned}
$$

where $a_{1,2}$ with $a_{1}>a_{2}$ are positive free parameters. Then, the integration can be carried out explicitly yielding

$$
\begin{aligned}
\psi(\rho, \phi, z, t) & =\frac{1}{g(\rho, t)} \frac{\beta^{m}(\rho, \phi, z, t)}{\alpha^{q+1}(\rho, z, t)} \exp [-b \alpha(\rho, z, t)] \\
g(\rho, t) & =\sqrt{\left(\frac{a_{1}+a_{2}}{2}+i c t\right)^{2}+\rho^{2}} \\
\alpha(\rho, z, t) & =\frac{a_{1}-a_{2}}{2}-i z+g(\rho, t) \\
\beta(\rho, \phi, z, t) & =\frac{\exp (i \phi) \rho}{\left(\frac{a_{1}+a_{2}}{2}+i c t+g(\rho, t)\right)} .
\end{aligned}
$$

This is an extended family of $(3+1)$ D finite-energy unidirectional spatiotemporally localized waves (see, also, Eq. (21) in Ref. [43], where energy backflow has been studied for special cases).

## VI. CONCLUSIONS

Wavefunctions formed of plane wave constituents propagating only in the positive, say z-direction are called unidirectional. If they contain finite energy, they can be launched causally from an aperture. Even if they have theoretically infinite energy, in reality a finite-size aperture results in their finite-energy approximations which differ from the theoretical wavefunctions only by off-axis edge effects. It is for unidirectional wavefunctions that the very question of energy backflow is meaningful.

In our previous work [43], we examined in detail the energy backflow of $(3+1)$ D finite-energy spatiotemporally localized unidirectional wave packets. In this study, we started an investigation of $(2+1)$ D monochromatic causal unidirectional waves. To our surprise, we found only one such analytical scalar wavefunction. It is expressed in terms of fractional Bessel functions of the first kind. We first examined the energy backflow of this monochromatic wavefunction, both at a scalar and vector-valued level. By means of a superposition using an appropriate temporal frequency spectrum, we determined a novel $(2+1) \mathrm{D}$ space-time wave packet and studied its energy backflow. The energy backflow level of the latter was the same as in the monochromatic case. We continued our study of energy backflow in the case of a unidirectional version of the luminal Focus Wave Mode, which is expressed in terms of Lommel functions. Finally, we derived an extended class of $(2+1)$ D and $(3+1)$ D finite-energy unidirectional spatiotemporally localized wave packets. The latter provides detailed proof for the expressions in Eq. (21) of our previous work 43].

The study of energy backflow of the vector-valued version of the unidirectional monochromatic wave $\Psi(x, z, t)=W(x, z) \exp (-i k c t)$ in Section IIC was based on the Riemann-Silberstein complex vector that results in electric and magnetic fields that both have nonzero components (non-TE and non-TM). Although specific results have not been incorporated in this article, an examination of the Poynting vectors associated individually with pure TE and TM fields associated to the scalar wave $\Psi(x, z, t)$ shows the presence of energy backflow. This is altogether different from the cases of the superposition of four plane waves [5 8], Bessel beams [13, 14], and a pulsed electromagnetic X wave [15], all of which require a superposition of TE and TM fields for the appearance of energy backflow.
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