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#### Abstract

Generative machine learning models aim to learn the underlying distribution of the data in order to generate new samples. Quantum circuit Born machines (QCBMs) are a popular choice of quantum generative models, which are particularly well suited to near-term devices since they can be implemented on shallow circuits. Within the framework of photonic quantum computing, we design and simulate a QCBM that can be implemented with linear optics. We show that a newly developed error mitigation technique called recycling mitigation greatly improves the training of QCBMs in realistic scenarios with photon loss.


## INTRODUCTION

Generative learning has captured much attention in the field of classical machine learning over the last decade, with the advent of deep generative models like variational autoencoders (VAEs) [1], generative adversarial networks (GANs) [2], diffusion models [3], and most recently large autoregressive models [4]. Over the same period of time, the field of quantum machine learning has emerged and grown fast, with a recent focus on variational quantum algorithms [5], which are hybrid quantum-classical models that can be implemented on noisy-intermediate scale quantum (NISQ) devices [6]. In these algorithms, the model is implemented by a parametrized quantum circuit often called ansatz, and the parameters are optimized through a classical procedure. While classification tasks have been studied extensively [7, 8], considerable progress has also been achieved on quantum generative models [9]. Quantum GANs and quantum VAEs were introduced in $[10,11]$ and [12] respectively, while energy based models such as quantum Boltzmann machines were studied in [13, 14].

Quantum Circuit Born Machines (QCBMs) were introduced as a circuit-based model [15, 16], where the circuit ansatz prepares a state and the Born rule is naturally implemented by the measurements at the end of the circuit. These models are implementable on NISQ hardware, and a first experimental realization was obtained in [15] on an ion trap quantum processor. Since then, further demonstrations of QCBMs and QCBM-like models were realized on ion traps [17, 18], as well as on superconducting platforms [19-21].

Each platform that is being considered for the development of a quantum computer has its strengths and weaknesses, whose importance may vary according to the task at hand. Fast sampling, for instance, could be particularly interesting for generative learning, and is a benefit of
photon-based devices. In terms of single-photonbased devices, Quandela recently introduced a quantum processor called Ascella [22], made of a single-photon source supplying a universal linear optical network on a reconfigurable chip. Ascella can handle up to 6 photons in 12 modes. Photonic platforms are also known for demonstrations of quantum advantage [23, 24] via Gaussian boson sampling [25].

While such devices are currently state-of-theart, they have not yet entered a regime where error correction (QEC) can be applied at scale. In contrast to QEC protocols, which require a large overhead of qubits to be realised [26], quantum error mitigation (QEM) replaces this qubit overhead with a sampling overhead. More precisely, QEM requires more runs of a quantum algorithm, but allows this algorithm to be run on a NISQ device without the need for any ancillary qubits [27, 28]. This makes QEM particularly useful for current and near-term quantum hardware. Photonic devices suffer significantly from a particular type of noise: erasure noise in the form of photon loss. In related work [29], a recycling mitigation technique is presented that deals with photon loss. This technique makes use of photonic output states that would normally be discarded in post-selection, and provably outperforms post-selection for up to large sample sizes.

In this work, after introducing a QCBM scheme for linear optical circuits, we show that its training is significantly improved by the recycling mitigation technique in realistic scenarios with photon loss. We demonstrate several situations where a QCBM becomes trainable if recycling mitigation is applied. In particular, we study in our simulations very high loss regimes and photon distinguishability, thus mimicking the conditions on current photonic quantum processors. In the discussion section, we consider the question of classical simulability and the link with boson sampling [30].


Figure 1: (a) QCBM ansatz pictured for a circuit with $m=12$ modes and $n=4$ photons and input Fock state $|101010100000\rangle$. We allow the variational blocks parametrized by $\vec{\theta}_{i}$ to be repeated $k$ times. (b) One variational block is a universal interferometer. Each crossing between the optical modes corresponds to a Mach-Zender interferometer that is parametrized by two phases.

## A PHOTONIC QCBM

Generative learning. Given a set of data instances $X$ and labels $Y$, while a discriminative or classification model aims at predicting $P(Y \mid X)$, a generative model seeks to estimate the joint distribution $P(X, Y)$, or simply $P(X)$ if there are no labels. If the model has parameters $\vec{\theta}$, a loss function $\mathcal{L}$ is defined which should express how close the distribution of the generated samples is to the one of X . The loss is optimized so as to obtain $\vec{\theta}^{*}=\arg \min _{\vec{\theta}} \mathcal{L}(\theta \mid X)$. Once the model is trained, it can be used to generate new samples with similar properties to the training dataset.

Photonic architecture. We propose using an ansatz based on the universal interferometer Clements scheme [31], as shown in Figure 1. We believe our choice to be well motivated, since the interferometer guarantees interactions between all modes, and allows for arbitrary unitary transformation on the modes to be realized. Additionally, it matches the scenario of boson sampling. Note that in [32] and [33], the authors present QCBMs with a different linear optical ansatz. The ansatz is the same in both articles and appears to mimic the gate-based ansatz of [16] by replacing two-qubit controlled gates with beamsplitters and one-qubit gates with phase-shifters.

As can be seen in Figure 1, our QCBM ansatz consists of a linear optical circuit with $m$ modes and $n$ photons. It receives a Fock state as input: $\left|\vec{n}_{i n}\right\rangle=\left|n_{1}^{i n}, \ldots, n_{m}^{i n}\right\rangle$, where $n_{i}^{i n}$ indicates the number of photons in mode $i$ and $\sum_{i} n_{i}^{i n}=$ $n$. This state is transformed according to the parametrized universal interferometer which implements a unitary $U(\vec{\theta})$. Indeed, the Clements
scheme allows for the decomposition of an arbitrary unitary into a product of $T\left(\theta_{i}^{j}, \theta_{i}^{\prime j}\right)$ matrices. Each matrix corresponds to a Mach-Zender element between the $j$-th and $(j+1)$-th modes, as depicted in Fig 1b, and has the form:

At the output of the circuit, the state is measured by photon detectors. The different Fock states $\left|\vec{n}_{\text {out }}\right\rangle=\left|n_{1}^{\text {out }}, \ldots, n_{m}^{\text {out }}\right\rangle$ are detected as arrangements of photons in the output modes, that we denote $s=\left(n_{1}^{\text {out }}, \ldots, n_{m}^{\text {out }}\right)$. When photon loss is present, the $n_{i}^{\text {out }}$ may not sum to $n$. Detecting all possible output states is not straightforward in practice because photon number resolving (PNR) detectors are not readily available with current technology. To match experimental settings, we make the simplifying choice of using threshold detectors in most of our simulations, thus only allowing $n_{i}^{\text {out }}$ to be 0 or 1 .

Then, outputs $s$ are mapped through classical post-processing to the space of the data that the model aims to generate. For instance, if we consider simple one-dimensional numerical data $X$ set between $x_{\min }$ and $x_{\max }$, we proceed by binning the range of values $\left[x_{\min }, x_{\max }\right]$, then defining a mapping between each possible output and each bin. If the data is discrete, there is no need
for the binning, and a certain output $s^{*}$ can directly be interpreted as a value $x^{*}$.

Training strategy. The model is trained as a variational algorithm, which means that a classical optimization procedure is applied to the model parameters $\vec{\theta}$, as shown in Figure 1. In most simulations, we use the Kullback-Leibler (KL) divergence [34] as a loss function. We recall the definition of the KL divergence, given two probability distributions $Q$ and $P$ defined on the same sample space $\mathcal{X}$ :

$$
\begin{equation*}
D_{\mathrm{KL}}(P \| Q)=\sum_{x \in \mathcal{X}} P(x) \log \left(\frac{P(x)}{Q(x)}\right) \tag{1}
\end{equation*}
$$

We also consider as metrics the Total Variational Distance (TVD) and the Maximum Mean Discrepancy (MMD) [35]. We refer the reader to the last section of this paper for a discussion around the choice of the loss function.

Gradient evaluation in quantum machine learning is less straightforward than in classical machine learning, due to the lack of an equivalent for the backpropagation algorithm. The parametershift method $[36,37]$ is the current standard for variational quantum circuits - however, to the best of our knowledge, only the recent work of [38] proposes parameter-shift rules adapted to photonic quantum circuits, and these require larger circuits for the gradient computation. Here, we use an optimizer based on the Simultaneous Perturbation Stochastic Approximation (SPSA) method [39]. This involves stochastic gradient approximation, thus allowing for fewer evaluations of the model at each step. We start the optimization by randomly initializing the circuit parameters $\vec{\theta}$.

## RECYCLING MITIGATION

Recycling mitigation is a technique for mitigating the effects of uniform photon loss in linear optical quantum circuits consisting of single photons, multi-mode linear optical interferometers, and single photon detectors [29]. At the heart of recycling mitigation are the recycled probabilities, constructed from the statistics of the linear optical circuit affected by photon loss, that is, statistics where the number of detected photons at the output of the circuit is less than at the input. In quantum algorithms run on currently available photonic hardware [22], statistics where photon loss occurs are discarded, and only the statistics where no loss occurred are used for the computation. This procedure is referred to as post-selection, and is the standard method for
correcting the effects of photon loss in the above described linear optical circuits.

For a given output $s$ of a linear optical circuit, as defined above, the recycled probability $p_{R}(s)$ is of the form

$$
\begin{equation*}
p_{R}(s)=p_{1} p_{i d}(s)+\left(1-p_{1}\right) I(s) \tag{2}
\end{equation*}
$$

where $0 \leq p_{1} \leq 1, p_{i d}(s)$ is the ideal probability of outcome $s$ in the absence of photon loss, and $I(s)$ is the interference term, which is an artifact of constructing recycled probabilities from probabilities affected by photon loss. Applying certain classical post-processing techniques, detailed in [29], to the set of recycled probabilities $\left\{p_{R}(s)\right\}$ allows the recovery of a set of mitigated probabilities $\left\{p_{\text {mit }}(s)\right\}$, which are approximations of the ideal probabilities $\left\{p_{i d}(s)\right\}$.

Recycled probabilities are constructed in such a way as to maximise the weight $p_{1}$, corresponding to the signal of the ideal probability. Furthermore, expectation values of the interference term $\mathbb{E}_{s}(I(s))$ can be computed exactly, this allows the computation of concentration inequalities for $I(s)$. These facts, combined with the fact that the lossy probabilities used in constructing recycled probabilities have smaller statistical errors than post-selected probabilities, are central to why recycling mitigation outperforms post-selection up to large sample sizes.

The performance guarantees for recycling mitigation derived in [29] are for outputs $s$ where at most one photon occupies a given mode. In the so-called no-collision regime where $m \gg n$ it is natural to expect such a behaviour of the outputs [30]. In our simulations however, $m$ and $n$ have a comparable size. We can map the simulated outputs $s$ where more than one photon can occupy a mode to threshold outputs, and use them in the recycling mitigation, whereas in postselection they are discarded and the distribution is renormalised.

## NUMERICAL SIMULATIONS

Perceval [40] is a software platform for simulating discrete-variable photonic quantum computing. We use Perceval to simulate the QCBM scheme presented in the last section, for various scenarios. Given the same resources, we typically compare the following cases: the ideal lossless case, the lossy case described by loss parameter $\eta$, and the same lossy case where recycling mitigation was applied. Note that $\eta$ expresses the probability that one photon is lost during the computation. Thus, when working with $n$ photons, the


Figure 2: (a) Value of the KL loss function for the mixed Gaussian case, averaged over 20 training instances. The shaded area depicts a standard deviation from the mean. Each training instance has different initialization parameters. (b) Evolution of the TVD during those simulations. (c) We highlight the 5 best training instances out of the 20 simulations. (d) Value of the TVD loss function for the financial data for the EUR-USD currency pair, averaged over 20 training instances. (e) Training instance where the simulation is closely tailored to Quandela's Ascella processor. All but one curve include photon distinguishability. (f) For this last training instance, we focus on both lossless cases and on the lossy case with recycling mitigation.
probability of observing $n$-photon counts at the output of the circuit scales as $(1-\eta)^{n}$.

We denote by $N$ the number of initial samples for a given simulation. Depending on the choice of loss function, these samples can either be input directly into the loss, or used to empirically estimate the output probabilities employed in the loss function. In the lossy case, for typical values of $\eta$, only a small fraction of $N$ will be detected as $n$-photon counts. The $n^{\prime}$-photon counts with $n^{\prime}<n$ are discarded through postselection, and the lossy QCBM is trained on this small post-selected fraction. Whereas, in the case where recycling mitigation is applied, information from the $n^{\prime}$-photon counts is taken into account to train the QCBM, as explained in the previous section.

We summarise our results in Figure 2. As our main illustrative example, we consider in Figure 2a-2c the problem of learning a bimodal distribution consisting of two superimposed Gaussian distributions with different means, as in [41]. This distribution can be generated straightforwardly in Python. We observe that for given $N$ and $\eta$, recycling mitigation significantly improves the training of lossy QCBMs, while the lossy unmit-
igated case remains untrainable. Recycling mitigation brings the value of the loss function close to the lossless one, as well as other metrics. We also note the importance of initialization parameters and the variance in the training process in Figure 2c.

As a second example, we consider financial foreign exchange data in Figure 2d and we use the TVD as a loss function, as we found it more suitable for a sparser distribution. We collect daily $\log$ returns of currency pairs over the last 20 years, as was done in [20]. This data simply describes the evolution of the exchange rate between pairs of currencies like EUR and USD. Instead of converting several currency pair values to binary strings, which was convenient for the qubit case and thus done in [20], we focus on one currency pair given one QCBM and we model it at a higher precision - which would correspond to using 7 qubits for one currency pair in that binary encoding.

During our training process, we compared different ansätze. We explored the case where $k>1$ and the parameters are repeated between blocks $\overrightarrow{\theta_{1}}=\overrightarrow{\theta_{2}}=\ldots=\overrightarrow{\theta_{k}}$, as well as the case where each Mach-Zender interferometer in a block is
parametrized by only one phase, the other one being set to 0 , thus halving the total number of parameters. Overall, we observed the best results for a simple ansatz made of a single block ( $k=1$ ), keeping two parameters per interferometer. Most of our results are presented for loss parameter $\eta=0.8$, which is within reach for nearterm hardware [22].

Our results remain valid for higher values of $\eta$, as we show by closely modelling the conditions on Quandela's Ascella quantum processor. The processor has 12 modes and corresponds exactly to our ansatz with $k=1$. Ascella was estimated to have the following noise parameters at the time of our simulations: around 0.96 for photon loss, and around 0.08 for photon distinguishability. Note that this latter type of noise is also commonly encountered in photonic devices and would require a different kind of error mitigation. Due to the high loss regime, we use $5 \times 10^{7}$ samples at the input. As this slows down our simulations, we present our results in Figure 2e and 2 f for one training instance only. As before, we observe a large gap between the unmitigated and mitigated lossy cases. We also note the effect of distinguishability, as the fully noiseless simulation reaches a lower value of the loss function.

In our simulations, we compared an errormitigated QCBM with a lossy QCBM trained on the post-selected fraction of samples that correspond to $n$-photon counts. There could be two alternatives strategies for dealing with losses: one would be to sufficiently increase the initial number of samples $N$ so that the lossy unmitigated case becomes trainable. However, this strategy might require a lot of resources, especially in high loss regimes, where it would significantly increase the time required for a physical experiment. Another strategy would be to train the QCBM directly on lossy outputs, i.e. on $n^{\prime}$-photon counts where $n^{\prime}<n$, and map these outputs to the data that the model aims to generate. However, our tests indicate that such a strategy is not viable for the trainability of the model.

## DISCUSSION

When considering quantum advantage of models based on linear optical circuits, it is natural to look for a connection with boson sampling. In this context, we note that generative models may be better candidates for a potential quantum advantage than classifiers obtained from a similar circuit, such as the ones in [22, 42]. Indeed, as Aaronson and Arkhipov pointed out in their original article [30], if the circuit is used for proba-
bility estimation instead of sampling, there is a polynomial-time (in the input size) classical algorithm by Gurvits which approximates the permanent of any submatrix of a unitary matrix to within polynomially-small additive error [43, 44]. This means that estimating the permanent from a polynomial (in input size) number of experiments does not yield an exponential advantage over classical algorithms estimating the permanent, by standard arguments from statistics [45].

Since photonic generative models like QCBMs are based on sampling rather than permanent estimation, the question of whether or not an exponential quantum advantage exists remains open. Although the precise relationship between photonic QCBMs and classical hardness would have to be clarified, as in [46], this reinforces the value of studying generative models within a native photonic framework.

While this observation holds true when using an already trained model to produce samples, it does not necessarily apply to the training phase of the model. For instance, in our training, we exploited the output probability distribution of the circuit, which allowed us to apply recycling mitigation. The use of an explicit loss function [47] based on the output probability distribution then comes at no additional cost, so it made sense for us to use the KL divergence or the TVD. On the other hand, the connection with classical hardness is less clear.

Nevertheless, this approach to training retains potential, as it turns out that there is still a small polynomial advantage in estimating probabilities given by the modulus squared of a permanent in a boson sampling experiment. Indeed, we show in the Appendix that statistics collected from $t$ i.i.d runs of a boson sampler allow, with high probability, for estimating the modulus squared of the permanent of an arbitrary matrix to a smaller additive error, as compared to the additive error estimate obtained from Gurvits algorithm with a run time of $O(t)$. While these results hold for the lossless case only, this leads us to the open question: could recycling mitigation make these claims robust to noise?

Note that there remains the alternative to keep the training phase based on samples only, by using an implicit loss function like the MMD. In our simulations, we tried training a lossless QCBM with the MMD, and obtained similar results. For the lossy case though, this approach would require an extension of the recycling mitigation technique to samples, which would be interesting to investigate.

Other future research directions include explor-
ing mitigation techniques for other types of photonic errors. Also, we noted in our simulations that the initialization of the parameters could significantly affect training. It would be interesting to study this question further, as well as to explore parameter-shift and other optimization methods in the context of photonics. Note that in the longer term, photonic quantum computing is expected to scale through alternative computation models such as measurement-based quantum computing [48]. Several works have begun to explore measurement-based quantum machine learning [49, 50], including QCBMs [51].

## CONCLUSION

Our work shows that recycling mitigation can positively impact the training of quantum machine learning models on realistic photonic devices. Given a certain amount of resources, recycling mitigation makes QCBMs that would otherwise be untrainable trainable, for several scenarios. Our work also proposes a straightforward design for a photonic-tailored QCBM, which we hope can be built upon, as we make our code available at https://github. com/Quandela/photonic-qcbm.
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## Approximating output probabilitities

In this section, we discuss approximating $|\operatorname{Per}(A)|^{2}$ for an arbitrary $n \times n$ matrix $A$ to a given additive error precision, $\operatorname{Per}($.$) being the$ matrix permanent. We show that computing $|\operatorname{Per}(A)|^{2}$ from statistics collected from $t$ i.i.d runs of a boson sampler produces, with high probability, a more accurate estimate of $|\operatorname{Per}(A)|^{2}$ than Gurvits which is run for time $O(t)$. More precisely, we show in theorems 1 and 2 that Gurvits algorithm requires a runtime $t^{*}$ with $t^{*}=O\left(n^{2} t\right)$ to produce an additive error approximation of
$|\operatorname{Per}(A)|^{2}$ of the same order of magnitude as that obtained from $O(t)$ runs of a boson sampler.

Let $A$ be an $n \times n$ matrix with complex entries. Gurvits algorithm [43] provides an estimate $\mathrm{E}(\operatorname{Per}(A))$ of $\operatorname{Per}(A)$, the permanent of $A$, to within additive precision $\epsilon\|A\|^{n}$, where $\|A\|$ is the spectral norm of $A$, and $\epsilon>0$. More precisely, the output of Gurvits algorithm is $\mathrm{E}(\operatorname{Per}(A))$ such that

$$
|\mathrm{E}(\operatorname{Per}(A))-\operatorname{Per}(A)| \leq \epsilon\|A\|^{n}
$$

The runtime of Gurvits is $O\left(\frac{n^{2}}{\epsilon^{2}}\right)$, and the above inequality holds with high probability (By Hoeffding's inequality [45]). The $O\left(n^{2}\right)$ part comes from the complexity of computing the Glynn coefficients in Ryser's formula.

We prove the following.
Theorem 1. For an $n \times n$ matrix $A$ with entries in $\mathbb{C}$ and $\epsilon>0$, Gurvits algorithm [44] outputs with high probability in $O\left(\frac{n^{2}}{\epsilon^{2}}\right)$-time an estimate $\mathrm{E}\left(\operatorname{Per}^{2}(A)\right)$ such that

$$
\left|\left|\mathrm{E}\left(\operatorname{Per}^{2}(A)\right)\right|-\right| \operatorname{Per}^{2}(A)\|\leq \epsilon(2+\epsilon)\| A \|^{2 n}
$$

Proof. Let $\mathrm{E}\left(\operatorname{Per}^{2}(A)\right) \quad:=\quad\left(\mathrm{E}(\operatorname{Per}(A))^{2}\right.$, where $\mathrm{E}(\operatorname{Per}(A))$ is the output of Gurvits algorithm. $\left|\mathrm{E}\left(\operatorname{Per}^{2}(A)\right)-\operatorname{Per}^{2}(A)\right|=$ $|\mathrm{E}(\operatorname{Per}(A))-\operatorname{Per}(A)||\mathrm{E}(\operatorname{Per}(A))+\operatorname{Per}(A)| \leq$ $\epsilon\left||A|^{n}(|\mathrm{E}(\operatorname{Per}(A))|+|\operatorname{Per}(A)|)\right.$.

Using a reverse triangle inequality

$$
\begin{array}{r}
||\mathrm{E}(\operatorname{Per}(A))|-|\operatorname{Per}(A)|| \leq|\mathrm{E}(\operatorname{Per}(A))-\operatorname{Per}(A)| \\
\leq \epsilon\|A\|^{n}
\end{array}
$$

and consequently $|\mathrm{E}(\operatorname{Per}(A))| \leq|\operatorname{Per}(A)|+\epsilon| | A| |^{n}$. Plugging this into the inequality of $\mid \mathrm{E}\left(\operatorname{Per}^{2}(A)\right)-$ $\operatorname{Per}^{2}(A) \mid$ gives

$$
\begin{gathered}
\left|\mathrm{E}\left(\operatorname{Per}^{2}(A)\right)-\operatorname{Per}^{2}(A)\right| \leq \epsilon\|A\|^{n}\left(2|\operatorname{Per}(A)|+\epsilon\|A\|^{n}\right) \\
\leq \epsilon(2+\epsilon)\|A\|^{2 n}
\end{gathered}
$$

where the rightmost side follows from $|\operatorname{Per}(A)| \leq$ $\|A\|^{n}$. To complete the proof, we again use a reverse triangle inequality

$$
\begin{aligned}
\left|\left|\mathrm{E}\left(\operatorname{Per}^{2}(A)\right)\right|-\left|\operatorname{Per}^{2}(A)\right|\right| \leq & \left|\mathrm{E}\left(\operatorname{Per}^{2}(A)\right)-\operatorname{Per}^{2}(A)\right| \\
& \leq \epsilon(2+\epsilon)| | A| |^{2 n}
\end{aligned}
$$

and this completes the proof.

Now, we prove an analogue of the above theorem for estimating $\left|\operatorname{Per}^{2}(A)\right|$ from the output statistics of linear optical circuits.
Theorem 2. Let $A$ be an $n \times n$ matrix with entries in $\mathbb{C}$, and $\epsilon>0$. There is a linear optical circuit $U$ which, with $O\left(\frac{1}{\epsilon^{2}}\right)$ samples and with high probability outputs an estimate $\mathrm{E}\left(\left|\operatorname{Per}^{2}(A)\right|\right)$ such that

$$
\left|\mathrm{E}\left(\left|\operatorname{Per}^{2}(A)\right|\right)-\left|\operatorname{Per}^{2}(A)\right|\right| \leq \epsilon\|A\|^{2 n}
$$

Proof. Embed $A$ onto a linear optical circuit $U$ using the unitary dilation theorem. From the results of [52], by using Hoeffding's inequality [45], we can with high confidence and with $O\left(\frac{1}{\epsilon^{2}}\right)$ samples estimate the probability $p=\left|\operatorname{Per}^{2}\left(A_{s}\right)\right|$ to within precision $\epsilon$, where $A_{s}:=\frac{A}{\|A\|}$. Therefore, we obtain an estimate $\mathrm{E}\left(\left|\operatorname{Per}^{2}\left(A_{s}\right)\right|\right)$ as follows

$$
\left|\mathrm{E}\left(\left|\operatorname{Per}^{2}\left(A_{s}\right)\right|\right)-\left|\operatorname{Per}^{2}\left(A_{s}\right)\right|\right| \leq \epsilon
$$

Noting that $\left|\operatorname{Per}^{2}\left(A_{s}\right)\right|=\frac{\left|\operatorname{Per}^{2}(A)\right|}{\| A| |^{2 n}}$, then multiplying both sides of the above inequality by $\|A\|^{2 n}$, and defining $\mathrm{E}\left(\left|\operatorname{Per}^{2}(A)\right|\right):=\|A\|^{2 n} \mathrm{E}\left(\left|\operatorname{Per}^{2}\left(A_{s}\right)\right|\right)$ completes the proof.

