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ON THE STRUCTURES OF SUBSET SETS IN HIGHER

DIMENSION

NORBERT HEGYVÁRI, MÁTÉ PÁLFY, AND ERFEI YUE

Abstract. A given subset A of natural numbers is said to be complete if every

element of N is the sum of distinct terms taken from A. This topic is strongly

connected to the knapsack problem which is known to be NP complete. The main

goal of the paper is to study the structure of subset sums in a higher dimension. We

show ’dense’ sets and generalized arithmetic progrssions in subset sums of certain

sets.
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1. Introduction

The classical result of Lagrange’s theorem states that the squares

form a base of order 4, i.e. every integer can be written as the sum of

four squares.

Let us N denote the set of positive integers, i.e. let N = {1, 2, . . .}.
The set A ⊆ N is a basis, of order h if every sufficiently large integer

can be represented as the sum of exactly h not necessarily distinct

elements of A. An easy counting argument shows that if A is a bases

of order h then lim infn→∞
A(n)
n1/h > 0. The basis A of order h is said

to be a thin basis if lim supn→∞
A(n)
n1/h < ∞. Let S = {1, 4, 9, . . .}
1
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2 ON THE STRUCTURES OF SUBSET SETS IN HIGHER DIMENSION

denote the squares. Wirsing showed in [W] that there exists an ’almost’

thin bases of squares, proving that there exists an S ′ ⊆ S such that

|S ′ ∩ [1, x]| ≪ (x logx)1/4 and S ′ is a bases of order four. (f ≪ g is

the Vinogradov notation; it means that there is an absolute constant

C such that |f | ≤ C|g|. q ≫ f means f ≪ g). Spencer also gave a

quick proof of this statement (see [S]). For thin bases see Nathanson’s

paper [4] and the references therein to other authors.

For any X ⊆ N
k let

(1) FS(X) := {
∞
∑

i=1

εixi : xi ∈ X, εi ∈ {0, 1},
∞
∑

i=1

εi < ∞}

Erdős called a sequence A ⊆ N complete if every sufficiently large

number belongs to FS(A). If A ⊆ N
k there are several definition of

completeness (see [GFH, H1, H2]). We say that a set X is complete

respect to the region R ⊆ N
k if for every z ∈ R, z ∈ FS(X) also holds.

The main notion in our paper is the concept of a thin subset sum.

It is known that every positive integer can be written in base 2, in

other words, the set {2n}∞n=0 is a complete set. On the other hand if

a set A = {a1 < a2 < . . . } is a complete set and ak ≤ N ≤ ak+1 then

k ≥ log2N+c0 since there are 2
k many subset sums and FS(A) covers

the interval [T,N ] with some T > 0.

Similarly in a higher dimension, the necessary condition that the

subset sums of a subset X ⊆ N
k represent all far points of Nk should
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be the condition X(N) > k log2N + tX for some tX , i.e. X is complete

respect to the region R = {x = (x1, x2, . . . , xk) : xi ≥ ri}, ri ∈ N, i =

1, 2, . . . , k. In the case of k = 1, the first named author gave a sufficient

condition of a ”thin” complete subsequence, (i.e. the existence of B ⊆
A with B(N) = log2N + tB and B is complete). This is analogous to

the problem of thin bases (see [H2]).

Definition. Let A = {a1 < a2 < · · · < an < . . . } be an infinite

sequence of integers. We say that A is weakly thin if lim supn→∞
log an
logn

=

∞, or equivalentlyA(n) :=
∑

ai≤n 1 = ng(n), whereA(n) is the counting

function of A and lim infn→∞ g(n) = 0. A set B ⊆ N is said to be thick

if it is not weakly thin.

This notion can be extended to a higher dimension:

Definition. Let X ⊆ N
k. X is said to be thin complete set respect to

R if X(N) ≤ log2R(N) + tX for some tX and FS(X) ⊇ R. In higher

dimension R(N) denotes the number of lattice points of R ∩ [1, N ]k .

Let us note that instead of the cube [1, N ]k, we can also use a sphere

BN of dimension k with radius N . The two counting functions differ

only in one constant when considering (weakly) thin sequences.

It is not at all clear whether there exists ’thin’ subset sums of any

region of Nk.
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It will turn out that if none of the tangents of R are parallel to the

axes, then there exists such a ’thin’ subset sums. More precisely, the

region R can be covered by a set of thin subset sums. (See the precise

formulation in Proposition 1.1 and Theorem 1.2).

In section 3 we study the structure of reducible subset sums of split-

table sequences in N
2. A sequence A is splittable if any element ai can

be split into sum of earlier elements, if i > i0. Par excellence {2k}k=0,

the Fibonacci sequence e.t.c are splittable.

In section 4 we are going to study the structure of the subset sum

of Z = {am} × {bk}m,k∈N where {am} is denser. We show that un-

der some condition FS(Z) contains generalized arithmetic progressions

and ’dense’ rectangles.

The difficulty of finding FS(A × B) structures is to match equal

parts between A and B elements and to show the desired structures.

In the present work we can avoid this tool used in [BHP] and [GFH]

(the so-called ”Matching Principle”).

1.1. Thin subset sums. Denote by fi the ith axis of N
k, i.e. let

fi = {(0, . . . , 0, αi, 0, . . . 0) : αi ∈ N} (recall that N denotes the positive

integers). In section 2 we prove
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Proposition 1.1. Let z ∈ N
k and let R = z + N

k. Suppose that A is

complete with respect to R. Then all projections of A onto fi are thick.

Note that in the proposition above the boundary of the domain R

contains half-lines parallel to the axis. In the next theorem, we will

show that this was the only reason for a region to have thin subset

sums.

Theorem 1.2. Suppose v1, . . . , vk ∈ N
k are integer vectors, and they

are in general position in R
n. In addition, suppose none of vi is parallel

to a coordinate axis. Let U be the cone generated by them, that is,

U := {a1v1 + · · ·+ akvk ∈ R
k | a1, . . . , ak ≥ 0},

and V = U ∩ N
n be the collection of all integer points in it. Let X =

S∪(X1∪· · ·∪Xk), where S is the set of all integer points in the simplex

generated by kv1, . . . , kvk, and Xi = {vi, 2vi, 4vi, 8vi, . . .}. Then X is

thin, and V = FS(X).

2. Proof of Proposition 1.1 and Theorem 1.2

Proof of Proposition 1.1. Suppose that, contrary to the assumption,

there is i for which the projection ψ of A onto fi is weakly thin (wlog

assume i = 1). Denote this projection ψ(A) by A1 ⊆ N. Let z1 and z2

be the first and second coordinates of z respectively. Since A1 is weakly

thin we have an N ∈ N, N > 2z1 for which A1(N) < N g(N), where
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g(N) < 1
z1+1

. It implies that there is integer z1 < x1 < N for which for

any representation x1 =
∑t

j=1 a1,j ∈ tA1 ∩ [1, N ], t > z2 always holds.

(Note that the numbers aij are not necessarily different). Indeed

|z2A1| =
∣

∣

{

r
∑

j=1

a1,j ∈ rA1 : r ≤ z2
}
∣

∣ =
∑

i≤z2

(

A1(N) + i− 1

i

)

≤

≤ N g(N)z2 < N − z1.

We claim that the point (x1, z2+1, . . . ) ∈ R does not belong to FS(A).

Let us assume the contrary.

(x1, z2 + 1, . . . ) =

t
∑

j=1

(a1,j, a2,j, . . . ).

Recall that t > z2 hence
∑t

j=1 a2,j > z2 + 1, since for all j, a2,j ≥ 1.

This leads us to a contradiction.

�

We use geometric arguments to prove Theorem 1.2. There is an

extensive literature on the topic of covering simplexes with homothetic

copies. Here we are dealing with simple reasoning.

Suppose v1, . . . , vk ∈ R
k are vectors in general position. Let S be the

simplex generated by them, that is,

S := {a1v1 + · · ·+ akvk | a1 + · · ·+ ak ≤ 1, a1, . . . , ak ≥ 0},
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and

F := {a1v1 + · · ·+ akvk | a1 + · · ·+ ak = 1, a1, . . . , ak ≥ 0}

be a face of S. For a fixed λ > 0 and each i ∈ [k], let Si = λvi + S be

the translation of S along vi, and Fi = Si ∩ F . Using some geometric

observation, we can prove that if λ is small enough then there is no

’gap’ between these Si’s.

Lemma 2.1. If λ ≤ 1
k
, then F =

⋃k
i=1 Fi.

Proof. Let f = a1v1+ · · ·+akvk ∈ F , where a1+ · · ·+ak = 1. Since λ ≤
1
k , there is an l such that al ≥ λ. Let f ′ = a′1v1 + · · ·+ a′kvk, where

a′i =















al − λ, if i = l;

ai, if i 6= l.

Then we have a′i ≥ 0 and
∑k

i=1 a
′
i ≤ 1, so f ′ ∈ S. Hence f = λvl+f

′ ∈
λvl + S = Sl, and f ∈ Fl. �

Lemma 2.2. Let S ′ be the simplex generated by (1+λ)v1, . . . , (1+λ)vk,

that is,

S ′ := {a1(1+λ)v1+ · · ·+ak(1+λ)vk | a1+ · · ·+ak ≤ 1, a1, . . . , ak ≥ 0}.

If λ ≤ 1
k , then S

′ = S ∪ (S1 ∪ · · · ∪ Sk).
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Proof. Suppose s = a1(1+λ)v1+ · · ·+ak(1+λ)vk ∈ S ′, where a1+ · · ·+
ak = 1. Let bi = ai(1 + λ). If s 6∈ S, we have 1 < b := b1 + · · · + bn ≤
1 + λ. Let ci =

bi
b , and t = c1v1 + · · · + ckvk. Then c1 + · · · + ck =

1, so t ∈ F . By Lemma 2.1, there is an l such that t ∈ Fl. This

guarantees bl > cl ≥ λ, and all coefficients of

(2) s− λvk = b1v1 + · · ·+ bnvn − λvk

are non-negative. At the same time, the sum of the coefficients of (2)

satisfy that b1 + · · ·+ bn − λ ≤ (1 + λ)− λ = 1. Hence s ∈ λvk + S =

Sk. �

Now we are ready to prove Theorem 1.2.

Proof of Theorem 1.2. For i ≥ 0, let Ui be the simplex generated by

(k + i)v1, . . . , (k + i)vk,

and Vi = Ui ∩ N
k. Note that V =

⋃∞
i=0 Vi, so we need to check Vi ⊆

FS(X) for every i. We will prove it by induction on i. The case

of i = 0 is trivial. Now we assume that Vi ⊆ FS(X). Let Uij = vj +Ui.

Then λ = 1
k+i ≤ 1

k , and Lemma 2.2 implies

Ui+1 = Ui ∪ (Ui1 ∪ · · · ∪ Uik).

For any v ∈ (Vi+1 \ Vi) ⊆ (Ui+1 \ Ui), there is an l and a v′ ∈ Ui such

that v = v′ + vl. Since both v and vl are integer vector, v′ is also
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an integer vector, so v′ ∈ Vi. By the inductive hypothesis, v′ can be

express to the finite sum of distinct elements in X. Add vl to it, we

can get a finite sum expression of v. There is only one problem need

to be settled down: vl may occurs 2 times in the expression. Note that

there are finite many of elements of Xl appear in the expression of v′.

So we can find an m such that vl+2vl+ · · ·+2mvl is in the expression

of v′, but 2m+1vl is not in it. Then instead of add vl to it, we can

replace vl + 2vl + · · ·+ 2mvl by 2m+1vl to get an expression of v. Then

there is no repeated elements in it. Hence Vi+1 ⊆ FS(X).

Finally, notice that |X(n)| ≤ |S| + ∑k
i=1 |Xi(n)| ≤ c + k log2 n,

and |V (n)| ∼ c′nk, for some constant c, c′ and as n → ∞. Hence X is

thin and we finished the proof. �

3. On structure of reducible Subset sums of splittable

sets in N
2

Recall a sequence A is splittable if any element ai can be split into

sum of earlier elements, if i > i0. The simplest example for splittable

set is the set of powers of 2.

In this section, then, we consider the subset sum structure of X

where X := {2m}∞m=0 × {2k}∞k=0. Our argument can also be applied to

other divisible sequences too. This study is motivated by a result from

[BHP].
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We are going to show that there is a structured set which is contained

in FS(X), but surprisingly there is also an exceptional set E. We will

show that the exceptional set contains an arbitrary large ’empty’ part

(Proposition 3.2), and sometimes a ’dense’ part as well (Proposition

3.3).

Proposition 3.1. Let E := {(a, b) ∈ N
2 : b ≤ log2 a} ∪ {(a, b) ∈ N

2 :

a ≤ log2 b}. Then (N2 \ E) ⊆ FS(X).

Proof. Since the set X is reflected to the line y = x, it is enough to

show that every (a, b) ∈ N
2 \ E with b ≤ a is an element of FS(X).

Denote by n and m the number of terms in the dyadic expansion of a

and b respectively. First assume that n ≤ m. Let a = 2c1 + ...+2cn be

the dyadic expansion of a and b = 2d1 + ...+2dm of b. Let us note that

if ci > 0, then we can write

a = 2c1 + ...+ 2ci−1 + 2ci−1 + ...+ 2cn,

which shows that a can be written as the sum of n + 1 powers of

two. Repeating this process, we can write a as the sum of n + 1, n +

2, ..., a many sums of powers of two (since a ≥ b this process is indeed

terminates). Since n ≤ m we have that n ≤ m ≤ a and hence we

can write a as the sum of powers of two such that we use exactly m

many terms (repetitions are allowed). We simply match this terms
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arbitrarily with the terms that appear in the dyadic expansion of b

and summing this pairs will witness that (a, b) ∈ FS(X).

Assuming n > m we have that m < n ≤ log2 a < b, so we can do the

same trick as above, that is, we start with dyadic expansion of b and

split a term in to sum of two two powers and we split another term

into the sum of two two powers. At some point, b is written as is the

sum of two powers using exactly n members. Then matching these two

powers with the two powers that appear in the dyadic expansion of a

we are done. �

In the next proposition we show that the above E contains arbitrarily

large empty squares.

Proposition 3.2. Let E be the same set as in Proposition 3.1. For

every D ∈ N there exists a square SD := {(s1, s2) : x0 ≤ s1 ≤ x0 +

D; y0 ≤ s2 ≤ y0 + D} ⊆ E (for some x0, y0 ∈ N) such that FS(X) ∩
SD = ∅.

Proof. First let us remark that the shortest binary representation of a

natural number - allowing repetition as well - is the dyadic expansion

(indeed if there are two equal terms, say 2i occurs at least twice, then

one can replace it by 2i+1 shortening the number of terms, and so on).

Let D ∈ N, and for the square SD we define the lower left corner of

SD (x0, y0) as follows: let x0 :=
∑2D+1

i=D+1 2
i and y0 := 1. We show that
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(x0 + j, 1 + k) /∈ FS(X) for every 1 ≤ j, k ≤ D, so SD ⊆ E. Suppose

the contrary that (x0 + j, 1 + k) ∈ FS(X) for some 1 ≤ j, k ≤ D and

write it as a sum of distinct terms from X:

(x0 + j, 1 + k) = (2n1, 2m1) + ...+ (2nl, 2ml).

Clearly l ≤ 1 + k ≤ D + 1, on the other and recall that the shortest

binary representation is the dyadic expansion, hence l ≥ D + 2, a

contradiction. �

Nevertheless the set E is not ”empty”. It contains ”many” lattice

points from FS(X):

Proposition 3.3. For every M ∈ N, M > M0, there exists a square

SM := {(t1, t2) : z0 ≤ t1 ≤ z0+M ;w0 ≤ t2 ≤ w0+M } ⊆ E (for some

z0, w0 ∈ N) such that

|FS(X) ∩ SM | ≥ 1

4
M log2M.

M0 can be chosen to 264.

Proof. Let R be defined as 2R ≤M < 2R+1. Let

SM := {(t1, t2) ∈ N
2 : 22

R+1 ≤ t1 ≤ 22
R+1

+M ; 0 ≤ t2 ≤ M}

It is easy to see that SM ⊂ E. Consider the following sub-rectangle of

SM , (since this rectangle will have still ”many” elements from FS(X)):

S2R−1,2R := {(t1, t2) ∈ N
2 : 22

R+1 ≤ t1 ≤ 22
R+1

+ 2R − 1; 0 ≤ t2 ≤ 2R}
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Consider any element from FS(X) which is a sum of ’horizontal’ el-

ements, i.e. (n,m) = (2i1, 2f) + (2i2, 2f) + · · · + (2ik, 2f), denote this

set by Z, more formally Z := {(n, k2f) : f ∈ N}. We will show that

Z ∩ S2R−1,2R still has a lot of elements. By the choice of S2R−1 we

have that for every element k ∈ S2R−1,2R: k ∈ {1, . . .R + 1}. Further-

more, for a fixed k ∈ {1, . . .R + 1} (k is the number of terms in the

representation):

|{n : 22
R+1 ≤ n ≤ 22

R+1

+ 2R − 1}| =
(

R

k − 1

)

.

Thus if (n,m) = (n, k2f) ∈ Z ∩ S2R−1,2R we need that k2f ≤ 2R. So

f should be the element of the following set: {0, 1, . . . , ⌊R− log2 k⌋}.
Hence |Z ∩ S2R−1,2R| is at least:

R+1
∑

k=1

(

R

k − 1

)

(⌊R − log2 k⌋+ 1) ≥
R
∑

k=0

(

R

k

)

(R − log2(k + 1)).

Now for R ≥ 6, we have R
2 ≥ log2(R+ 1), so

R
∑

k=0

(

R

k

)

(R− log2(R+ 1)) ≥
R
∑

k=0

(

R

k

)

R

2
= 2R

2R

4
≥ M

2

log2M

2
.

�
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4. On the set FS({am} × {bk}m,k∈N) where {am} is denser

In the previous section we saw that the set E contains ”many” grid

points from FS(X). One can ask what happens if we change one of

the factors of the set X = {2m} × {2k}m,k∈N to a denser one.

Let A = {a1 < a2 < . . . } be a set of positive integers, where A(n) >

n1/2f(n), where f(n) tends to infinite as n tends to infinity.

Furthermore let B = {b1 < b2 < . . . } be an infinite sequence of

positive integers. Let Y = {am} × {bk}m,k∈N. We will prove that

FS(Y ) contains well-structured subsets.

Definition (Finite generalized arithmetic progression). A finite gen-

eralized arithmetic progression or briefly a GAP of dimension D is the

set of the form

{x0 + l1d1 + l2d2 + · · ·+ lDdD : 0 < li ≤ Li; i = 1, 2, . . . , D},

where xi, li, di ∈ N (i = 1, 2, . . . , D). The GAP is homogeneous if

x0 = 0. The size of GAP is L1L2 · · ·LD, and GAP is proper if the

cardinality of the set above is equal of its size.

Theorem 4.1. Let T > T0 be an integer.

1. For every (L1, L2, . . . , LD) D−tuples there exists a proper and

homogeneous GAP with dimension D and size L1L2 · · ·LD containing

in FS(Y ).
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2. There are infinitely many rectangular R such that |FS(Y )∩R| ≫
|R|B(T )

T . In particular if lim supT→∞
B(T )
T > 0 then |FS(Y )∩R| ≫ |R|

holds infinitely many times.

(Recall that |S| denotes the number of lattice points of S).

Proof of Theorem 4.1. First we prove 1.

In the first step we prove the existence of an arithmetic progression

of length L1. This will be GAP1. Then successively if GAPi is defined

then we show the existence of GAP (i + 1) ⊇ GAPi. In order for the

ith step GAPi to be proper, it is enough to prove that di >
∑i−1

j=1Ljdj.

Consider the disjoint union of the sequence A = A1 ⊔ A2 ⊔ · · · ⊔ AD,

where Ai(n) >
√
nf(n)/D holds for i = 1, 2, . . . , D. GAPi will be

constructed on ⊔i
j=1Aj.

We now construct GAP1 in A1. Let n be an integer for which

f 2(n)/2D2 > L1. Write shortly L = L1. A1(n) >
√
nf(n)/D and let

A′
n = {a1 < a2 < . . . av} ⊆ [1, n]. Denote r(x) the sum-representation

of A′
n, r(x) = {(a, a′) : a + a′ = x; a 6= a′; a, a′ ∈ A′

n}. Now

A′
n + A′

n ⊆ [2, 2n] and

nf 2(n)/2D2 ≤ |A′
n|2/2 ≤ |A′

n|(|A′
n| − 1) =

∑

x

r(x) ≤

≤ max
x

r(x)|A′
n + A′

n| ≤ max
x

r(x)(2n)
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and so r(x1) := maxx r(x) > f 2(n)/4D2. Hence we have x1 = aj1 +

aj2 = aj3 + aj4 = · · · = aj2m−1
+ aj2m, where m > f 2(n)/4D2 > L.

Let b1, b2 ∈ B and consider the points from FS(Y ): v = (aj1 +

aj2, b1 + b2) = (aj3 + aj4, b1 + b2) = · · · = (aj2L−1
+ aj2L, b1 + b2). Since

m > L and the elements aj1, aj2, . . . , aj2L−1
, aj2L are pairwise different

we have that 2v = (aj1 +aj2 +aj3 +aj4, 2b1+2b2), . . . , Lv = (aj1 +aj2 +

aj3 + aj4 + · · ·+ aj2L−1
, aj2L, Lb1+Lb2) are elements of GAP1 ⊂ FS(Y )

which proves the first step. Note that d1 = x1.

Assume that the ith GAP (1 ≤ i < D), GAPi ⊇ GAP (i−1) ⊇ · · · ⊇
GAP1 has been defined on ⊔i

j=1Aj and the differences d1, d2, . . . , di

have been determined. We are going to proof of the existence GAP (i+

1) on ⊔i+1
j=1Aj. First we use the sequence Ai+1. Actually we follow the

previous argument. Our requirement now is that let f 2(n)/4D2 >

max{∑i
j=1 djLj, Li+1}. As before we get an integer xi+1 for which the

number of representation of xi+1 in the form a + a′, a, a′ ∈ Ai+1 is

at least f 2(n)/2D2 > 2max{∑i
j=1 djLj, Li+1}. Since for all integer

x, x > 2r(x) we get that di+1 := xi+1 > max{∑i
j=1 djLj, Li+1} and

we can select an arithmetic progression of length Li+1. Denote this

arithmetic progression by AP (i+ 1). Finally note that GAP (i+ 1) =

GAPi + AP (i + 1). Since for every i ≥ 1 di+1 >
∑i

j=1 djLj, we can

avoid having two different representations in the GAP (i + 1), which

proves the first part of the theorem.
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Note that in the present proof we use only that the set B is non-

empty.

Now we prove 2. For the proof, we need the following deep result of

Szemerédi and Vu, which Chen also proved independently. (see [SZV]

and [C]):

Lemma 4.2. There is a positive constant c such that the following

holds. Any increasing sequence X = {x1 < x2 < . . . } with A(n) >

c
√
n. We have that FS(X) contains an infinite arithmetic progression.

Split A into two parts A = A1

⊔

A2, where A1(n) > c
√
n for n > n0,

and A2 = A\A1. By lemma 4.2 FS(A1) contains an infinite arithmetic

progression, AP (d) with difference d. Choose the interval I = [1, H]

such that the relative density of this arithmetic progression in I is at

least 1/2d, i.e. |I ∩ AP (d)| > |I|/2d. For any x ∈ I ∩ AP (d), denote
by trm(x) the maximum number of members taken from A in the

representation FS(A1); (formally when x =
∑∞

i=1 εiai : ai ∈ A1, εi ∈
{0, 1} then trm(x) =

∑

i εi). Let Q = max{trm(x) : x ∈ I ∩ AP (d)}.
Choose AQ := {a1, a2, . . . , aQ} from A2. Since A2(n) >

√
n(f(n)− c)

this Q−tuple exists. Let A′
1 = A1 ∪ AQ. Clearly I ′ :=

∑

1≤j≤Q aj +

(I ∩ AP (d)) ⊂ FS(A′
1) and for every element y ∈ I ′, trm(y) ≥ Q + 1.
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Select an element x from I ′. WriteQx = trm(x). Let BT = B∩[1, T ].
Take QxBT := BT + BT + · · · + BT (Qx many times). It is well-

known that for every finite set |A + A| ≥ 2|A| − 1 holds and so by

induction we have |QxBT | ≥ Qx|BT |− (Qx− 1) ≫ Qx|BT |, and clearly

QxBT ⊆ [1, QxT ] ⊆ [1, 2QT ], since every x ∈ I ′ Q+1 ≤ trm(x) ≤ 2Q.

Now we are in the position to define the rectangle R. Let the hor-

izontal segment of R be I ′ and the length of the vertical segment be

2QT . The number of lattice points in R is (1 + o(1))2|I ′|QT . While

|FS(Y ) ∩ R| ≥ |FS(A′ × B) ∩R| ≫
∑

x∈I ′
Qx|BT | ≫ B(T )Q|I ′| =

=
B(T )|I ′|QT

T
≫ |R|B(T )

T
.

�

It has not escaped our attention that in the second part of the

theorem, that it would have been enough to assume that A(n) ≥
c
√
n + B(n), where c is optimal (in the sense that for every c′ < c

Lemma 4.2 does not hold) and B(n) tends arbitrarily slowly to infin-

ity. We just didn’t want to complicate our formulation.

We ensured arbitrary long arithmetic progression in FS(Y ). The

question is, does it contain an infinite arithmetic progression?
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Again the answer depends on the ’slope’ of the arithmetic progres-

sions (compare with Proposition 1.1). The following example shows

that a ”horizontal” arithmetic progression is possible.

Example. Let S be the sequence of square numbers. It is known that n

is expressible as a sum of 5 distinct non-zero squares provided n ≥ 1024

(see e.g. [B]). Let Z = S×{1}. Clearly {(n, 5) : n ≥ 1024} ⊆ FS(Z).

So in the rest we exclude arithmetic progressions which are ’parallel’

to the two axes. In this case, we can say no more:

Proposition 4.3. For every sequence of integers A, there exists an

infinite sequence of integers B such that FS(A× B) does not contain

an infinite arithmetic progression.

Proof. Let us enumerate the set of arithmetic progressions (they form

a countable set). Write them as AP1, AP2, . . . . For each APi we define

a bi ∈ B. Let b1 any positive integers. We define a function α1 :

N 7→ N for which for all (n, y) ∈ FS(A × B), α(n) ≥ y (note that

not only for one y rather for each (n, y) ∈ FS(A × B), when n is

fixed). Represent n in the way when the term(n) is maximal. So

n = ai1 + ai2 + · · · + ait ≥ 1 + 2 + . . . t, hence max term(n) ≤ 2
√
n.

Hence α1(n) = 2b1
√
n is an appropriate function. If AP1 lies on the line

g(x) = y = mx+ b then there is an x0 ∈ R, such that for every x > x0,
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g(x) > 2b1
√
x . Furthermore, there exists an explicit computable x1 ∈

N such that between (x0, g(x0)) and (x1, g(x1)) the line contains at

least ten elements from AP1. Now let b2 = min{m > g(x1) : m ∈ N}.
The further elements of B are defined in a similar way; if bi has

been defined then for all (n,m) ∈ FS(A × {b1 < · · · < bi}) we have

m ≤ (
∑

1≤j≤i−1 bj)
√
n and then the definition of bi+1 is similar as

before.

Assume that the sequence B has been defined. Consider say an

element (n,m) ∈ FS(A × B), x0 ≤ n ≤ x1. If any bi, i ≥ 2 is a term

of the representation of m then m ≥ b2. If just b1, then m ≤ 2b1
√
n.

The given ten point in the AP1 are not elements of FS(A×B).

The further argument is the same for any APi.

�
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