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Abstract

The development of large vision-language models, no-
tably CLIP, has catalyzed research into effective adaptation
techniques, with a particular focus on soft prompt tuning.
Conjointly, test-time augmentation, which utilizes multiple
augmented views of a single image to enhance zero-shot
generalization, is emerging as a significant area of inter-
est. This has predominantly directed research efforts to-
ward test-time prompt tuning. In contrast, we introduce a
robust MeanShift for Test-time Augmentation (MTA), which
surpasses prompt-based methods without requiring this in-
tensive training procedure. This positions MTA as an ideal
solution for both standalone and API-based applications.
Additionally, our method does not rely on ad hoc rules (e.g.,
confidence threshold) used in some previous test-time aug-
mentation techniques to filter the augmented views. Instead,
MTA incorporates a quality assessment variable for each
view directly into its optimization process, termed as the
inlierness score. This score is jointly optimized with a den-
sity mode seeking process, leading to an efficient training-
and hyperparameter-free approach. We extensively bench-
mark our method on 15 datasets and demonstrate MTA’s
superiority and computational efficiency. Deployed easily
as plug-and-play module on top of zero-shot models and
state-of-the-art few-shot methods, MTA shows systematic
and consistent improvements.

1. Introduction
Vision-language models, pretrained on vast sets of image-
text pairs, have emerged as powerful tools for learning
cross-modal representations [25, 30, 46, 60, 62, 63]. The
joint feature space of visual and textual features enables
zero-shot recognition, without any task-specific data. For
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instance, given a set of candidate classes, one can create tex-
tual descriptions, with the so-called prompt [34], pk = ‘’a
photo of a [classk]”, and get its corresponding em-
bedding representation tk = θt(pk) with the language
encoder. Similarly, an image x is projected in the same
embedding space f = θv(x) using the visual encoder.
Then, one can classify this image by measuring the sim-
ilarity between these two encoded modalities and predict-
ing the class corresponding to the most similar embedding,
k̂ = argmaxk f

ttk.

Despite their impressive capabilities, these models still
encounter substantial challenges and may yield unsatisfac-
tory responses in complex situations [17, 46]. These issues
are particularly pronounced when confronted with the prag-
matic constraints of real-world scenarios, where labeled
data can be scarce (i.e., few-shot scenarios [52]) or com-
pletely absent (i.e., zero-shot scenarios [28]), thus limiting
their broader usage. Consequently, there has been a grow-
ing interest in enhancing the test-time generalization facul-
ties of these vision-language models [14, 16, 36, 38, 40, 45].
Empirical findings indicating that improved textual descrip-
tions can positively impact zero-shot predictions [46] have
sparked interest in refining prompt quality for downstream
tasks. Originating in the NLP community [23, 26, 49],
soft prompt learning, which utilizes learnable continuous
tokens as input [29], has rapidly gained popularity. Build-
ing on this momentum, CoOp [68] stands out as the sem-
inal work for prompt tuning in vision-language models.
Since then, prompt tuning has appeared as the promi-
nent approach for adapting vision-language models [63]
across both unsupervised [14, 24, 38] and few-shot scenar-
ios [3, 5, 12, 35, 59, 67–69].

In parallel, test-time augmentation, which has been ex-
tensively used in the computer vision community [32, 50,
64], is now emerging in the vision-language field, with a
focus on prompt tuning [14, 36, 38]. Instead of exploiting a
single image x, test-time prompt tuning techniques leverage
multiple embeddings (fp)1≤p≤N , each derived from a dif-
ferent augmented view (xp)1≤p≤N of the same original im-
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age x. Afterwards, the prompt is optimized by forcing con-
sistency of the predictions among these different views [38].
The final classification step is then performed by computing
the similarity between the original image encoding and the
optimized textual embedding t∗k, k̂ = argmaxk f

tt∗k. These
novel research directions underscore the increasing atten-
tion in enhancing these models’ robustness, especially in
zero-shot scenarios, through data augmentation at test-time.
Alongside this expanding literature, we ask the following
question: Can we improve the image representation f di-
rectly in the embedding space, achieving superior results in
a way that is more efficient than prompt tuning?

Concurrently, there has been a surge in the use of propri-
etary and closed APIs that encapsulate advanced machine
learning functionalities, often termed black boxes due to
their limited transparency, offering little insight into their
internal mechanisms or architectures. Yet, they are crucial
in executing a wide spectrum of tasks in vision and NLP,
introducing new challenges in model adaptation [51]. The
field of NLP, in particular, has seen an emerging literature
on few-shot adaptation of black-box models [8], driven by
the reality that large-scale models (e.g., GPT family [2, 41],
Palm [6]) are only accessible via APIs and their pretrained
weights are not publicly available. Optimizing prompts,
which necessitates gradient computation from output back
to input, a memory-intensive and time-consuming process,
is impractical in the context of API-reliant applications. In
contrast, our approach does not require extra assumptions
about the model’s internal states or architecture, making it
suitable for black-box applications.

Contributions. In this work, we introduce a robust multi-
modal MeanShift Test-time Augmentation (MTA), which
enhances the zero-shot generalization of CLIP models,
leveraging different augmented views of a given image. Un-
like current prompt tuning solutions, which rely on heavy
training procedures and ad hoc thresholds to discard de-
generated views, MTA uses only the final embedding state
and directly integrates an inlierness assessment of the aug-
mented views into its optimization process. Our objective
function is efficiently solvable using iterative block coordi-
nate descent updates, and relaxes the need for training the
model’s parameters or prompts. Empirically, we demon-
strate that MTA surpasses state-of-the-art prompt-tuning al-
ternatives, while being time and memory efficient. Our key
contributions are as follows:
1. We propose a robust MeanShift formulation, which au-

tomatically manages augmented views in test-time aug-
mentation scenarios by optimizing inlierness variables.
Used as a versatile plug-and-play tool, MTA improves
the zero-shot performances of various models on a large
variety of classification tasks, without any hyperparam-
eter tuning.

2. We report comprehensive evaluations and comparisons
to the existing test-time prompt tuning techniques on
15 datasets, showing MTA’s highly competitive perfor-
mances, although it operates in limited access (i.e., final
embedding) and training-free mode. This makes MTA
suitable for both standalone and API-based applications.

3. Deployed easily atop current state-of-the-art few-shot
learning methods, MTA brings consistent improvements,
a benefit not observed with test-time prompt tuning.

2. Related works
Vision-language models adaptation. Large scale vision-
language models have shown excellent results in several
vision tasks [63]. This success has created interest in de-
veloping adaptation techniques that capitalize their gen-
eral knowledge [57]. Among these, prompt tuning [29]
has emerged as the primary method for adapting CLIP-like
models, at test-time based on data augmentations [14, 36,
38] or with few labeled samples [3, 5, 12, 35, 59, 67–69].
CoOp [68] optimizes learnable continuous tokens attached
to the class name, while CoCoOp [67] trains a neural net-
work to generate instance-conditioned tokens based on the
image. Further efforts include ProGrad [69], which guides
prompts toward predefined handcrafted ones based on gra-
dients, whereas PLOT [5] aligns learned prompts with finer-
grained visual features via an optimal transport formulation.
Beyond soft prompt tuning, other strategies involve using
hierarchical word structures to create more semantically re-
fined class descriptions [16, 40], or exploiting other large
scale models to generate more detailed prompts [45, 54, 66]
or new images by diffusion mechanisms [14, 66].
Contrastingly, methods such as CLIP-Adapter [15] offer
an alternative strategy by learning feature adapters. How-
ever, there has been limited effort in developing black-box
methods [42], which can effectively capitalize the knowl-
edge of these models while only accessing their final em-
bedding state. Examples include zero-shot prediction with
parameter-free plug-in attention [18], or few-shot settings
with Tip-Adapter [65] using a cache model.
Our experiments demonstrate that our robust MeanShift al-
gorithm significantly enhances the performances in zero-
shot scenarios, without relying on soft prompt tuning, while
respecting the black-box constraints. Additionally, we re-
port increased performances when applied atop of various
aforementioned few-shot methods, without requiring fur-
ther training or hyperparameter tuning.

Test-time augmentation. Data augmentation during
training is widely recognized for its capacity to enhance
model robustness [20, 21]. Also, its utility extends to test-
time applications [32, 50, 64]. In particular, test-time aug-
mentation can be used on a single image [64] to adapt mod-
els with an entropy minimization term. The latter is of-
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ten used in the context of unsupervised adaptation [31, 55],
but is deployed differently in this augmentation setting, en-
forcing consistent predictions across the various augmented
views. This idea is further developed for vision-language
models with test-time prompt tuning (TPT) [38], where a
prompt is optimized to make consistent predictions among
light augmentations inspired by Augmix [20]. DiffTPT [14]
builds up on this work by adding generated images from
Stable Diffusion [48] to acquire more diverse views. Both
works show improvements when selecting a subset of the
augmented views. Specifically, TPT utilizes only the 10%
most confident views, and DiffTPT measures the similar-
ity with the original image, keeping the unconfident but
correctly classified augmentations. We also demonstrate
that filtering the augmented views can substantially im-
prove test-time augmentation techniques. Additionally, our
method does not rely on arbitrary hard thresholds or rules
as in TPT and DiffTPT; instead, we directly integrate the
weighting of the augmented views in our optimization pro-
cedure thanks to inlierness variables.

3. Robust multi-modal MeanShift
Similarly to the test-time generalization setting recently in-
troduced in TPT [38], let us assume that we are given a
set of image samples (xp)1≤p≤N , which correspond to N
distinct augmented views of a given test sample x. It is
important to note that our method is applicable on top of
any type of augmentations. Let fp = θv(xp) denote the
vision-encoded feature embedding corresponding to aug-
mented sample xp, θv being the vision encoder of the CLIP
pre-trained model. A straightforward way to use the ensem-
ble of augmentations is to perform the zero-shot prediction
based on their mean embedding, thereby giving exactly the
same importance to all augmented samples, independently
of the structure of the data. However, the augmentations
may include degenerated views, which correspond to out-
liers, e.g., in the form of isolated data points or small re-
gions with little structure within the feature space. Such
outliers may bias global statistics like the mean.

3.1. Formulation

We hypothesize that robust statistics like the modes of the
density of the set of augmented views could provide better
representations. Augmented views presenting major char-
acteristics of the concept to be recognized are likely to be
projected close to the original image and close to each oth-
ers. This motivates our formulation, which could be viewed
as a novel robust and multi-modal extension of the popu-
lar MeanShift algorithm [9], an unsupervised procedure for
finding the modes of the distribution of a given set of sam-
ples. In our case, we explicitly model and handle the po-
tential presence of outliers in the estimation of the kernel
density of the set of feature vectors (fp)1≤p≤N . To do so,

we introduce a latent assignment vector y = (yp)1≤p≤N ∈
∆N−1, with ∆N−1 = {y ∈ [0, 1]N | 1ty = 1} the prob-
ability simplex, and propose to minimize the following ob-
jective function:

min
m,y
L(m,y) s.t. y ∈ ∆N−1 with

L(m,y) = −
N∑

p=1

ypK(fp −m)− λ

2

∑
p,q

wp,qypyq

− λyH(y) (1)

In the following, we describe the notations occurring in our
model in Eq. (1), as well as the effect of each of its terms:

Robust KDE (first term) K is a kernel function measur-
ing a robust affinity between fp and m, e.g., a Gaussian
kernel [4]: K(fp − m) ∝ exp(−∥fp − m∥2/h2), where
h is the kernel bandwidth. When variables yp are fixed to
1 ∀p, the first term reduces to the kernel density estimate
(KDE) of the distribution of features at point m. Clearly,
minimizing this term w.r.t m yields the standard MeanShift
algorithm for finding the mode of the density (i.e., the point
maximizing it). In our model, the additional latent vari-
able yp evaluates the inlierness of the pth augmented view,
i.e., the model’s belief in fp being an inlier or not within
the whole set of augmented-view embeddings (fp)1≤p≤N .
Score yp ∈ [0, 1] is high when the model considers the pth

sample as an inlier, enabling it to contribute more in the
KDE evaluation in (1), and small (closer to 0) otherwise.

Text-knowledge guided quadratic term (second term)
This term encourages samples with nearby text-based zero-
shot predictions to have similar inlierness scores yp. Specif-
ically, we construct the pairwise affinities wp,q in the second
term of (1) from both the text and vision embeddings as fol-
lows. Let sp ∈ RK denotes the text-driven softmax pre-
diction based on the zero-shot text embedding for the pth

sample, i.e., the kth component of sp is given by:

sp,k =
exp lp,k∑K
j=1 exp lp,j

; lp,k = τ f tptk (2)

where τ is the temperature scaling parameter of the CLIP
model. Affinities wp,q are given by:

wp,q = stpsq (3)

The Shannon entropy (third term) H(y) is the Shannon
entropy defined over simplex variables as follows:

H(y) = −
N∑

p=1

yp ln yp (4)
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This term acts as a barrier function, forcing latent variable
y to stay within the probability simplex. Furthermore, this
entropic regularizer is necessary to avoid a trivial solution
minimizing the quadratic term (i.e., yp = 1 ∃p.), as it
pushes the solution toward the middle of the simplex (i.e.,
yp = 1/N ∀p).

3.2. Block coordinate descent optimization

Our objective in (1) depends on two types of variables: m
and y. Therefore, we proceed with block-coordinate de-
scent alternating two sub-steps: one optimizing (1) w.r.t y
and keeping density modes m fixed, while the other mini-
mizes (1) w.r.t m with the inlierness variables fixed.

Optimization w.r.t y via the concave-convex procedure
When m is fixed, our objective L(y,m) could be mini-
mized efficiently w.r.t y using the Concave-Convex Proce-
dure (CCCP) [61], with convergence guarantee. At each
iteration, we update the current solution y(n) as the mini-
mum of a tight upper bound on L, which ensures the objec-
tive does not increase. For the sum of concave and convex
functions, as for our sub-problem, the CCCP replaces the
concave part by its linear first-order approximation at the
current solution, which is a tight upper bound, while keep-
ing the convex part. For (1), the quadratic term could be
written as ytWy, with W = [wi,j ]. It is easy to see that
this term is concave as affinity matrix W is positive semi-
definite, whereas the remaining part of L is convex. There-
fore, we replace this quadratic term by ytW ty(n), obtain-
ing, up to an additive constant, the following tight bound:

L(y,m)
c
≤ −

N∑
p=1

ypK(fp −m)− λytW ty(n) − λyH(y)

(5)
Solving the Karush-Kuhn-Tucker (KKT) conditions for
minimizing bound (9), s.t. simplex constraint y ∈ ∆N−1,
gives the following updates for y:

y(n+1)
p =

exp
(
(K(fp −m) + λ

∑N
q=1 wp,qy

(n)
q )/λy

)
∑N

j=1 exp
(
(K(fj −m) + λ

∑N
q=1 wj,qy

(n)
q )/λy

)
(6)

which have to be iterated until convergence. The complete
derivation of Eq. (6) is provided in Appendix A.

Optimization w.r.t m via fixed-point iterations This
sub-step fixes y, and minimizes the objective in (1) w.r.t
the density modes m. Setting the gradient of L w.r.t m to
0 yields the following necessary condition for a minimum,
which takes the form of a fixed-point equation:

m− g(m) = 0; g(m) =

∑N
p=1 ypK(fp −m)fp∑N
p=1 ypK(fp −m)

(7)

(a) Inlierness scores distribution. Blue gradation represents the inlierness
score: the darker, the higher.

(b) Inlierness-density mode seeking. The white arrow represents the up-
date direction of the traditional MeanShift; instead our robust MeanShift
follows the orange ones.

Figure 1. Interpretation of Eqs. (6) and (8) in (a) and (b) respec-
tively. Our robust MeanShift alternatively solves these 2 equations
until convergence. A pseudocode is available in Appendix C.

The solution to (7) could be obtained by the following fixed-
point iterations:

ml+1 = g(ml) =

∑N
p=1 ypK(fp −ml)fp∑N
p=1 ypK(fp −ml)

(8)

This yields a Cauchy sequence {ml}l∈N, which con-
verges to a unique value: m∗ = liml−→∞ ml+1 =
liml−→∞ g(ml) = g(liml−→∞ ml) = g(m∗), and m∗ is
the unique solution of the fixed-point in (7) (Appendix B).

Final prediction The class prediction is computed by the
cosine similarity between the mode minimizing our objec-
tive in Eq. (1), i.e., m∗ obtained at convergence, and the
encoded prompts of each class k, i.e., tk:

k̂ = argmax
k

(m∗)ttk

Interpretation Eqs. (6) and (8) can be nicely interpreted
in Figure 1. Sub-figure 1a shows how the inlierness scores
are spreading. A data point is given a high inlierness score
if it is close to the mode and/or close to other data points
with high inlierness scores. Therefore, inlierness scores are
spreading iteratively from data points close to the mode to-
ward other data points controlled by their affinity relations.
Sub-figure 1b shows the update direction followed by tradi-
tional MeanShift, i.e., updates (8) but with fixed yp = 1, ∀p.
The orange arrows follow the update of our robust Mean-
Shift, i.e. joint updates in (6) and (8). Our mode update is
directed toward dense regions with high inlierness scores,
thus avoiding close regions with few or isolated data points.
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Table 1. Zero-shot methods on ImageNet datasets. We use ”a photo of a [classk]” as prompt. Majority vote of the 80 handcrafted
prompts of [46] is used for final prediction when Ensemble is specified. CoOp is a pretrained prompt on 16-shots ImageNet. We highlight
the best and second best results by bolding and underlining them, respectively. ✓ for training-free methods at test-time, ✗ otherwise.

Method ImageNet -A -V2 -R -Sketch Average

CLIP [46] ✓ 66.73 47.87 60.86 73.98 46.06 59.11
CLIP + Ensemble [46] ✓ 68.38 49.95 62.1 77.38 47.96 61.15

TPT [38] ✗ 68.94 54.63 63.41 77.04 47.97 62.40
MTA (Ours) ✓ 69.29 57.41 63.61 76.92 48.58 63.16
MTA + Ensemble (Ours) ✓ 70.08 58.06 64.24 78.33 49.61 64.06

CoOp [68] ✓ 71.51 49.71 64.20 75.21 47.99 61.72

TPT + CoOp [38] ✗ 73.61 57.85 66.69 77.99 49.59 65.14
MTA + CoOp (Ours) ✓ 73.99 59.29 66.97 78.2 49.96 65.68

Table 2. Zero-shot methods on 10 fine-grained classification datasets. We highlight the best result by bolding. +E. means that majority
vote with the 80 handcrafted prompts of [46] is used for final prediction.

Method SUN397 Aircraft EuroSAT Cars Food101 Pets Flower102 Caltech101 DTD UCF101 Average

CLIP [46] 62.59 23.67 42.01 65.48 83.65 88.25 67.44 93.35 44.27 65.13 63.58
CLIP + E. [46] 66.02 23.88 48.8 66.14 83.83 88.42 67.8 93.87 46.04 66.77 65.16

TPT [38] 65.41 23.1 42.93 66.36 84.63 87.22 68.86 94.12 46.99 68.00 64.76
MTA (Ours) 64.98 25.32 38.71 68.05 84.95 88.22 68.26 94.13 45.59 68.11 64.63
MTA +E. (Ours) 66.67 25.2 45.36 68.47 85.00 88.24 68.06 94.21 45.9 68.69 65.58

Table 3. Comparison of augmentation strategies: RandomCrop Vs Diffusion-based. Note that the test set of each dataset is reduced
to 1000 samples for computation reasons and batch size of 128 was used as in the DiffTPT paper [14] (64 randomly cropped and 63
diffusion-generated images for Diffusion). Hence reported performance can vary from Table 1. We highlight the best result by bolding.

Augmentation Method ImageNet -A -V2 R -Sketch Average

RandomCrop TPT [38] 68.15 51.23 66.17 76.88 49.31 62.35
MTA 69.11 55.27 65.71 77.48 50.23 63.56

Diffusion DiffTPT [14] 67.83 53.43 65.18 76.85 50.2 62.7
MTA 69.18 54.5 64.81 76.82 51.09 63.28

4. Experimental settings

4.1. Datasets

To evaluate our proposed MTA, we follow the setting
of previous works [38, 68]. We assess our method
on ImageNet [11] and its four variants (ImageNet-
A [22], ImageNet-V2 [47], ImageNet-R [21], ImageNet-
Sketch [56]) to measure robustness to natural domain shifts.
Additionally, we also consider 10 datasets for fine-grained
classification of scenes (SUN397 [58]), aircraft types (Air-
craft [37]), satellite imagery (EuroSAT [19]), automobiles
(StanfordCars [27]), food items (Food101 [1]), pet breeds
(OxfordPets [43]), flowers (Flower102 [39]), general ob-
jects (Caltech101 [13]), textures (DTD [7]) and human ac-
tions (UCF101 [53]). These diverse datasets provide a com-
prehensive benchmark for visual classification tasks.

4.2. Implementation details

No hyperparameter tuning. In the MeanShift algorithm,
the bandwidth is a sensitive hyperparameter that can cause
the algorithm to become stuck in small, locally dense areas
if set too low, or escape significant dense regions if set too
high [10]. We utilize the Gaussian kernel [4] as described
in Section 3 and adopt a variable bandwidth [10] in which
each point is assigned a unique bandwidth value h2

p. The
bandwidth of a point is estimated with a ratio ρ of its clos-
est neighbors: h2

p = 1
ρ(N−1)

∑
q∈Ip
∥fp− fq∥2 with ρ set to

0.3 inspired by [44]. Here, Ip represents the set of indices
corresponding to the neighbors of point p. Initial guess of
the mode can also impact the final solution and is set to
the embedding of the original (i.e., non-augmented) image.
Affinities are based on the text prediction as described in
Section 3. Finally, λ and λy are set to 4 and 0.2 respectively

5
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Figure 2. Runtime in seconds per image on ImageNet for TPT
and MTA with 5 different backbones: RN50 (ResNet-50), RN101
(ResNet-101), ViT-B/32, ViT-B/16 and ViT-L/14. Experiences
were performed on a single A100 40Gb GPU.

and remain fixed for every CLIP visual encoder and dataset.
This leads to a hyperparameter-free method across all ex-
periments. Unless otherwise mentioned, we report top-1
accuracy using the ViT-B/16 backbone.

Comparison methods. We employ the term ensemble
for the majority vote among the 80 predefined handcrafted
prompts of CLIP [46]. For the zero-shot scenario, TPT is
performed with one step as suggested in their work [38].
We evaluate the zero-shot setting [28] with the basic ”a
photo of a [classk]” as prompt initialization and
with the ensemble for final prediction if mentioned. Note
that combining ensemble with TPT is not straightforward as
the goal is to use the optimized prompt for prediction, hence
we only use ensemble with our approach. The weights of
CoOp [68] are from 16 shots Imagenet with 4 tokens. For
the few-shot scenario, the number of tokens of CoOp [68]
and ProGrad [69] are specified in the caption of each table.
As proposed in [33], to establish a fair comparison between
few-shot methods, we limit the number of validation sam-
ples to min(n, 4) where n is the number of training shots,
notably for Tip-Adapter and Tip-Adapter-F [65] that tune
hyperparameters. Because of the randomness inherent in
test-time augmentation or some training procedures (e.g.,
prompt tuning), each reported performance is the averaged
top-1 accuracy of three different random seeds. More de-
tailed performances are available in Appendix D.

Test-time augmentation. Our proposed method uses ran-
dom cropping (RandomCrop) as augmented view generator
identical to the one in TPT [38]. We also study at the end of
Section 5 the impact of a more complex data augmentation
based on diffusion as done in DiffTPT [14]. Note that TPT
and DiffTPT are using slightly stronger augmentations for
the 10 fine-grained classification datasets inspired by Aug-
Mix [20]. In our case, for a more realistic zero-shot setting,
we keep the simple RandomCrop for all the 15 datasets.

Table 4. Averaged top-1 accuracy on ImageNet and its 4 vari-
ants for different visual encoders of CLIP. Hyperparameters are
kept identical across datasets and visual encoder architectures. +E.
stands for Ensemble.

Architecture ResNet-50 ResNet-101 ViT-B/32 ViT-B/16 ViT-L/14

CLIP 44.11 49.48 50.65 59.11 70.65
Ensemble 46.23 51.58 52.23 61.12 72.6
TPT 47.23 52.16 53.27 62.40 73.67
MTA 47.22 53.15 55.17 63.16 73.88
MTA + E. 48.35 54.23 56.1 64.06 74.71

5. Zero-shot
MTA globally outperforms TPT while respecting the
black-box constraints and running nearly three times
as fast. Table 1 demonstrates MTA’s stable improvement
over TPT on ImageNet and its variants with both the ba-
sic ”a photo of a [classk]” and CoOp’s pretrained
prompt. Moreover, Table 2 indicates that, except for the
EuroSAT dataset [19], MTA consistently enhances base-
line performance across fine-grained datasets. It also sur-
passes TPT when combined with ensembling, which re-
spects the black-box assumption. TPT is not able to outper-
form the majority vote strategy in average for the 10 fine-
grained classification datasets, questioning its applicability
for a larger variety of tasks. Finally, we compare runtimes
on ImageNet in Figure 2. MTA is nearly three times faster
than TPT, notably due to the quick optimization step and
the removed second forward pass.

MTA benefits from improved prompt strategy. Table 1
and 2 concur in suggesting that the improvements brought
by our approach complement those from refined prompt
strategies, i.e., basic ensemble of handcrafted prompts or
soft pretrained prompts. This may imply that leveraging
both modalities in the same optimization process, as sug-
gested in [33] for the few-shot setting, could further en-
hance performance.

MTA bridges the transferability gap of pretrained
prompts due to better image representation. We use
CoOp pretrained on ImageNet to measure the domain gen-
eralization ability of our method as in [68] in Table 1. Al-
though the gains of CoOp over the ensembling strategy re-
main ambiguous, the combination of CoOp with MTA sig-
nificantly enhances accuracy for all datasets. This notable
improvement suggests that the mode found by MTA is able
to highlight the generalization ability of pretrained prompts.
This illustrates an additional use case of MTA, which can
be used in synergy with fine-tuning for a specific task (e.g.,
prompt tuning). This aspect is emphasized in Section 6.
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Figure 3. Few-shot learning results on the 10 fine-grained datasets and ImageNet. We compare MTA and TPT when added on top of CoOp
prompts (M=4 tokens) for increasing number of shots. Averaged top-1 accuracy over the 11 datasets is shown on the bottom right, we
additionally show the averaged top-1 accuracy for CoOp with M=16 tokens.

MTA generalizes across visual encoder architectures
with the same hyperparameters. Generalization across
various model architectures is a desirable attribute of zero-
shot methods, as it eliminates the need for laborious and
computationally demanding hyperparameter tuning. This
becomes increasingly critical in the context of the current
scaling trend, where model complexity is rapidly expand-
ing [2, 6]. Table 4 shows consistent improvement on the
baseline for five different visual backbones of CLIP with
fixed hyperparameters. It demonstrates the generalization
ability of our method across architectures and model scales.

MTA is applicable to other data augmentation strate-
gies. We explore the compatibility of MTA with different
types of data augmentation. Specifically, we follow the pro-
tocol of DiffTPT [14] to generate augmented views from
cropping and diffusion model [48]. We employ a batch
of 128 images composed of the original one, 63 diffusion-
generated and 64 randomly cropped views. Since gener-
ating images by diffusion is more computationally inten-
sive than RandomCrop (generating 63 images takes approx-
imately 2 minutes on a A100 40Gb GPU), we present these
results separately. Inspired by the observations of DiffTPT

about the reliance of the images generated by diffusion, we
increase ρ to a slightly less restrictive value of 0.5 for the
purpose of this experiment. Otherwise, we keep the same
hyperparameters λ and λy and do not treat the two kinds of
augmentation differently. As demonstrated in Table 3, our
method surpasses DiffTPT on average, further evidencing
its effectiveness across a broad range of applications.

6. Few-shot

Fine-grained learned prompts benefit from MTA but not
from TPT. As depicted in Figure 3, MTA improves CoOp
performances across shots and datasets with notably Air-
craft 40.07%→ 44.33% (+ 4.26%), EuroSAT 83.53%→
87.38% (+ 3.85%), and Cars 79.06%→ 82.66% (+ 3.6%)
with 16 shots. In contrast, TPT generally diminishes perfor-
mance across most datasets, highlighting its limitations in
enhancing prompts for fine-grained tasks. While the accu-
racy for 16 tokens is on average higher for MTA and lower
for TPT, we report the 4 tokens results in alignment with
the TPT paper [38] to maintain fairness. Detailed perfor-
mances for 16 tokens and individual datasets are available
in Appendix D.
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Table 5. Improvement of few-shot learning methods on ImageNet
when MTA is added on top. CoOp and ProGrad are using 16 to-
kens. ∆ highlights the gain. ✓ for training-free methods, ✗ oth-
erwise.

Shots 1 2 4 8 16

Tip-Adapter [65] ✓ 68.94 69.18 69.75 70.15 70.51
Tip-Adapter-F [65] ✗ 69.36 69.95 70.74 71.82 73.39
CoOp [68] ✗ 65.7 66.97 68.83 70.57 71.87
ProGrad [69] ✗ 67.01 69.06 70.15 71.25 72.14
Tip-Adapter + MTA ✓ 71.05 71.12 71.4 71.9 72.05
∆ (+2.11) (+1.94) (+1.65) (+1.75) (+1.54)
Tip-Adapter-F + MTA ✗ 71.35 71.48 72.17 73.18 74.23
∆ (+1.99) (+1.53) (+1.43) (+1.36) (+0.84)
CoOp + MTA ✗ 67.82 69.1 71.05 72.85 74.20
∆ (+2.12) (+2.13) (+2.22) (+2.28) (+2.33)
ProGrad + MTA ✗ 69.27 71.39 72.50 73.66 74.41
∆ (+2.26) (+2.33) (+2.35) (+2.41) (+2.27)

MTA can be applied atop few-shot learning methods.
As demonstrated in Table 5, applying MTA to prompt-based
and adapter-based few-shot learning methods on ImageNet
results in notable performance improvements. Specifically,
prompt-based methods see an average gain exceeding 2%
across shots, with adapter-based methods showing slightly
lower yet significant improvements. Indeed, our affinity
term, outlined in Eq. 3, can greatly benefit from refined
prompts. Nevertheless, we can notice that a training-free
approach, Tip-Adapter, combined with MTA is competi-
tive with prompt tuning methods without MTA. This could
present a compelling trade-off: opting for more intensive
computational efforts during training or at test-time.

7. Ablation study
Number of augmented views. In Figure 4, the accuracy
for MTA and MTA + Ensemble increases as the number
of augmented views grows until reaching a plateau around
128. Even when we restrict the number of augmented views
to 16, our method still brings about 2.3% gain, which makes
it a useful tool for lighter applications, up until 4.4% gain
for batches of 128 views. We can observe similar gains
when combined with ensemble of prompts, with 1.9% gain
for batches of 16 up until 3.1% for larger batches.

Inlierness scores. We compare performance with equal
weights on each augmented view (i.e., traditionnal Mean-
Shift), with a confidence threshold as in TPT [38] and with
our inlierness formulation in Table 6. The inlierness for-
mulation yields better performance on average over the 15
datasets. Note that the relatively high score of confidence
threshold is mainly due to peak performance on ImageNet-
A, a trend not consistent on other datasets, see Appendix
D. Additionally, Appendix C contains a study of λ and λy

showing their interdependent relation and importance.
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Figure 4. Averaged top-1 accuracy of MTA with and without ma-
jority vote for final prediction on the 5 ImageNet variants with
increasing number of augmented views.

Affinity measure. Rather than using the affinity measure
based on text described in Section 3, one could use only
visual features (fp)1≤p≤N to compute the affinity between
two embeddings wp,q = f tpfq . For the sake of fairness,
we reperform a comprehensive hyperparameter search (λ
ranging from 0.1 to 10 and λy from 0.1 to 0.5). Best per-
formance is reported in Table 6. We observe that vision-
based affinity measure degrades performance in comparison
to text-based affinity measure.

Table 6. Ablation study on two main components of MTA: the
inlierness scores and the affinity measure. Reported value is the
averaged top-1 accuracy over the 15 datasets studied in this work.

Baseline CLIP 62.09

Filtering
Strategy

MeanShift (no inlierness scores) 59.93
Confidence thresh. (10%) 63.27
Inlierness scores 64.14

Affinity
Measure

Vision-based 63.15
Text-based 64.14

8. Conclusion
In this work, we have investigated a novel approach to han-
dle test-time augmentation for vision-language models. Our
MeanShift for Test-time Augmentation (MTA) is based on
a robust generalization of a well-known mode seeking al-
gorithm, and operates solely on the final embeddings, in a
training-free manner. Extensive experiments demonstrate
that our method not only surpasses test-time prompt tun-
ing alternatives but also runs significantly faster. With-
out any other requirements, MTA can easily be deployed
in a zero-shot manner and atop few-shot learning meth-
ods. We believe our work could serve as a starting point to
broaden the current research focus on improving zero-shot
vision-language models, and to investigate more efficient
approaches, beyond prompt learning.
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[4] Miguel Á. Carreira-Perpiñán. Gaussian mean-shift is an em
algorithm. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, 29:767–776, 2007. 3, 5

[5] Guangyi Chen, Weiran Yao, Xiangchen Song, Xinyue Li,
Yongming Rao, and Kun Zhang. Plot: Prompt learning
with optimal transport for vision-language models. In The
Eleventh International Conference on Learning Representa-
tions, 2022. 1, 2

[6] Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,
Maarten Bosma, Gaurav Mishra, Adam Roberts, Paul
Barham, Hyung Won Chung, Charles Sutton, Sebastian
Gehrmann, et al. Palm: Scaling language modeling with
pathways. arXiv preprint arXiv:2204.02311, 2022. 2, 7

[7] Mircea Cimpoi, Subhransu Maji, Iasonas Kokkinos, Sammy
Mohamed, and Andrea Vedaldi. Describing textures in the
wild. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 3606–3613, 2014. 5

[8] Pierre Colombo, Victor Pellegrain, Malik Boudiaf, Victor
Storchan, Myriam Tami, Ismail Ben Ayed, Celine Hudelot,
and Pablo Piantanida. Transductive learning for textual few-
shot classification in api-based embedding models. arXiv
preprint arXiv:2310.13998, 2023. 2

[9] Dorin Comaniciu and Peter Meer. Mean shift analysis and
applications. In Proceedings of the seventh IEEE inter-
national conference on computer vision, pages 1197–1203.
IEEE, 1999. 3, 13

[10] Dorin Comaniciu, Visvanathan Ramesh, and Peter Meer. The
variable bandwidth mean shift and data-driven scale selec-
tion. In Proceedings Eighth IEEE International Confer-
ence on Computer Vision. ICCV 2001, pages 438–445. IEEE,
2001. 5

[11] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In 2009 IEEE Conference on Computer Vision and
Pattern Recognition, pages 248–255, 2009. 5

[12] Mohammad Mahdi Derakhshani, Enrique Sanchez, Adrian
Bulat, Victor Guilherme Turrisi da Costa, Cees GM Snoek,
Georgios Tzimiropoulos, and Brais Martinez. Variational
prompt tuning improves generalization of vision-language
models. arXiv preprint arXiv:2210.02390, 2022. 1, 2

[13] Li Fei-Fei, Rob Fergus, and Pietro Perona. Learning gener-
ative visual models from few training examples: An incre-
mental bayesian approach tested on 101 object categories. In
2004 conference on computer vision and pattern recognition
workshop, pages 178–178. IEEE, 2004. 5

[14] Chun-Mei Feng, Kai Yu, Yong Liu, Salman Khan, and
Wangmeng Zuo. Diverse data augmentation with diffusions
for effective test-time prompt tuning. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 2704–2714, 2023. 1, 2, 3, 5, 6, 7

[15] Peng Gao, Shijie Geng, Renrui Zhang, Teli Ma, Rongyao
Fang, Yongfeng Zhang, Hongsheng Li, and Yu Qiao.
Clip-adapter: Better vision-language models with feature
adapters. International Journal of Computer Vision, pages
1–15, 2023. 2

[16] Yunhao Ge, Jie Ren, Andrew Gallagher, Yuxiao Wang,
Ming-Hsuan Yang, Hartwig Adam, Laurent Itti, Balaji Lak-
shminarayanan, and Jiaping Zhao. Improving zero-shot gen-
eralization and robustness of multi-modal models. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 11093–11101, 2023. 1, 2

[17] Gabriel Goh, Nick Cammarata, Chelsea Voss, Shan Carter,
Michael Petrov, Ludwig Schubert, Alec Radford, and Chris
Olah. Multimodal neurons in artificial neural networks. Dis-
till, 6(3):e30, 2021. 1

[18] Ziyu Guo, Renrui Zhang, Longtian Qiu, Xianzheng Ma, Xu-
peng Miao, Xuming He, and Bin Cui. Calip: Zero-shot en-
hancement of clip with parameter-free attention. In Proceed-
ings of the AAAI Conference on Artificial Intelligence, pages
746–754, 2023. 2

[19] Patrick Helber, Benjamin Bischke, Andreas Dengel, and
Damian Borth. Eurosat: A novel dataset and deep learning
benchmark for land use and land cover classification. IEEE
Journal of Selected Topics in Applied Earth Observations
and Remote Sensing, 12(7):2217–2226, 2019. 5, 6

[20] Dan Hendrycks*, Norman Mu*, Ekin Dogus Cubuk, Barret
Zoph, Justin Gilmer, and Balaji Lakshminarayanan. Aug-
mix: A simple method to improve robustness and uncertainty
under data shift. In International Conference on Learning
Representations, 2020. 2, 3, 6

[21] Dan Hendrycks, Steven Basart, Norman Mu, Saurav Kada-
vath, Frank Wang, Evan Dorundo, Rahul Desai, Tyler Zhu,
Samyak Parajuli, Mike Guo, et al. The many faces of robust-
ness: A critical analysis of out-of-distribution generalization.
In Proceedings of the IEEE/CVF International Conference
on Computer Vision, pages 8340–8349, 2021. 2, 5

[22] Dan Hendrycks, Kevin Zhao, Steven Basart, Jacob Stein-
hardt, and Dawn Song. Natural adversarial examples. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 15262–15271, 2021. 5

[23] Z hong, D Friedman, and D Chen. Factual probing is [mask]:
Learning vs. learning to recall. In Conference of the North
American Chapter of the Association for Computational Lin-
guistics (NAACL), 2021. 1

[24] Tony Huang, Jack Chu, and Fangyun Wei. Unsupervised
prompt learning for vision-language models. arXiv preprint
arXiv:2204.03649, 2022. 1

9



[25] Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh,
Hieu Pham, Quoc Le, Yun-Hsuan Sung, Zhen Li, and Tom
Duerig. Scaling up visual and vision-language representa-
tion learning with noisy text supervision. In International
conference on machine learning, pages 4904–4916. PMLR,
2021. 1

[26] Z Jiang, F Xu, J Araki, and G Neubig. How can we know
what language models know. In Association for Computa-
tional Linguistics (ACL), 2020. 1

[27] Jonathan Krause, Michael Stark, Jia Deng, and Li Fei-Fei.
3d object representations for fine-grained categorization. In
Proceedings of the IEEE international conference on com-
puter vision workshops, pages 554–561, 2013. 5

[28] Christoph H Lampert, Hannes Nickisch, and Stefan Harmel-
ing. Learning to detect unseen object classes by between-
class attribute transfer. In 2009 IEEE conference on com-
puter vision and pattern recognition, pages 951–958. IEEE,
2009. 1, 6

[29] Brian Lester, Rami Al-Rfou, and Noah Constant. The power
of scale for parameter-efficient prompt tuning. arXiv preprint
arXiv:2104.08691, 2021. 1, 2

[30] Liunian Harold Li, Pengchuan Zhang, Haotian Zhang, Jian-
wei Yang, Chunyuan Li, Yiwu Zhong, Lijuan Wang, Lu
Yuan, Lei Zhang, Jenq-Neng Hwang, et al. Grounded
language-image pre-training. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 10965–10975, 2022. 1

[31] Jian Liang, Dapeng Hu, and Jiashi Feng. Do we really need
to access the source data? source hypothesis transfer for un-
supervised domain adaptation. In International conference
on machine learning, pages 6028–6039. PMLR, 2020. 3

[32] Jian Liang, Ran He, and Tieniu Tan. A comprehensive sur-
vey on test-time adaptation under distribution shifts. arXiv
preprint arXiv:2303.15361, 2023. 1, 2

[33] Zhiqiu Lin, Samuel Yu, Zhiyi Kuang, Deepak Pathak, and
Deva Ramanan. Multimodality helps unimodality: Cross-
modal few-shot learning with multimodal models. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 19325–19337, 2023. 6

[34] Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang, Hi-
roaki Hayashi, and Graham Neubig. Pre-train, prompt, and
predict: A systematic survey of prompting methods in nat-
ural language processing. ACM Computing Surveys, 55(9):
1–35, 2023. 1

[35] Yuning Lu, Jianzhuang Liu, Yonggang Zhang, Yajing Liu,
and Xinmei Tian. Prompt distribution learning. In Proceed-
ings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 5206–5215, 2022. 1, 2

[36] Xiaosong Ma, Jie Zhang, Song Guo, and Wenchao Xu.
Swapprompt: Test-time prompt adaptation for vision-
language models. In Thirty-seventh Conference on Neural
Information Processing Systems, 2023. 1, 2

[37] Subhransu Maji, Esa Rahtu, Juho Kannala, Matthew
Blaschko, and Andrea Vedaldi. Fine-grained visual classi-
fication of aircraft. arXiv preprint arXiv:1306.5151, 2013.
5

[38] Shu Manli, Nie Weili, Huang De-An, Yu Zhiding, Gold-
stein Tom, Anandkumar Anima, and Xiao Chaowei. Test-
time prompt tuning for zero-shot generalization in vision-
language models. In NeurIPS, 2022. 1, 2, 3, 5, 6, 7, 8

[39] Maria-Elena Nilsback and Andrew Zisserman. Automated
flower classification over a large number of classes. In 2008
Sixth Indian conference on computer vision, graphics & im-
age processing, pages 722–729. IEEE, 2008. 5

[40] Zachary Novack, Julian McAuley, Zachary Chase Lipton,
and Saurabh Garg. Chils: Zero-shot image classification
with hierarchical label sets. In International Conference on
Machine Learning, pages 26342–26362. PMLR, 2023. 1, 2

[41] OpenAI. Gpt-4v(ision) technical work and authors, 2023. 2
[42] Yassine Ouali, Adrian Bulat, Brais Matinez, and Georgios

Tzimiropoulos. Black box few-shot adaptation for vision-
language models. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 15534–15546,
2023. 2

[43] Omkar M Parkhi, Andrea Vedaldi, Andrew Zisserman, and
CV Jawahar. Cats and dogs. In 2012 IEEE conference on
computer vision and pattern recognition, pages 3498–3505.
IEEE, 2012. 5
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A. Proof of Equation 6
Here, we give details of the derivation of the y-updates in
Eq. (6) from the upper bound (majorizing function) in (9).
Given a solution y(n) at iteration n, the goal is to find the
next iterate y(n+1) that minimizes the following tight upper
bound, s.t. simplex constraint y ∈ ∆N−1:

B(y,y(n)) = −ytk− λ

2
ytW ty(n) − λyH(y) (9)

where k = (K(fp −m))1≤p≤N .
The objective function of (9) is strictly convex. Taking

into account the simplex constraint on y, the associated La-
grangian reads:

L(y,y(n)) = −ytk−λ

2
ytW ty(n)−λyH(y)+γ(yt1N−1)

(10)
where γ is the Lagrange multiplier for simplex constraint
y ∈ ∆N−1 and 1N is the vector of ones. Note that we do
not impose explicitly the constraints on the non-negativity
of the components of y because these are implicitly en-
forced with the entropic barrier term in (9), i.e., −λyH(y).
Now, computing the gradient of L(y,y(n)) w.r.t y yields:

∇yL(y,y(n)) = −k−λW ty(n)+(γ+λy)1N+λy log(y)
(11)

By setting the gradients of (11) to 0, we get the optimal
solution:

y(n+1)
p = exp

(
(K(fp −m) + λ

N∑
q=1

wp,qy
(n)
q )/λy

)
.

exp (−(γ + λy)) (12)

Using this expression in the simplex constraint∑
p y

(n+1)
p = 1 enables to recover the following ex-

pression of exp (γ + λy):

N∑
j=1

exp

(
(K(fj −m) + λ

N∑
q=1

wj,qy
(n)
q )/λy

)
Plugging this expression back in (12), we get the final up-
dates:

y(n+1)
p =

exp
(
(K(fp −m) + λ

∑N
q=1 wp,qy

(n)
q )/λy

)
∑N

j=1 exp
(
(K(fj −m) + λ

∑N
q=1 wj,qy

(n)
q )/λy

)
(13)

B. Cauchy and convergent sequence proof
Let us consider iteration l, with the associated current in-
lierness scores y. Let us prove that {ml}l∈N is a Cauchy
sequence. Recall the recursive relation:

ml+1 =

∑N
p=1 ypK(fp −ml)fp∑N
p=1 ypK(fp −ml)

(14)

with K(fp−ml) = exp(−∥ fp−ml

h ∥2), for some h > 0. We
define:

k(x) = exp(−x) (15)

ul =

N∑
p=1

ypK(fp −ml) (16)

vl =

N∑
p=1

ypK(fp −ml)fp (17)

Step 1: First, let us prove that {ul}l∈N is a Cauchy se-
quence. Recall that in a metric space, a convergent se-
quence is necessarily a Cauchy sequence. Therefore, we
only need to show that ul is convergent (i.e bounded and
strictly monotonic).
Notice that for x > 0, 0 ≤ k(x) ≤ 1. Therefore:

ul =

N∑
p=1

ypk(∥
fp −ml

h
∥2) (18)

≤
N∑

p=1

yp ≤ 1 (19)

Therefore, ul is bounded between 0 and 1. Now, let us study
the consecutive differences ∆l = ul+1 − ul:

∆l =

N∑
p=1

yp

[
k(
∥fp −ml+1∥2

h2
)− k(

∥fp −ml∥2

h2
)

]
(20)

Because k is convex, one can say that ∀a, b ∈ R:

k(a)− k(b) ≥ k′(b)(a− b) (21)

And because k′(b) = −k(b) in our case, one ends up with:

k(a)− k(b) ≥ k(b)(b− a) (22)

Applied with a =
∥fp−ml+1∥2

h2 and b =
∥fp−ml∥2

h2 , one can
obtain:

∆l ≥
N∑

p=1

ypK(fp −ml)

[
∥fp −ml∥2

h2
− ∥fp −ml+1∥2

h2

]

=
1

h2

N∑
p=1

ypK(fp −ml)
[
∥ml∥2 − ∥ml+1∥2

−2 < ml, fp > +2 < ml+1, fp >
]
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Now is time to recall recursive relation ml+1 =
vl

ul
. By

simply expanding, one can end up with:

∆l ≥ 1

h2

[
∥ml∥2ul − ∥v

l∥2

ul
− 2 < ml, vl > +2

∥vl∥2

ul

]
=

1

h2
ul
[
∥ml∥2 − 2 < ml,ml+1 > +∥ml+1∥2

]
=

1

h2
ul∥ml −ml+1∥2 (23)

Therefore, ∆l > 0, which shows that {ul}l∈N is strictly
increasing. This concludes the proof that ul is a convergent
sequence, and therefore a Cauchy one.

Step 2: Now, on top of concluding the proof that
{ul}l∈N is a Cauchy sequence, Eq. (23) also offers an inter-
esting relation between {∆l}l∈N and the sequence of inter-
est {ml}l∈N, which we can use. Indeed, for any l0,m ∈ N,
we can sum Eq. (23):

l0+m∑
l=l0

∆l ≥ 1

h2

l0+m∑
l=l0

ul∥ml −ml+1∥2 (24)

≥ul0

h2

l0+m∑
l=l0

∥ml −ml+1∥2 (25)

≥ul0

h2
∥ml0+m −ml0∥2 (26)

Where Eq. (25) follows because {ul}l∈N is strictly in-
creasing, and Eq. (26) follows from the triangle inequality.
Now, the left-hand side of Eq. (24) can be reduced to∑l0+m

l=l0
∆l = ul0+m+1 − ul0 . But because we proved in

Step 1 that {ul}l∈N was a Cauchy sequence, this difference
is bounded by a constant. This concludes the proof that
{ml}l∈N is itself a Cauchy sequence in the Euclidean space.

Step 3: We just proved that {ml}l∈N was a Cauchy se-
quence. Therefore {ml}l∈N can only converge to a single
value m∗. We now use the continuity of function g to con-
clude that m∗ has to be a solution of the initial equation (7):

m∗ = lim
l→∞

ml+1 = lim
l→∞

g(ml) (27)

= g( lim
l→∞

ml) = g(m∗) (28)

C. Further details on MTA
We summarize the traditional mode seeking MeanShift pro-
cedure, upon which our approach is based, in Algorithm 1.
Moreover, our robust multi-modal MeanShift for test-time
augmentation, named MTA, is presented in Algorithm 2 in
a non-vectorized manner to highlight each operation. The
handcrafted prompts [46] for ensembling are listed in Ta-
ble 12. We use N=64 augmented views (63 from random

Table 7. Effect of λ and λy on the ImageNet dataset. Reported
value is the top-1 accuracy averaged over 3 random seeds.

λ
λy 0.01 0.05 0.1 0.2 0.4 0.8 1.6 3.2 10 100

→∞
(MeanShift)

0 66.7 66.7 66.8 68.3 65.8 65.3 65.6 65.9 66.0 66.1 66.1
0.5 66.7 66.7 66.8 68.7 67.7 66.8 66.4 66.2 66.1 66.1 -
1 66.7 66.7 66.9 68.9 68.2 67.4 66.9 66.5 66.3 66.1 -
2 66.8 66.8 67.1 69.1 68.8 68.0 67.4 67.0 66.5 66.1 -
4 66.6 66.5 66.9 69.3 69.1 68.6 68.0 67.5 66.8 66.2 -
8 62.0 62.5 64.2 68.7 69.3 69.0 68.5 68.1 67.2 66.3 -

16 57.3 58.5 61.0 65.8 69.1 69.3 68.9 68.5 67.7 66.4 -

cropping (RandomCrop) and the original image) in all our
experiments except in Table 3 to be consistent with DiffTPT
which uses 128 augmented views (63 from diffusion, 64
from random cropping and the original image). Table 7
shows the interdependency of λ and λy and the role of the
inlierness scores: as λy approaches 0, it tends toward a peak
selection and trivial solutions; conversely, as λy grows, it
tends to MeanShift with uniform inlierness scores.

Algorithm 1 Mode seeking MeanShift [9]

Require: h > 0 the bandwidth, K a kernel function (e.g.,
Gaussian kernel), m0 a first estimate of the mode, a set
of data points (fp)1≤p≤N , a threshold value ϵ

1: l← 0
2: while l = 0 or ∥ml −ml−1∥ ≥ ϵ do

3: ml+1←
∑N

p=1 K(fp−ml)fp∑N
p=1 K(fp−ml)

▷ mode update

4: l← l + 1
5: end while
6: m←ml−1

7: return m

D. Additional results
Zero-shot (Section 5). We report detailed results for Ta-
ble 1, Table 2 and Table 3 with average top-1 accuracy and
standard deviation in Table 8, Table 9 and Table 10 respec-
tively.

Few-shot (Section 6). Additional results for CoOp with
16 tokens are depicted in Figure 5. A similar trend to that
shown in Figure 3 is evident, with more pronounced per-
formance degradation observed for TPT. On the contrary,
MTA benefits from these more performant prompts.

Ablation study (Section 7). Details for the 15 datasets
for the filtering strategy ablation study of Table 6 are given
in Table 11. With the exception of ImageNet-A, the con-
fidence threshold strategy consistently demonstrates lower
performances compared to our inlierness formulation.
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Algorithm 2 MTA with Gaussian kernel

Require: A set of augmented embeddings (fp)1≤p≤N with f1 being the original image, a set of class embeddings (tk)1≤k≤K ,
a threshold value ϵ, τ the temperature variable of the CLIP model.

1: wp,q ← Affinity(fp, fq , (tk)1≤k≤K , τ ) ∀ p, q ∈ {1, ..., N} ▷ See Algorithm 3
2: h2

p ← 1
ρ(N−1)

∑
q∈Ip
∥fp − fq∥2 ∀ p ∈ {1, ..., N} ▷ Ip the closest neighbors of p, ρ set to 0.3

3: m← f1 ▷ mode initialization
4: yp ← 1

N ∀ p ∈ {1, ..., N} ▷ Initial inlierness scores uniform
5: while (1) and (2) not converged do
6: n← 0

7: y0← y

8: while n = 0 or ∥yn − yn−1∥ ≥ ϵ do

9: y
(n+1)
p ← exp((K(fp−m)+λ

∑N
q=1 wp,qy

(n)
q )/λy)∑N

j=1 exp
(
(K(fj−m)+λ

∑N
q=1 wj,qy

(n)
q )/λy

) ∀ p ∈ {1, ..., N} ▷ (1) inlierness scores update

10: n← n+ 1

11: end while
12: y← yn−1

13: l← 0

14: m0←m

15: while l = 0 or ∥ml −ml−1∥ ≥ ϵ do

16: ml+1←
∑N

p=1 ypK(fp−ml)fp∑N
p=1 ypK(fp−ml)

▷ (2) mode update

17: l← l + 1

18: end while
19: m←ml−1

20: end while
21: return argmaxk mttk ▷ return prediction based on the mode

Algorithm 3 Affinity measure based on predictions

1: function AFFINITY(fp, fq , (tk)1≤k≤K , τ )
2: if p = q then
3: return 0
4: end if
5: lp,k ← τ f tptk ; lq,k ← τ f tqtk ∀ k ∈ {1, ...,K} ▷ similarity with classk

6: sp,k ← exp lp,k∑K
j=1 exp lp,j

; sq,k ← exp lq,k∑K
j=1 exp lq,j

∀ k ∈ {1, ...,K} ▷ Softmax operation

7: wp,q ← stpsq

8: return wp,q

9: end function
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Table 8. Details of Table 1 with averaged top-1 accuracy and standard deviation computed over 3 random seeds.

Method ImageNet -A -V2 -R -Sketch Average

TPT ✗
68.94 54.63 63.41 77.04 47.97 62.40
± .06 ± .21 ± .12 ± .02 ± .05 ± .03

MTA ✓
69.29 57.41 63.61 76.92 48.58 63.16
± .09 ± .15 ± .07 ± .13 ± .05 ± .07

MTA + Ensemble ✓
70.08 58.06 64.24 78.33 49.61 64.06
± .03 ± .07 ± .09 ± .11 ± .06 ± .06

TPT + CoOp ✗
73.61 57.85 66.69 77.99 49.59 65.14
± .17 ± .34 ± .25 ± .69 ± .34 ± .1

MTA + CoOp ✓
73.99 59.29 66.97 78.2 49.96 65.68
± .18 ± .12 ± .25 ± .76 ± .46 ± .25

Table 9. Details of Table 2 with averaged top-1 accuracy and standard deviation computed over 3 random seeds.

Method SUN397 Aircraft EuroSAT Cars Food101 Pets Flower102 Caltech101 DTD UCF101 Average

TPT 65.41 23.1 42.93 66.36 84.63 87.22 68.86 94.12 46.99 68.00 64.76
± .03 ± .39 ± .2 ± .31 ± .03 ± .19 ± .32 ± .21 ± .31 ± .22 ± .05

MTA 64.98 25.32 38.71 68.05 84.95 88.22 68.26 94.13 45.59 68.11 64.63
± 0 ± .25 ± .22 ± .16 ± .06 ± .07 ± .08 ± .02 ± .18 ± .11 ± .02

MTA + E. 66.67 25.2 45.36 68.47 85.00 88.24 68.06 94.21 45.9 68.69 65.58
± .05 ± .37 ± .16 ± .08 ± .03 ± .07 ± .2 ± .21 ± .09 ± .15 ± .05

Table 10. Details of Table 3 with averaged top-1 accuracy and standard deviation computed over 3 random seeds.

Augmentation Method ImageNet -A -V2 R -Sketch Average

RandomCrop
TPT 68.15 51.23 66.17 76.88 49.31 62.35

± .3 ± .31 ± .2 ± .2 ± .2 ± .05

MTA 69.11 55.27 65.71 77.48 50.23 63.56
± .4 ± .15 ± .4 ± .36 ± .4 ± .11

Diffusion
DiffTPT 67.83 53.43 65.18 76.85 50.2 62.7

± .23 ± .64 ± .43 ± .11 ± .36 ± .19

MTA 69.18 54.5 64.81 76.82 51.09 63.28
± .4 ± .31 ± .1 ± .26 ± .4 ± .07

Table 11. Details of Table 6 for inlierness scores ablation study. (1) MeanShift (no inlierness scores) (2) confidence thresh. (10%) (3)
Inlierness scores. I stands for ImageNet, A for ImageNet-A, V for ImageNet-V2, R for ImageNet-R and K for ImageNet-Sketch. Reported
values are averaged top-1 accuracy and standard deviation computed over 3 random seeds.

I A V R K SUN397 Aircraft EuroSAT Cars Food101 Pets Flower102 Caltech101 DTD UCF101 Average

(1) 66.1 48.05 60.29 67.69 40.59 63.74 25.11 24.72 66.53 83.12 85.24 66.69 91.52 44.35 65.16 59.93
± .03 ± .14 ± .23 ± .1 ± .05 ± .09 ± .1 ± .08 ± .2 ± .09 ± .22 ± .25 ± .11 ± .24 ± .05 ± .07

(2) 68.26 60.66 63.3 76.14 47.59 63.56 24.52 36.13 67.59 83.39 85.83 66.51 92.69 45.45 67.41 63.27
± .07 ± .19 ± .13 ± .08 ± .05 ± .11 ± .24 ± .04 ± .09 ± .14 ± .32 ± .42 ± .1 ± .1 ± .39 ± .04

(3) 69.29 57.41 63.61 76.92 48.58 64.98 25.32 38.71 68.05 84.95 88.22 68.26 94.13 45.59 68.11 64.14
± .09 ± .15 ± .07 ± .13 ± .05 ± 0 ± .25 ± .22 ± .16 ± .06 ± .07 ± .08 ± .02 ± .18 ± .11 ± .01
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Figure 5. Additional results for Figure 3 with M=16 tokens for the CoOp pretrained prompts.
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Table 12. The 80 handcrafted prompts used for majority vote.

”a photo of a [].”, ”a bad photo of a [].”, ”a photo of many [].”, ”a sculpture of a [].”,
”a photo of the hard to see [].”, ”a low resolution photo of the [].”, ”a rendering of a [].”,
”graffiti of a [].”, ”a bad photo of the [].”, ”a cropped photo of the [].”,, ”a tattoo of a [].”,
”the embroidered [].”, ”a photo of a hard to see [].”, ”a bright photo of a [].”,
”a photo of a clean [].”, ”a photo of a dirty [].”, ”a dark photo of the [].”,
”a drawing of a [].”, ”a photo of my [].”, ”the plastic [].”, ”a photo of the cool [].”,
”a close-up photo of a [].”, ”a black and white photo of the [].”, ”a painting of the [].”,
”a painting of a [].”, ”a pixelated photo of the [].”, ”a sculpture of the [].”,
”a bright photo of the [].”, ”a cropped photo of a [].”, ”a plastic [].”,
”a photo of the dirty [].”, ”a jpeg corrupted photo of a [].”, ”a blurry photo of the [].”,
”a photo of the [].”, ”a good photo of the [].”, ”a rendering of the [].”,
”a [] in a video game.”, ”a photo of one [].”, ”a doodle of a [].”,
”a close-up photo of the [].”, ”the origami [].”, ”the [] in a video game.”,
”a sketch of a [].”, ”a doodle of the [].”, ”a origami [].”, ”a low resolution photo of a [].”,
”the toy [].”, ”a rendition of the [].”, ”a photo of the clean [].”, ”a photo of a large [].”,
”a rendition of a [].”, ”a photo of a nice [].”, ”a photo of a weird [].”,
”a blurry photo of a [].”, ”a cartoon [].”, ”art of a [].”, ”a sketch of the [].”,
”a embroidered [].”, ”a pixelated photo of a [].”, ”itap of the [].”,
”a jpeg corrupted photo of the [].”, ”a good photo of a [].”, ”a plushie [].”,
”a photo of the nice [].”, ”a photo of the small [].”, ”a photo of the weird [].”,
”the cartoon [].”, ”art of the [].”, ”a drawing of the [].”, ”a photo of the large [].”,
”a black and white photo of a [].”, ”the plushie [].”, ”a dark photo of a [].”, ”itap of a [].”,
”graffiti of the [].”, ”a toy [].”, ”itap of my [].”, ”a photo of a cool [].”,
”a photo of a small [].”, ”a tattoo of the [].”
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