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Abstract. Concept Bottleneck Models (CBM) map the input image to a
high-level human-understandable concept space and then make class pre-
dictions based on these concepts. Recent approaches automate the con-
struction of CBM by prompting Large Language Models (LLM) to gener-
ate text concepts and then use Vision Language Models (VLM) to obtain
concept scores to train a CBM. However, it is desired to build CBMs with
concepts defined by human experts instead of LLM generated concepts to
make them more trustworthy. In this work, we take a closer inspection on
the faithfulness of VLM concept scores for such expert-defined concepts
in domains like fine-grain bird species classification and animal classifi-
cation. Our investigations reveal that frozen VLMs, like CLIP, struggle
to correctly associate a concept to the corresponding visual input despite
achieving a high classification performance. To address this, we propose
a novel Contrastive Semi-Supervised (CSS) learning method which uses
a few labeled concept examples to improve concept alignment (activate
truthful visual concepts) in CLIP model. Extensive experiments on three
benchmark datasets show that our approach substantially increases the
concept accuracy and classification accuracy, yet requires only a fraction
of the human-annotated concept labels. To further improve the classifi-
cation performance, we also introduce a new class-level intervention pro-
cedure for fine-grain classification problems that identifies the confound-
ing classes and intervenes their concept space to reduce errors. Source
codes are available at https://github.com/NMS05/Improving-Concept-
Alignment-in-Vision-Language-Concept-Bottleneck-Models.
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1 Introduction

Concept Bottleneck Models (CBM) [14] are a popular choice for building in-
terpretable models with high-level concepts. These models first map the input
image to a low-dimensional (hence the term “bottleneck”) expert-defined concept
space where each concept is readily understandable by a human. For example,
the bird species ‘Vermilion Flycatcher’ can have concepts like ‘red-body’, ‘black-
wing’, and ‘red-crown’, etc. A linear classifier then makes class predictions on
top of these concepts. There are two fundamental requirements to build a CBM
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- a well-defined non-ambiguous concept set and the corresponding concept labels
for every sample. Recent approaches [25,46] automate the above steps and scale
CBM to larger datasets (like ImageNet) by leveraging Large Language Models
(LLM) and Vision Language Models (VLM). They typically involve generat-
ing an initial concept set by prompting a LLM with few shot examples and
then extracting a sub-set of those concepts that are conducive for discrimination
(classification). When an image and this filtered concept set ® is passed as a
input to the contrastively pre-trained VLM, it’s image-text alignment scores act
as “concept scores or concept labels” for that sample. These concept labels can
be used to train another CBM classifier [25] or can be directly used to predict
the classes [46], thus turning a VLM into CBM (referred to as VL-CBM from
here on).

While LLMs possess rich world knowledge [11,27,34] and can generate a
potential (large) concept set across any domain, there are certain instances where
an expert-defined concept is preferred.

— A small and concise set of expert-defined bottleneck concepts enables easier
error analysis and intervention, which is crucial for interpretable models.

— In medical domains, such as Hematology [2, 36], it is desired to use the
expert-defined concept set rather than that generated from LLMs, as the
former comes from the more trusted pathologists.

— For faithful “visual” classification, all the concepts must be visually ground-
able, which is guaranteed with expert-defined concept set [38]. In comparison,
for problems like bird species classification, LLMs can generate concepts like
“migratory birds” that are not salient for visual classification.

In such cases with limited yet preferable expert concepts, do the VLM con-
cept scores faithfully represent the visual input and are they efficacious to build
VL-CBMs with desired performance? To answer this question, we take a closer
inspection on the CLIP [28] concept scores for expert-defined concepts on classi-
fication datasets like CUB [38], RIVAL [21], and AwA2 [42]. Ideally, it is desired
for the CLIP model to precisely associate a visual concept (appearance, color,
shape, etc.) to the corresponding visual input. Our investigations expose two
problems,

— Low Concept Accuracy. The CLIP (VLM) model has a low concept
accuracy despite the VL-CBM achieving a high classification performance,
which makes the resulting model less faithful.

— Incorrect Concept Association. For challenging classification problems
like CUB, the CLIP model is sensitive and biased towards the primary color
of the bird and associate this dominant color to all other body parts. It
struggles to correctly attribute the fine-grain concepts to the visual input.

Hence, to improve the reliability of VL-CBM, there is a need to improve
concept alignment i.e., activate the desired/truthful concepts for a given image,

3 The number of LLM generated concepts are usually an order of magnitude larger
than the expert-defined concepts.
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which requires supervision. But obtaining the supervisory concept labels for all
training samples is cumbersome. To solve this problem, we propose a novel Con-
trastive Semi-Supervised (CSS) learning approach that can improve the concept
alignment in VL-CBM with fewer labeled concept examples. Our approach en-
courages consistent concept scores for intra-class samples whilst discriminating
(contrasting) them from the other classes. It then uses a few labelled concept
examples (semi-supervision) per class to align them with the ground truth. Ex-
tensive experiments on three benchmark datasets CUB [38], RIVAL [21], and
AwA2 [42] show that our CSS method substantially increases the concept accu-
racy (+39.1% for CUB, +18.63% for RIVAL, +31.11% for AwA2) and enhances
the overall classification accuracy (+5.61% for CUB, +2.84% for RIVAL, +3.06%
for AwA2) with only a handful of human-annotated concept labels per class. We
also validate our CSS approach in a medical domain using the blood cell attribute
dataset WBCAtt [30].

Intervention is the fundamental advantage of a CBM over other inter-
pretable models - if a classifier makes an incorrect prediction, one can inspect the
concept scores and rectify the problem, so that the model makes the desired pre-
diction. Intervention in CBM is typically performed at an instance level [14,25],
where a handful of error images are arbitrarily chosen for debugging. But, choos-
ing the error images are non-trivial for fine-grain multi-class classification prob-
lems which have fewer samples per class and even visually similar classes. In this
work, we propose a class-level intervention procedure for fine-grain classification
problems, where we first compute an error matrix to identify the “confounding
classes” (visually similar but semantically different) and then intervene the error
images of these classes such that it reduces the total error for the confounding
classes whilst increasing the overall classification accuracy. The primary contri-
butions of this paper are summarized below,

— Validating the faithfulness of VL-CBM. We investigate the concept
scores for expert concepts and show that CLIP models have poor concept
alignment and they struggle to correctly associate the fine-grain concepts to
visual input.

— Improving concept alignment. To address the above issue and to improve
the reliability of VL-CBM, we propose a novel Contrastive Semi-Supervised
(CSS) approach which uses a fraction of the human-annotated concept labels
to increase the concept accuracy and classification accuracy.

— Class-level Intervention. We propose an intervention procedure for fine-
grain classification problems which reduces the total error for confounding
classes and further increases the classification performance.

2 Related Work

Post-hoc interpretable models. Post-hoc methods [4,8,17,29, 30] convert a
pre-trained black-box classifier into an interpretable model using saliency maps.
They highlight the regions of the input space [31] that influence a classifiers’
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prediction and it helps one understand the salient features of a particular class.
Though saliency maps can reveal the semantic features (or spurious correlations)
that a classifier focuses on, their interpretation can be subjective and may require
domain expertise.

Prototype-based and Concept-based interpretable models. In stark con-
trast to post-hoc methods, these models can be trained and are interpretable by
design. Prototype-based methods [6,7,24,32,37] learn interpretable visual fea-
ture prototypes for every class from the training samples. During inference, the
distance (similarity score) between the test sample feature and the learned proto-
types determine the classifiers decision. BotCL [39] is a prototype-based method
that is closely related to our work. It applies contrastive learning to the prototype
space of a vision-only model, while we focus on contrastive + semi-supervised
learning on the concept space of a vision-language (multimodal) model. Concept-
based methods [12, 14, 48] map the input to a high-level concept space defined
by human experts, where these concepts are readily interpretable. The classi-
fiers decision is based on the predicted concept scores. The main advantage of
concept-based methods is that they allow test-time intervention [1,5,12,14,19]
and they are easier to debug compared to other methods.

VLM based interpretable models (VL-CBM). The problem with concept-
based models is that they require concept labels for every training sample [14]
or a lot of training images representing each of those concepts [12,48]. To solve
this problem, recent approaches [22,23,25,41,45,46,49] leverage contrastively
pre-trained Vision-Language Models, like CLIP [28], to automatically generate
concept labels from their image-text alignment scores. These models have in-
terpretable natural language concepts [18,44] that are typically generated by a
LLM and this automated approach scales them to larger datasets.

Enhancing faithfulness of VL-CBMs. Several recent works have focused
on addressing the shortcomings of VLM based concept bottlenecks to improve
their reliability. They constrain the class predictions to focus on a sub-set of
salient concepts [26,33,40], make concept scores robust to perturbations [15], and
obtain reliable concept score distributions by modeling uncertainties [13] and by
composing energy functions [43]. In our work, we enhance the faithfulness of
VL-CBM by using human (expert) preferred concepts and improve the concept
scores of VLM in a semi-supervised setup using a few concept labels.

3 Methodology

We formally define VL-CBM in Sec. 3.1 and investigate the faithfulness of CLIP
concept scores in Sec. 3.2. We then propose our Contrastive Semi-Supervised
(CSS) method to improve concept alignment in Sec. 3.3.

3.1 Vision-Language Concept Bottleneck Models

Consider a dataset D = {(x1,1), (z2,%2), ..., (TN, yn)}, where z; € REXWx3

denotes the images, y; denotes the labels for k classes, and IV is the total number
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Table 1: Evaluation of CLIP concept scores and VL-CBM classification performance.

CUB RIVAL AwA2

Classification Accuracy (%)  75.84 95.63 90.14
Concept Accuracy (%) 24.43 58.85 49.02
No.of Concepts 312 18 85
Difficulty of Concepts Hard Easy Medium

of training samples. While a black-box classifier f : 2 — R* directly maps an
image x to its label y, a CBM consists of a backbone g : © — R® which first maps
the image x to a concept space consisting of ¢ pre-defined concepts and a linear
classifier h : R® — RF that maps the predicted concepts to its corresponding
label y. These concepts represent the salient visual features that are crucial for
solving the classification task.

However, training the backbone g requires N X ¢ concept labels which is te-
dious to obtain. VL-CBM overcome this issue by leveraging the image-text align-
ment scores of contrastively pre-trained Vision-Language Models (like CLIP) as
concept labels. Concretely, let T = {t1, ta, ..., t.} be the set of LLM generated or
expert-defined text concepts. Now the ¢ concept labels for an image x;, which
is denoted as C}, is obtained by C; = Ej(x;) - Ep(T)T, where - denotes the dot
product, Ey and Ep denotes the image and text encoder of the CLIP model that
maps the images and text concepts into a shared feature space. Now, with the
availability of image x;, concept label C;, and class label y; for N samples, the
backbone g and the classifier h can be independently or jointly trained.

3.2 Faithfulness of Vision-Language Concept Bottleneck Models

We validate the faithfulness of VL-CBM for expert concepts across three im-
age classification datasets namely Caltech-UCSD Birds (CUB) [38], Rich Vi-
sual Attributes with Localization (RIVAL) [21], and Animal with Attributes
(AwA2) [42]. These datasets provide expert concepts and the corresponding
ground-truth concept labels required for our evaluation. We input the images
and the expert (text) concepts to a frozen CLIP model to obtain the concept
scores as described in Sec. 3.1. Our objective here is to evaluate the quality and
faithfulness of the VLM concept scores by comparing them against the ground-
truth concept labels and evaluate their classification performance with a linear
classifier. The concept evaluation results are presented in Table 1. Our investi-
gations expose two problems with CLIP concept scores.

Low Concept Accuracy. From the table, the CLIP model has a low concept
accuracy despite the VL-CBM achieving a high classification accuracy. This
implies that a higher classification performance does not guarantee a faithful
concept understanding, which makes the VL-CBM less reliable. Moreover, it
becomes difficult to intervene such a model during test-time, in order to rectify
prediction errors.



6 NM. Selvaraj et al.

T; T
r +a cone shaped bill
P + ablue coloured wing
+ ared coloured wing
+ an orange coloured crown
« a purple coloured breast
+ astriped pattern in the wing
+ ayellow coloured nape

]

Er\ cLip Image cLpText [ET
Encoder Encoder

E; (@) | 1 Ei) | B
Avg Pooled Image Text
Patch Tokens Feature Features

LN

LayerNorm

| -
Concept Supervision Ground Truth
Wep T e Concept Labels
Linear Concept [ Wi
Projection c Linear Classifier
) | Classifier Loss Ground Truth
ConceptActivatons oSS Clss Labels
(@ (b)

Fig. 1: (a) Architecture of VL-CBM with concept projection (bootstrap). (b) Overview
of the Contrastive Semi-Supervised (CSS) learning method.

Incorrect Concept Association. A closer inspection of these concepts in
Fig. 2 (CLIP Concept Scores) reveal that, for fine-grained concepts like in CUB,
the CLIP model is sensitive and biased towards the primary color of the bird
and associate this dominant color to all other body parts. The untrained model
struggles to correctly associate the color/texture concepts to the corresponding
bird part, which is crucial for bird species classification.

The lower concept accuracy and the errors in concept association is a result
of the poor relational and compositional understanding of CLIP models i.e.,
they make errors in associating objects to their attributes [47], especially in a
multi-object and multi-attribute setting [16]. Hence, to improve the reliability
and faithfulness of VL-CBM, there is a need to improve concept alignment i.e.
activate the truthful concepts for the given image.

3.3 Improving concept alignment in VL-CBM

We propose a novel Contrastive Semi-Supervised (CSS) learning method that
can improve the concept alignment in VL-CBM with a few labelled concept
examples per class. The overall framework is illustrated in Fig. 1.

From Table 1, we can see that the frozen CLIP model achieves a low yet non-
trivial concept accuracy. We bootstrap this by adding a learnable linear concept
projection layer (see Fig. 1a) that enhances the CLIP concept scores by directly
predicting the ¢ concepts from the average pooled visual patch tokens as,

Ci = Er(z;) - Er(T)" + LN (E7 (7)) - Wer, (1)

where E(z;) € R1*%12 is the image feature, E7(T) € R*°12 is the text feature
for ¢ concepts, E}(z;) € R*7%® denotes the average pooled patch tokens from
the visual encoder, W p € R758%¢ is the learnable concept projection layer and
LN denotes layer normalization. From the concept scores C; € R'*€, a linear
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classifier Wx € R°** makes class predictions K; = C; - W for the image x;,
where K; € R'** denotes the class logits for the k classes.

Now the model must be optimized to improve concept alignment and achieve
high classification accuracy. To improve concept alignment, the predicted con-
cepts can be compared with the ground truth concept labels. However, the
availability of fewer concept labels (semi-supervision) makes it less effective
in improving concept alignment across other unlabelled samples. To mitigate
this, we augment a contrastive learning objective to the concept space with the
following intuition. The contrastive objective encourages “consistent” concept
scores for intra-class samples and the concept labels for a few of these samples
(semi-supervision) guide or align the predicted concepts with the ground truth.
Furthermore, contrastive learning discriminates the concept scores of inter-class
samples thus aiding in classification. Such a learning objective of enforcing con-
sistency between sample pairs guided by a few labeled examples [3,20] has not
been studied in VL-CBMs before.

To achieve this (see Fig. 1b), we perform pairwise sampling such that each
training sample consists of a pair of images (z;,z;) from the same class and
every other sample in the mini-batch belongs to different classes. There are n
samples (2n images) in each mini-batch. For these image pairs, we compute the
concept scores (C;, C;) and class predictions K = [K;, K] *. Let g = [g;, g;] and
y = [yi,y;] be the corresponding ground-truth concept labels and class labels.
We jointly train the concept projection layer and the linear classifier to minimize
the following loss objective.

L= Lcontrastive + LCE + Lconceph (2>

stm(C;,Cj) /T
Lcontrastive = l Z - IOg c im(C,.C 5
Z S s €O

1,JEN

1
LCE = % Z Lce(Klayl)v

le2n

Leoneent = 5= 32 L1y (5(C1) = s(G), i Gl 0,

le2n
Lconcept = 07 if |Gl| = Oa

where sim is the cosine similarity metric, 7 is the temperature parameter, L.,
and L1 are the standard cross entropy loss and mean absolute error, s is the
softmax normalization and 7 is a constant that increases the magnitude of the
L1 loss function. [ denotes the index of the concept score, class logit, and label
tensor within the mini-batch, after stacking along the batch dimension.

— The contrastive loss (Lcontrastive) Optimizes Wep and encourages the con-
cept scores of the same classes (positive pairs) to be consistent and discrim-
inates it from the other classes (negative pairs).

4 The square brackets denote the tensors are stacked across batch dimension and no
longer need to be in pairs.
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Table 2: Improving Concept Alignment in VL-CBM using Contrastive Semi-
Supervised (CSS) learning. We report the classification, concept, and WBC attribute
accuracies (in %) as Class, Concept, and Attribute. The best performance is bolded,
and the second-best is underlined. Note that WBCAtt uses the PLIP model.

Model CUB RIVAL AwA2 WBCALtt

Class Concept‘ Class Concept‘ Class Concept‘ Attribute
ViT-B/16 (Black Box) | 79.21 NA 99.47 NA 94 NA 66.11
CLIP VL-CBM |[25,46] | 75.84 24.43 | 95.63 58.85 | 90.14 49.02 42.56
CSS VL-CBM (Ours)| 81.45 63.53 | 98.47 177.48 93.2 81.13 64.19

— The cross entropy loss (Lcg) trains the linear classifier Wy to make class
predictions from the concept scores.

— The concept loss (Lconcept) optimizes Wep to align the concept predictions
with the ground truth concept labels and it primarily improves the concept
accuracy. The concept loss is enabled if the concept labels are available
(|G1] # 0) or else it becomes zero.

4 Experiments

4.1 Experimental Setup

Dataset. We validate the effectiveness of our Contrastive Semi-Supervised (CSS)
method in improving concept alignment on the CUB [38], RIVAL [21], AwA2 [42]
datasets, and in a medical setting on the White Blood Cell Attribute (WBCAtt)
dataset [36]. All the above datasets provide an expert-defined concept set and the
corresponding ground-truth concept labels, which is crucial for our evaluation.

Model and Training. We use the PLIP ViT-B-16 [9] model available in Hug-
ging Face for experiments on WBCAtt dataset and use the OpenCLIP ViT-B-16
model [10] for experiments on all other datasets. We use Adam optimizer to train
all our models and evaluate them with classification accuracy and/or concept
accuracy metrics.

4.2 Improving Concept Alignment

We empirically demonstrate the effectiveness of our Contrastive Semi-Supervised
(CSS) approach in improving concept alignment for the CUB, RIVAL, AwA2,
and WBCAtt datasets in Table 2.

Bird and Animal classification. We validate our CSS method with con-
cept accuracy and classification accuracy metrics for CUB, RIVAL, and AwA2
datasets. We first train a black-box image classifier with frozen CLIP vision
encoder (ViT-B/16) as the backbone to establish the baseline classification per-
formance. The black-box classifier directly predicts the classes from the image
features without any concept bottlenecks. We then train a CLIP VL-CBM clas-
sifier with expert-defined text concepts as described in Sec. 3.1. From the table,
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Baltimore Oriole CLIP Concept Scores CSS Concept Scores Chimpanzee I CLIP Concept Scores | CSS Concept Scores
- aorange coloured bill 0.872 - a perching-like body shape 0.013 - hooves 0019 - bush
- aorange coloured upper tail | 0.655 - a orange coloured lower body IS .013 - furry 0019 - fast

- aorange coloured throat 0.627 - a black coloured wing - tusks 0019 - walks

- aorange coloured breast 0.622 - a black coloured nape - long leg 0018 - strong

- aorange coloured forehead | 0.608 - a black coloured eye - paws 0018 - bipedal

- ablack coloured throat 0.583 - a orange coloured breast - homs 0018 - smelly

- aorange coloured wing 0.562 - bill length shorter than head ] - tail 0018 - jungle

§ - a orange coloured upper body |0.532 - a black coloured upper tail on v | . - black 0.018 - long leg
\Vermilion Flycatcher CLIP Concept Scores CSS Concept Scores CLIP Concept Scores | CSS Concept Scores

| 0.294 - a red coloured breast 0.685 - a red coloured crown - fury 0,02 - forest
0.203 - a rufous coloured crown 0.685 - a black coloured eye - long leg 0,02 - plains
0.291 - a rufous coloured belly 0.644 - has primary colour red - vegetation 0,019 - meatteeth
0.291 - a rufous coloured forehead | 0.624 - a black coloured wing - small 0.019 - hunter
|0.290 - a red coloured eye 0,592 - bill length shorter than head - tail 0,019 - tail
|0.286 - a rufous coloured upper tail  |0.550 - a red coloured breast 5 - hunter 0.019 - paws
| 0.283 - a red coloured wing 0.507 - has primary colour black g & - fish 0,019 - active

- a rufous coloured under tail 0496 - a black coloured upper body \ : - walks 0,019 - pads

CLIP Concept Scores | CSS Concept Scores
7] 0.013 - horns 0021 - walks

0.013 - tusks 0.021 - fierce

- [0.013 - longleg 0.021 - quadrupedal
0.013 - plains 002 - muscle

0.012 - fierce 0.02 - strong

0.012 - black 0.02 - fast

0.012 - buckteeth 0,02 - horns

210.012 - meat teeth 0.02 - tail

CLIP Concept Scores CSS Concept Scores
- ayellow coloured throat 0.698 - a buff coloured forehead
- ayellow coloured upper tail | 0.657 —a yellow coloured lower body |
-ayellow coloured bill 0.612 - a pointed bill |
-ayellow coloured under tail  |0.577 - a yellow coloured breast

- a.orange coloured throat 0.563 - a yellow coloured belly

- ablack coloured throat 0511 - a perching-like body shape
-ayellow coloured breast 0.505 - a yellow coloured throat

- a buff coloured throat 0.501 - a yellow coloured upper tail

Fig. 2: Visualization of top—8 concept scores for the CUB (birds) and AwA2 (animals)
datasets. Incorrectly activated concepts are highlighted in red.

we can see that the classification performance of CLIP VL-CBM is on-par with
the black-box classifier, however, it has a lower concept accuracy.

Hence, to improve the faithfulness and reliability of VL-CBM, we apply the
concept projection later (bootstrap) and optimize the model with our CSS ob-
jective (CSS VL-CBM). Our CSS method not only substantially increases the
concept accuracy, it also closes the gap with black-box methods on image clas-
sification performance. Especially for the CUB dataset, our CSS method sur-
passes the black-box classifier. The “number of concept labels per class” used
to train the CSS VL-CBM model for the above datasets are as CUB - 9 labels
(30%), RIVAL - 8 labels (0.1%), and AwA2 - 10 labels (1.4%). The values within
brackets denote the “concept labels used for training as a percentage of the total
concept labels provided by the dataset”. The results show that even with such
small percentages of concept labels, our CSS method can substantially increase
the concept accuracy. The enhanced and faithful concept scores after improving
concept alignment with CSS is presented in Fig. 2 (CSS Concept Scores).

WBC Attribute prediction. WBCAtt contains White Blood Cell (WBC)
images annotated with 31 “cell morphology” attributes that aids in diagnosis
in Hematology. We directly evaluate the models on their attribute prediction
accuracy and do not perform any image classification. While contemporary ap-
proaches [46,48] use the HAM10000 [35] dataset to study VL-CBM in the medical
domain, the availability of attribute labels in WBCAtt makes the latter suitable
for our work. For our evaluation, we train the PLIP model [9] (a VLM model
for Pathology AI), with 50% of the attribute labels. From the table, we can see
that our CSS method substantially increases the attribute prediction accuracy
and closes the gap with black-box attribute predictor.

Impact of the number of concept labels. Since our approach is semi-
supervised, we further investigate the impact of the number of human-annotated
concept labels on the CSS VL-CBM performance in Fig. 3.
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Fig. 3: Number of concept labels vs CSS VL-CBM performance.

Table 3: Comparison of CSS VL-CBM with contemporary methods on CUB.

Method Base CBM Training Classifier Class (%) Concept (%)

LF-CBM |[25] ResNet-18 2-stage Sparse-Linear  74.31 -
PCBM |[48] ResNet-18 2-stage Sparse-Linear  59.6 -

CLIP VL-CBM ResNet-18 2-stage Sparse-Linear  68.77 16.53

CSS VL-CBM (Ours)  ResNet-18 2-stage Sparse-Linear  72.85 62.8

CLIP VL-CBM ResNet-18 joint Linear 74.91 18.84

CSS VL-CBM (Ours)  ResNet-18 joint Linear 80.36 63.17
CompDL [49] CLIP ViT-B/32 - Linear 52.6 -
LaBo (full shot) [46] CLIP ViT-B/32 - Linear 81.0 -

CSS VL-CBM (Ours) CLIP ViT-B/16  joint Linear 81.45 63.53

For CUB and RIVAL datasets we progressively increase the concept labels
used for training, for which we observe a proportional increase in the classifica-
tion and concept accuracies.

For WBCAtt, we investigate how the black-box (PLIP vision encoder) at-
tribute predictor compares against the CSS (PLIP) VL-CBM attribute predic-
tor, for an increase in the attribute labels used for training. Note that there
is no image classification task for WBCAtt. We can see that our CSS method
outperforms black-box attribute predictor in a low data-resource setting.

4.3 Comparison with other methods

CUB. The CUB dataset is extensively used by the Explainable AT community to
build and study concept-based interpretable models. Hence, we comprehensively
compare our Contrastive Semi-Supervised VL-CBM method with contemporary
VLM-based interpretable models on the CUB dataset. The results are presented
in Table 3. For a fair comparison with LE-CBM [25] and PCBM [48], we perform
two-stage training. In stage 1, a ResNet18 backbone with a linear concept pre-
dictor is trained with the concept labels generated by our CSS VL-CBM model.
It minimizes the Leoncept loss function. In stage 2, a sparse-linear SGD classifier
from scikit-learn is trained with 5000 steps as described in [48]. The backbone,
concept predictor, and sparse-linear classifier together constitute a CBM.

From the table, we can see that the classification accuracy of ResNet-18
CBM supervised by our CSS VL-CBM approach is on par with LF-CBM and
achieves much higher performance than PCBM. However, we observe the best
performance with joint training of the backbone, concept predictor, and linear
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Common Yellowthroat  Lazuli Bunting
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Yellow Throat Brown Breast
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Fig. 4: Grad-CAM visualization of the learned concepts.

Table 4: Comparison of CSS VL-CBM with other methods on RIVAL and AwA2.

Dataset RIVAL AwA?2
CBM Method Text2Concept  CSS ‘PCBM ECBM CSS

95.38 98.86 88 91.2 93.2
- 72.84 | 719 85.84 81.3

Classification Accuracy (%)
Concept Accuracy (%)

classifier layers with Leoncept and Le. losses. Grad-CAM [31] visualization of the
concepts learned by the (jointly trained) ResNet18 CBM supervised by our CSS
VL-CBM is presented in Fig. 4. From the figure, we can see that the improved
concept knowledge (activating the truthful concepts for a given image) of our
CSS VL-CBM model was effectively transferred to the ResNet model. It is able
to correctly associate a color or texture concept to the corresponding bird part.
Also, our method performs better than LaBo [46] with just 312 (CUB) expert
concepts, while LaBo utilizes 10,000 LLM-generated bottleneck concepts.

RIVAL and AwA2. We further compare CSS VL-CBM with contemporary
methods on the animal classification datasets in Table 4. For RIVAL dataset, CSS
achieves a higher classification performance compared to Text2Concept [22]. For
AwA?2 dataset, CSS achieves a higher classification accuracy compared to other
methods, but achieves a slightly lower concept accuracy compared to ECBM. It
is important to note that PCBM [13] and ECBM [43] do not use “text” concepts
and they optimize the feature extractor (vision backbone) during training.

5 Intervention

When a CBM makes an error, one can inspect the incorrect predictions and man-
ually tune the classifier weights or modify the concepts to fix those errors. This
approach is called “intervention” or “model editing”. Conventional approaches to
intervention are typically done at the instance-level [14,25, 48], where a handful
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Common Tern Artic Tern

Fig.5: Confounding classes - birds that are visually similar yet belong to different
sub-species.

Table 5: Class-level intervention of CSS VL-CBM. The confounding classes are as
California Gull (CG), Western Gull (WG), Common Tern (CT), and Artic Tern (AT).
The value within brackets denote the total number of test samples for that class.

Before Interv. After Interv.

Total error for CG (30) 27 14
Total error for WG (30) 15 9
CG misclassified as WG 13 4
WG misclassified as CG 3 1
Total error for CT (30) 21 11
Total error for AT (29) 3 2
CT misclassified as AT 12 6
AT misclassified as CT 0 0
Overall Classification Accuracy (%) 81.45 82.57

of error images are arbitrarily chosen for intervention. However, for fine-grain
multi-class classification problems like CUB which have more classes (some bird
species are visually similar) and relatively fewer samples per class, choosing the
error images is non-trivial. Moreover, it is desired to perform intervention such
that it increases the performance globally [48] instead of rectifying the errors for
a few images. Hence, we propose a class-level intervention procedure where we
first identify the confounding classes and then choose the error images of these
classes for intervention. Confounding classes are bird species, that are visually
similar yet semantically different and the model makes the most errors for these
challenging classes. This class-level intervention is done in the following steps.

Step 1: Identify the confounding classes. First, we compute a K x K error
matrix by evaluating the trained CSS VL-CBM model on the test set, where
K is the number of classes. The error matrix gives the error distribution for
every class and the index of the matrix element with the highest value (error)
gives the confounding class pairs. In our experiments, we identified two pairs of
confounding classes “California Gull - Western Gull” and “Common Tern - Artic
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Tern” as shown in Fig. 5. The total number of classification errors for these
confounding classes before intervention are presented in Table 5.

Step 2: Inspecting the concept space. Next, we inspect the concept scores
of the error images in these confounding class pairs. We find that the concept
score distribution of the confounding classes are nearly identical, which makes
it difficult to discriminate them. Our model suffers from Type-2 error [25] i.e.,
the number of bottleneck concepts and their score distributions are insufficient
to effectively discriminate the samples.

Step 3: Expanding the concept set. To mitigate the Type-2 error and to
improve the overall performance, we expand the concept set by leveraging the
concepts provided by LaBo [46]. Note that the new concepts to be added should
be visually groundable by the CLIP model and hence we use the “filtered” concept
set of LaBo. We choose top — 32 concepts per confounding class and expand the
concept set from the original 312 concepts to 440 concepts. Formally, let T” be
the new set of 128 text concepts and C! = Ey(x;)- E7(T")T be the CLIP concept
scores for it. Now the concept scores for all the 440 concepts for an image z;
is given by C’ = Concat(C;, C). During this intervention procedure we do not
train a new concept projection layer for the expanded concept set.

Step 4: Training the classifier. We add a new linear classifier W}, € R128%4
that directly predicts the confounding classes as K’ = C’ - W}.. Then we ap-
pend zeros for the non-confounding classes and add them to the original class
predictions as K] = K; + K’'. We finally train the linear classifiers Wy and W/,
simultaneously on the CUB train set in a standard supervised setting with cross-
entropy loss L... The total number of classification errors after this class-level
intervention procedure is presented in Table 5. We observe a substantial decrease
in errors for the confounding classes with an overall increase in the classification
performance.

6 Limitations

Despite the numerous advantages, VL-CBMs have two potential limitations.

Ineffable concepts. Though natural language offers a convenient way to build
interpretable models with high-level abstract concepts, their expressive power
can be limited i.e., the subtle visual cues needed required for solving certain
classification tasks, like face recognition, might be difficult to express in words.

Unknown concepts. All CBMs (including VL-CBMs) assume that the com-
plete set of salient concepts required for solving the classification task is known
prior to training. However, this requirement cannot be satisfied for all use cases.
In such scenarios, prototype-based methods with learnable visual feature pro-
totypes are suitable where they can “discover” unbeknownst concepts during
training.
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7 Conclusion

In this paper, we investigated the faithfulness of VL-CBM for expert-defined
concepts and found that VLMs like CLIP have poor concept alignment. Hence,
we proposed a novel Contrastive Semi-Supervised approach that improved the
concept alignment in VL-CBM with fewer human-annotated concept labels. We
also introduced a class-level intervention procedure for fine-grain classification
problems that reduced the error for the confounding classes to increase the overall
performance of the model.
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