# Stability of the Ghurye-Olkin Characterization of Vector Gaussian Distributions 

Mahdi Mahvari and Gerhard Kramer<br>School of Computation, Information, and Technology<br>Technical University of Munich, Germany<br>Emails: \{mahdi.mahvari, gerhard.kramer\} @tum.de


#### Abstract

The stability of the Ghurye-Olkin (GO) characterization of Gaussian vectors is analyzed using a partition of the vectors into equivalence classes defined by their matrix factors. The sum of the vectors in each class is near-Gaussian in the characteristic function (c.f.) domain if the GO independence condition is approximately met in the c.f. domain. All vectors have the property that any vector projection is near-Gaussian in the distribution function (d.f.) domain. The proofs of these c.f. and d.f. stabilities use tools that establish the stabilities of theorems by Kac-Bernstein and Cramér, respectively. The results are used to prove stability theorems for differential entropies of Gaussian vectors and blind source separation of non-Gaussian sources.
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## I. Introduction

Consider $d$-dimensional, real-valued, random, column vectors $\mathbf{X}_{l}=\left[X_{l, 1}, \ldots, X_{l, d}\right]^{T}, l=1, \ldots, L$. Ghurye-Olkin (GO) [1] generalized the Kac-Bernstein (KB) [2], [3] and DarmoisSkitovič (DS) [4], [5] characterizations of vector Gaussian distributions as follows; see also [6], [7], [8], [9], [10].

Theorem 1. Let $\mathbf{X}_{1}, \ldots, \mathbf{X}_{L}$ be mutually independent and let $\mathbf{A}_{1}, \ldots, \mathbf{A}_{L}, \mathbf{B}_{1}, \ldots, \mathbf{B}_{L}$ be non-singular $d \times d$ matrices. If the sums $\mathbf{S}_{1}=\sum_{l=1}^{L} \mathbf{A}_{l} \mathbf{X}_{l}$ and $\mathbf{S}_{2}=\sum_{l=1}^{L} \mathbf{B}_{l} \mathbf{X}_{l}$ are independent, then the $\mathbf{X}_{l}$ are Gaussian. Moreover, we have

$$
\begin{equation*}
\sum_{l=1}^{L} \mathbf{A}_{l} \mathbf{Q}_{l} \mathbf{B}_{l}^{T}=\mathbf{0}_{d} \tag{1}
\end{equation*}
$$

where $\mathbf{Q}_{l}$ is the covariance matrix of $\mathbf{X}_{l}$ for all $l$, and $\mathbf{0}_{d}$ is the $d \times d$ all zeros matrix.
Note that $L=1$ has $\mathbf{X}_{1}$ being a constant vector. Also, one can treat sums with $\mathbf{A}_{l} \neq \mathbf{0}_{d}$ and $\mathbf{B}_{l}=\mathbf{0}_{d}$ by subtracting $\mathbf{A}_{l} \mathbf{X}_{l}$ from $\mathbf{S}_{1}$ to create a new $\mathbf{S}_{1}$ with $L$ reduced by one. Special cases of Theorem 1 are as follows.

1) The DS characterization of Gaussian vectors has

$$
\begin{equation*}
\mathbf{A}_{l}=a_{l} \mathbf{I}_{d}, \quad \mathbf{B}_{l}=b_{l} \mathbf{I}_{d}, \quad a_{l} \cdot b_{l} \neq 0 \tag{2}
\end{equation*}
$$

for all $l$, where the $a_{l}, b_{l}$ are scalars and $\mathbf{I}_{d}$ is the $d \times d$ identity matrix. The sum (1) is thus $\sum_{l=1}^{L} a_{l} b_{l} \mathbf{Q}_{l}=\mathbf{0}_{d}$.
2) The KB characterization of Gaussian vectors is a special case of the DS characterization (2) with

$$
\begin{equation*}
L=2, \quad a_{1}=a_{2}=b_{1}=1, \quad b_{2}=-1 \tag{3}
\end{equation*}
$$

The identity (1) gives $\mathbf{Q}_{1}=\mathbf{Q}_{2}$.
3) Consider independent $\mathbf{X}_{1}, \mathbf{X}_{2}$. Cramér [11] proved that $\mathbf{Y}=\mathbf{X}_{1}+\mathbf{X}_{2}$ is Gaussian if and only if $\mathbf{X}_{1}, \mathbf{X}_{2}$ are Gaussian. Linnik [12] showed that the Cramér and DS theorems are equivalent if $d=1$ and the $a_{l}, b_{l}$ are integers. In particular, the DS theorem proves the "only if" part of Cramér's theorem as follows. Consider an independent copy $\mathbf{Y}^{\prime}=\mathbf{X}_{1}^{\prime}+\mathbf{X}_{2}^{\prime}$ and observe that $\mathbf{S}_{1}=\mathbf{Y}+\mathbf{Y}^{\prime}$ and $\mathbf{S}_{2}=\mathbf{Y}-\mathbf{Y}^{\prime}$ are independent. Now apply Theorem 1 to

$$
\begin{align*}
& \mathbf{S}_{1}=\mathbf{X}_{1}+\mathbf{X}_{2}+\mathbf{X}_{1}^{\prime}+\mathbf{X}_{2}^{\prime}  \tag{4}\\
& \mathbf{S}_{2}=\mathbf{X}_{1}+\mathbf{X}_{2}-\mathbf{X}_{1}^{\prime}-\mathbf{X}_{2}^{\prime} \tag{5}
\end{align*}
$$

and observe that (1) does not constrain $\mathbf{Q}_{1}$ or $\mathbf{Q}_{2}$. We remark that Cramér and DS prove their results using complex analysis for entire functions, i.e., complex-valued functions that are holomorphic on the whole complex plane; cf. [13].
This paper extends the stability of the KB characterization in [14], [15] to a stability of the GO characterization. The proof combines concepts by GO [1], Klebanov-Januškevičius [14], [15], and Sapogov [16], [17]. We remark that stability gives an alternative proof of Theorem 1 , and thus of the DS and KB characterizations. This paper is organized as follows. Sec. [II reviews definitions and the stability of the Cramér and KB characterizations. Sec. III states and proves the main results. Sec. IV applies the results to differential entropies and blind source separation (BSS). Sec. V concludes the paper.

## II. Preliminaries

1) Multivariate Characteristic Functions: We write the distribution function (d.f.) of $\mathbf{X}$ as $F_{\mathbf{X}}(\mathbf{x})=\operatorname{Pr}\left[\bigcap_{i=1}^{d}\left\{X_{i} \leq x_{i}\right\}\right]$. The c.f. of $\mathbf{X}$ evaluated at $\mathbf{t} \in \mathbb{R}^{d}$ is

$$
\begin{equation*}
f_{\mathbf{X}}(\mathbf{t})=\mathrm{E}\left[e^{j \mathbf{t}^{T} \mathbf{x}}\right]=\int_{\mathbb{R}^{d}} e^{j \mathbf{t}^{T} \mathbf{x}} d F_{\mathbf{X}}(\mathbf{x}) \tag{6}
\end{equation*}
$$

where $j=\sqrt{-1}$. Let $\mathbf{m}_{\mathbf{X}}$ and $\mathbf{Q}_{\mathbf{X}}$ be the mean vector and covariance matrix of $\mathbf{X}$, respectively. We write the Gaussian d.f. and c.f. with these parameters as the respective $\Phi_{\mathbf{X}}($.$) and$

$$
\begin{equation*}
\phi_{\mathbf{X}}(\mathbf{t})=e^{j \mathbf{t}^{T} \mathbf{m}_{\mathbf{X}}-\frac{1}{2} \mathbf{t}^{T} \mathbf{Q} \mathbf{x} \mathbf{t}} \tag{7}
\end{equation*}
$$

The function $g_{\mathbf{X}}(\mathbf{t})=\ln f_{\mathbf{X}}(\mathbf{t})$ is called the second c.f. of $\mathbf{X}$, where we consider the principal branch of $\ln z$ with a branch cut along the non-positive real axis. The c.f. of $\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)$ is

$$
\begin{equation*}
f_{\mathbf{X}_{1}, \mathbf{X}_{2}}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)=\mathrm{E}\left[e^{j \mathbf{t}_{1}^{T} \mathbf{X}_{1}+j \mathbf{t}_{2}^{T} \mathbf{X}_{2}}\right] \tag{8}
\end{equation*}
$$

and similarly $g_{\mathbf{X}_{1}, \mathbf{X}_{2}}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)=\ln f_{\mathbf{X}_{1}, \mathbf{X}_{2}}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)$. Some properties of c.f.s are: $f_{\mathbf{X}}(\mathbf{0})=1 ;\left|f_{\mathbf{X}}(\mathbf{t})\right| \leq 1 ; f_{\mathbf{X}}$ is uniformly continuous; here $\mathbf{0}$ is the all zeros vector. We thus have $\left|g_{\mathbf{X}}(\mathbf{0})\right|=0 ; \Re\left\{g_{\mathbf{X}}(\mathbf{t})\right\} \leq 0$ where $\Re\{x\}$ is the real part of $x$; and the principal branch of $g_{\mathbf{X}}(\mathbf{t})$ is uniformly continuous. The $p$-norm is written as

$$
\begin{equation*}
\|\mathbf{x}\|_{p}=\left(\sum_{i=1}^{d}\left|x_{i}\right|^{p}\right)^{1 / p} \tag{9}
\end{equation*}
$$

and the $\infty$-norm as $\|\mathbf{x}\|_{\infty}=\max _{1 \leq i \leq d}\left|x_{i}\right|$. We usually consider the 1-norm that we write as $\|\mathbf{x}\|$ as in [15].
2) $\epsilon$-Dependence: We state definitions from [15], Def. 1].

Definition 1. Let $\epsilon$ and $T$ be non-negative constants. The random vectors $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are $(\epsilon, T)$-dependent if

$$
\begin{equation*}
\sup _{\left\|\mathbf{t}_{1}\right\| \leq T,\left\|\mathbf{t}_{2}\right\| \leq T}\left|f_{\mathbf{X}_{1}, \mathbf{X}_{2}}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)-f_{\mathbf{X}_{1}}\left(\mathbf{t}_{1}\right) f_{\mathbf{X}_{2}}\left(\mathbf{t}_{2}\right)\right| \leq \epsilon \tag{10}
\end{equation*}
$$

Similarly, $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are $\epsilon$-dependent, or $(\epsilon, \infty)$-dependent, if they are $(\epsilon, T)$-dependent for all non-negative $T$.

Observe that if $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are $(\epsilon, T)$-dependent then so are $\mathbf{X}_{1}$ and $\mathbf{X}_{2}+\mathbf{X}_{3}$ for any $\mathbf{X}_{3}$ independent of $\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)$.
3) Stability of Cramér's Theorem: Sapogov established the stability of Cramér's theorem in the d.f. domain for scalars [16], [18] and extended his theory to the probability domain for vectors [17]. Golinskii improved the scaling for vectors; see [19] and the summary in [20, p. 378]. We state Golinskii's result but will use Sapogov's theory for scalars.

Theorem 2. Let $\mathbf{X}=\mathbf{X}_{1}+\mathbf{X}_{2}$ where $\mathbf{X}_{1}, \mathbf{X}_{2}$ are independent and $\mathbf{X}_{1}$ has entries with zero median. Let $\mathbf{G}$ be a standard Gaussian vector, i.e., $\mathbf{G}$ has zero mean and covariance matrix $\mathbf{I}_{d}$. Suppose we have

$$
\begin{equation*}
\sup _{\mathcal{B}}|\operatorname{Pr}[\mathbf{X} \in \mathcal{B}]-\operatorname{Pr}[\mathbf{G} \in \mathcal{B}]|=\epsilon \tag{11}
\end{equation*}
$$

for an $\epsilon$ satisfying $0<\epsilon<1$ and the supremum is over all boxes (or hyperrectangles) $\mathcal{B}$ whose edges are parallel to the coordinate axes. Let $\mathbf{X}_{1}^{*}$ be the truncation of $\mathbf{X}_{1}$ described in [17] and let $\mathbf{G}_{1}^{*}$ be Gaussian with the same first and second moments as $\mathbf{X}_{1}^{*}$. Then we have

$$
\begin{equation*}
\sup _{\mathcal{B}}\left|\operatorname{Pr}\left[\mathbf{X}_{1} \in \mathcal{B}\right]-\operatorname{Pr}\left[\mathbf{G}_{1}^{*} \in \mathcal{B}\right]\right| \leq \frac{5^{d} A}{\left(\sigma_{1}^{*}\right)^{3} \sqrt{-\ln \epsilon}} \tag{12}
\end{equation*}
$$

where $A$ is a constant and $\left(\sigma_{1}^{*}\right)^{2}$ is the minimum eigenvalue of the covariance matrix of $\mathbf{X}_{1}^{*}$. A similar statement is valid for $\mathbf{X}_{2}$ by adding a suitable vector so that $\mathbf{X}_{2}$ has entries with zero medians and subtracting this vector from $\mathbf{X}_{1}$.

For $d \geq 2$, [17] used projections $\mathbf{t}^{T} \mathbf{X}_{1}$ to derive a bound similar to (12) but with an additional factor $(\ln \ln (2+1 / \epsilon))^{3 d / 2-1}$ on the right hand side.
4) Stability of Bernstein's Theorem: We next state the stability of the KB characterization in the c.f. domain derived in [15]; see also [14], [21]. We remark that [22] proved the stability of the DS theorem for $\sum_{l=1}^{L}\left(b_{l} / a_{l}\right)=0,\left(b_{l} / a_{l}\right) \neq\left(b_{m} / a_{m}\right)$ for $l \neq m$, and when the $\mathbf{X}_{l}$ satisfy a special condition.

Theorem 3. Suppose $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are independent, and $\mathbf{X}_{1}+$ $\mathbf{X}_{2}$ and $\mathbf{X}_{1}-\mathbf{X}_{2}$ are $\epsilon$-dependent, where $\epsilon$ is below some positive threshold. Then for $l=1,2$ we have

$$
\begin{equation*}
\sup _{\mathbf{t} \in \mathbb{R}^{d}}\left|f_{\mathbf{X}_{l}}(\mathbf{t})-\phi_{l}(\mathbf{t})\right| \leq B \epsilon \tag{13}
\end{equation*}
$$

where $B$ is a constant and the $\phi_{l}(\mathbf{t})$ are Gaussian c.f.s. with a common covariance matrix. In particular, if $\epsilon=0$, then $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are Gaussian with the same covariance matrix.
5) Bound on the Kolmogorov Metric: The following lemma upper bounds the distance between two scalar d.f.s using the distance between their c.f.s [23].

Lemma 4. Consider the scalar d.f.-c.f. pairs $F(x), f(t)$ and $\Phi(x), \phi(t)$, where $\phi(t)=\exp \left(-t^{2} / 2\right)$ is standard Gaussian. Then, if $\epsilon^{2} \leq 1 / 2$ and $|f(t)-\phi(t)| \leq \epsilon$ for all $t$, we have

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}|F(x)-\Phi(x)| \leq \frac{60}{\pi}\left(2 \epsilon \ln \frac{1}{\epsilon}+\frac{\epsilon}{\sqrt{2 \pi}}+2 \epsilon^{2}\right) . \tag{14}
\end{equation*}
$$

Proof. Set $L=T=1 / \epsilon$ in [24, Thm. 1.4.11, p. 32] and use the $Q$-function bound $Q(x) \leq \exp \left(-x^{2}\right) / 2 \leq 1 / x^{2}$.

## III. Stability of Ghurye-Olkin's Theorem

Define $\mathbf{Y}_{l}:=\mathbf{A}_{l} \mathbf{X}_{l}$ and $\mathbf{C}_{l}:=\left(\mathbf{B}_{l} \mathbf{A}_{l}^{-1}\right)^{T}$ so the sums in Theorem 1 are (c.f. [1, Eq. 3])

$$
\begin{equation*}
\mathbf{S}_{1}=\sum_{l=1}^{L} \mathbf{Y}_{l}, \quad \mathbf{S}_{2}=\sum_{l=1}^{L} \mathbf{C}_{l}^{T} \mathbf{Y}_{l} \tag{15}
\end{equation*}
$$

As in [1, Lemma 3], we account for shared matrix factors $\mathbf{C}_{l}$ by defining an index set $\mathcal{I}_{l}:=\left\{k: \mathbf{C}_{k}=\mathbf{C}_{l}\right\}$. Further define the sum $\mathbf{Z}_{l}:=\sum_{k \in \mathcal{I}_{l}} \mathbf{Y}_{k}$ and note that $\mathbf{Z}_{l}$ can be treated as a summand of $\mathbf{S}_{1}$ with a unique $\mathbf{C}_{l}$ of $\mathbf{S}_{2}$.
We proceed in two steps: first, Theorem 5 develops bounds for systems with $(\epsilon, T)$-dependence and $\mathbf{C}_{l} \neq \mathbf{C}_{m}$ for $l \neq m$. Theorem 6 then treats $\epsilon$-dependence and permits $\mathbf{C}_{l}=\mathbf{C}_{m}$ for $l \neq m$. Sec. III-A and Sec. III-B provide proofs. Define the usual and second c.f.s as $f_{l}(\mathbf{t}):=f_{\mathbf{Y}_{l}}(\mathbf{t})$ and $g_{l}(\mathbf{t}):=g_{\mathbf{Y}_{l}}(\mathbf{t})$. Let $(\mathbf{Q})_{i, k}$ be the entry of $\mathbf{Q}$ in row $i$ and column $k$.

Theorem 5. Consider the model of Theorem $\square$ with $\mathbf{C}_{l} \neq \mathbf{C}_{m}$ for $l \neq m$. Suppose $\mathbf{S}_{1}$ and $\mathbf{S}_{2}$ are $(\epsilon, T)$-dependent, where $\epsilon$ is below some positive threshold, and there is a positive constant $p$ such that $\left|f_{l}(\mathbf{t})\right| \geq p,\left|f_{l}\left(\mathbf{C}_{l} \mathbf{t}\right)\right| \geq p$ for all $l$ and $\|\mathbf{t}\| \leq T^{\prime}$, where $T^{\prime}$ is defined in (46) below. Then we have

$$
\begin{equation*}
\left|f_{l}(\mathbf{t})-\phi_{l}(\mathbf{t})\right| \leq C(\epsilon)\left|\phi_{l}(\mathbf{t})\right| \tag{16}
\end{equation*}
$$

for Gaussian $\phi_{l}(),. l=1, \ldots, L$, and the error term is

$$
\begin{equation*}
C(\epsilon)=\frac{1440 d^{2}(d+1)}{p^{2 L}} \epsilon \tag{17}
\end{equation*}
$$

Moreover, the covariance matrices $\widehat{\mathbf{Q}}_{l}$ of the $\phi_{l}($.$) satisfy$

$$
\begin{equation*}
\left|\left(\sum_{l=1}^{L} \widehat{\mathbf{Q}}_{l} \mathbf{C}_{l}\right)_{k, m}\right| \leq \frac{721 L d^{2}(d+1)}{\left(T^{\prime}\right)^{2} p^{2 L}} \epsilon \tag{18}
\end{equation*}
$$

for $1 \leq k, m \leq d$.

Theorem 6. Suppose $\mathbf{S}_{1}, \mathbf{S}_{2}$ in Theorem $\square$ are $\epsilon$-dependent, where $\epsilon$ is below an appropriate positive threshold. Then for some Gaussian $\phi_{l}(),. l=1, \ldots, L$, and a constant $\widetilde{C}$, we have

$$
\begin{equation*}
\sup _{\mathbf{t} \in \mathbb{R}^{d}}\left|f_{\mathbf{Z}_{l}}(\mathbf{t})-\phi_{l}(\mathbf{t})\right| \leq \widetilde{C} \epsilon \tag{19}
\end{equation*}
$$

Proposition 7. Let $\widehat{\mathbf{Q}}_{l}$ be the covariance matrix of $\phi_{l}($.$) in$ (19). Choose any $\mathbf{t}$ with $\|\mathbf{t}\|_{2}=1$ and compute $\sigma_{l}^{2}=\mathbf{t}^{T} \widehat{\mathbf{Q}}_{l} \mathbf{t}$. If $\sigma_{l}^{2}=0$, the random variable $\mathbf{t}^{T} \mathbf{Y}_{l}$ is a constant for sufficiently small positive $\epsilon$. Otherwise, define $Y_{l}:=\mathbf{t}^{T} \mathbf{Y}_{l} / \sigma_{l}+c_{l}$ where $c_{l}$ is chosen so that $Y_{l}$ has median zero. Further define $Y_{l}^{*}$ as the truncation of $Y_{l}$ described in [16], [17] and let $\left(\sigma_{l}^{*}\right)^{2}$ be its variance. For sufficiently small positive $\epsilon, l=1, \ldots, L$, and a constant $A$, we have

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|F_{Y_{l}}(x)-\Phi_{Y_{l}^{*}}(x)\right| \leq \frac{5 A}{\left(\sigma_{l}^{*}\right)^{3} \sqrt{-\ln \epsilon}} \tag{20}
\end{equation*}
$$

Observe that (19) permits $\epsilon=0$, so Theorem6and Cramér's theorem prove Theorem 1 The proof of Theorem 6 uses the interval expansion procedure in [14]; c.f. [15], [21]. Finally, the results can be extended to $\delta$-dependent vectors $\mathbf{X}_{l}$, in analogy to [15, Thm. 12] and [22].

## A. Proof of Theorem 5

The independence of the $\mathbf{X}_{l}$ implies

$$
\begin{align*}
f_{\mathbf{S}_{1}, \mathbf{S}_{2}}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) & =\prod_{l=1}^{L} f_{l}\left(\mathbf{t}_{1}+\mathbf{C}_{l} \mathbf{t}_{2}\right)  \tag{21}\\
f_{\mathbf{S}_{1}}\left(\mathbf{t}_{1}\right) f_{\mathbf{S}_{2}}\left(\mathbf{t}_{2}\right) & =\prod_{l=1}^{L} f_{l}\left(\mathbf{t}_{1}\right) f_{l}\left(\mathbf{C}_{l} \mathbf{t}_{2}\right) \tag{22}
\end{align*}
$$

The $(\epsilon, T)$-dependence implies

$$
\begin{equation*}
f_{\mathbf{S}_{1}, \mathbf{S}_{2}}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)-f_{\mathbf{S}_{1}}\left(\mathbf{t}_{1}\right) f_{\mathbf{S}_{2}}\left(\mathbf{t}_{2}\right)=r_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \tag{23}
\end{equation*}
$$

where $\left|r_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)\right| \leq \epsilon$ for $\left\|\mathbf{t}_{1}\right\| \leq T,\left\|\mathbf{t}_{2}\right\| \leq T$. Taking logarithms of both sides of (23), we have (see [15), Eq. (53)])

$$
\begin{equation*}
\sum_{l=1}^{L} g_{l}\left(\mathbf{t}_{1}+\mathbf{C}_{l} \mathbf{t}_{2}\right)-g_{l}\left(\mathbf{t}_{1}\right)-g_{l}\left(\mathbf{C}_{l} \mathbf{t}_{2}\right)=R_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \tag{24}
\end{equation*}
$$

where $\left\|\mathbf{t}_{i}\right\| \leq T, i=1,2$, and (see [15, Eq. (54)])

$$
\begin{equation*}
R_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)=\ln \left(1+\frac{r_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)}{\prod_{l=1}^{L} f_{l}\left(\mathbf{t}_{1}\right) f_{l}\left(\mathbf{C}_{l} \mathbf{t}_{2}\right)}\right) \tag{25}
\end{equation*}
$$

We may bound (see [15, Eq. (55)])

$$
\begin{equation*}
\left|R_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)\right| \leq \frac{3}{2 p^{2 L}} \epsilon \tag{26}
\end{equation*}
$$

Consider $L=1$ and apply [15, Lemma 4] to (24) to bound

$$
\begin{equation*}
\left|g_{1}(\mathbf{t})-\mathbf{t}^{T} \mathbf{m}\right| \leq \frac{3(4 d-1)}{2 p^{2 L}} \epsilon \tag{27}
\end{equation*}
$$

for $\|\mathbf{t}\| \leq T$ and $\left\|\mathbf{C}_{1} \mathbf{t}\right\| \leq T$, and for some $\mathbf{m}$. Using similar steps as in [15] eq. (87)-(88) and (92)-(96)], we have

$$
\begin{equation*}
\left|f_{1}(\mathbf{t})-e^{j \mathbf{t}^{T} \mathbf{m}}\right| \leq \frac{3(4 d-1)}{p^{2 L}} \epsilon \tag{28}
\end{equation*}
$$

This proves (16) and (18).

Consider next $L \geq 2$. Define (see [15, Eq. (56)])

$$
\begin{equation*}
g_{l, \mathbf{t}}^{\prime}(\mathbf{x}):=g_{l}(\mathbf{x}+\mathbf{t})-g_{l}(\mathbf{x})-g_{l}(\mathbf{t}) \tag{29}
\end{equation*}
$$

and write (24) as (see [15, Eq. (57)])

$$
\begin{equation*}
\sum_{l=1}^{L} g_{l, \mathbf{t}_{1}}^{\prime}\left(\mathbf{C}_{l} \mathbf{t}_{2}\right)=R_{\epsilon}\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \tag{30}
\end{equation*}
$$

Substituting $\mathbf{t}_{1} \leftarrow \mathbf{t}_{1}+\mathbf{t}$ in (24), and subtracting (24) from the resulting expression, we have (see [15, Eq. (58)])

$$
\begin{equation*}
\sum_{l=1}^{L} g_{l, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}+\mathbf{C}_{l} \mathbf{t}_{2}\right)-\sum_{l=1}^{L} g_{l, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}\right)=R_{\epsilon}^{\prime}\left(\mathbf{t}, \mathbf{t}_{1}, \mathbf{t}_{2}\right) \tag{31}
\end{equation*}
$$

for $\left\|\mathbf{t}_{1}\right\| \leq T,\left\|\mathbf{t}_{2}\right\| \leq T,\left\|\mathbf{t}_{1}+\mathbf{t}\right\| \leq T$, where

$$
\begin{equation*}
\left|R_{\epsilon}^{\prime}\left(\mathbf{t}, \mathbf{t}_{1}, \mathbf{t}_{2}\right)\right| \leq \frac{3}{p^{2 L}} \epsilon \tag{32}
\end{equation*}
$$

Now replace $\mathbf{t}_{1} \leftarrow \mathbf{t}$ and $\mathbf{t}_{2} \leftarrow \mathbf{t}_{2}+\mathbf{C}_{1}^{-1} \mathbf{t}_{1}$ in (30) and $\mathbf{t}_{2} \leftarrow-\mathbf{C}_{1}^{-1} \mathbf{t}_{1}$ in (31) so that (see [15, Eqs. (60)-(61)])

$$
\begin{align*}
g_{1, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}+\mathbf{C}_{1} \mathbf{t}_{2}\right)= & -\sum_{l=2}^{L} g_{l, \mathbf{t}}^{\prime}\left(\mathbf{C}_{l} \mathbf{t}_{2}+\mathbf{C}_{l} \mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right) \\
& +R_{\epsilon}\left(\mathbf{t}, \mathbf{t}_{2}+\mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right)  \tag{33}\\
\sum_{l=1}^{L} g_{l, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}\right)= & \sum_{l=2}^{L} g_{l, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}-\mathbf{C}_{l} \mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right) \\
& -R_{\epsilon}^{\prime}\left(\mathbf{t}, \mathbf{t}_{1},-\mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right) \tag{34}
\end{align*}
$$

where (see [15, Eq. (62)])

$$
\begin{align*}
& \|\mathbf{t}\| \leq T / 2, \quad\left\|\mathbf{t}_{1}\right\| \leq T, \quad\left\|\mathbf{t}_{2}\right\| \leq T, \quad\left\|\mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right\| \leq T \\
& \left\|\mathbf{t}+\mathbf{t}_{1}\right\| \leq T, \quad\left\|\mathbf{t}_{2}+\mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right\| \leq T \tag{35}
\end{align*}
$$

Substituting (33) and (34) into (31), and changing the index $l$ to $m$, we have (see [15, Eq. (63)])

$$
\begin{align*}
& \mid \sum_{m=2}^{L} g_{m, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}+\mathbf{C}_{m} \mathbf{t}_{2}\right)-\sum_{m=2}^{L} g_{m, \mathbf{t}}^{\prime}\left(\mathbf{C}_{m} \mathbf{t}_{2}+\mathbf{C}_{m} \mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right) \\
& \quad-\sum_{m=2}^{L} g_{m, \mathbf{t}}^{\prime}\left(\mathbf{t}_{1}-\mathbf{C}_{m} \mathbf{C}_{1}^{-1} \mathbf{t}_{1}\right) \left\lvert\, \leq \frac{15}{2 p^{2 L}} \epsilon\right. \tag{36}
\end{align*}
$$

for all $\mathbf{t}_{1}, \mathbf{t}_{2}$ satisfying the conditions in (35).
Observe that $\mathbf{C}_{m}=\mathbf{C}_{1}$ implies $\mathbf{t}_{1}-\mathbf{C}_{m} \mathbf{C}_{1}^{-1} \mathbf{t}_{1}=\mathbf{0}$ for all $\mathbf{t}_{1}$. We further have $g_{m, \mathbf{t}}^{\prime}(\mathbf{0})=0$ and the summands in (36) with subscript $m$ cancel. The sums over $L-1$ terms in (36) are thus sums over $L-L^{\prime}$ terms, where $L^{\prime}$ is the number of matrices $\mathbf{C}_{m}$ for which $\mathbf{C}_{m}=\mathbf{C}_{1}, m=1, \ldots, L$. If $L^{\prime}>1$, this prevents inverting a system of equations below, which is why we first treat the case $\mathbf{C}_{l} \neq \mathbf{C}_{m}$ for all $l \neq m$.

We convert (35) to bounds on individual vectors. Observe that for any matrix $\mathbf{A}=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{d}\right]$ and vector $\mathbf{v}$ we have

$$
\begin{equation*}
\|\mathbf{A} \mathbf{v}\| \leq\|\mathbf{A}\| \cdot\|\mathbf{v}\| \tag{37}
\end{equation*}
$$

where $\|\mathbf{A}\|:=\max _{1 \leq i \leq d}\left\|\mathbf{a}_{i}\right\|$ is the induced matrix norm; see [25, Sec. 5.6.4]. Thus, the conditions (35) are satisfied if

$$
\begin{align*}
& \|\mathbf{t}\| \leq T / 2, \quad\left\|\mathbf{t}_{2}\right\| \leq T / 2 \\
& \left\|\mathbf{t}_{1}\right\| \leq \frac{T}{2} \min \left(1,\left\|\mathbf{C}_{1}^{-1}\right\|^{-1}\right) \tag{38}
\end{align*}
$$

Next, observe that in (36), we removed the $m=1$ terms from the sums. By symmetry, one can do the same for $m=$ $2, \ldots, L$ and obtain $L$ bounds for $l=1, \ldots, L$ :

$$
\begin{equation*}
\left|\sum_{m \neq l} g_{m, \mathbf{t}}^{\prime}\left(\mathbf{x}_{m}^{(l)}+\mathbf{y}_{m}^{(l)}\right)-g_{m, \mathbf{t}}^{\prime}\left(\mathbf{x}_{m}^{(l)}\right)-g_{m, \mathbf{t}}^{\prime}\left(\mathbf{y}_{m}^{(l)}\right)\right| \leq \frac{15}{2 p^{2 L}} \epsilon \tag{39}
\end{equation*}
$$

where for $m=1, \ldots, L$ we defined

$$
\begin{align*}
\mathbf{x}_{m}^{(l)} & :=\mathbf{C}_{m}\left(\mathbf{t}_{2}^{(l)}+\mathbf{C}_{l}^{-1} \mathbf{t}_{1}^{(l)}\right)  \tag{40}\\
\mathbf{y}_{m}^{(l)} & :=\left(\mathbf{I}_{d}-\mathbf{C}_{m} \mathbf{C}_{l}^{-1}\right) \mathbf{t}_{1}^{(l)} \tag{41}
\end{align*}
$$

The conditions (38) are satisfied if, for $l=1, \ldots, L$, we have

$$
\begin{align*}
& \|\mathbf{t}\| \leq T / 2, \quad\left\|\mathbf{t}_{2}^{(l)}\right\| \leq T / 2 \\
& \left\|\mathbf{t}_{1}^{(l)}\right\| \leq \frac{T}{2} \min \left(1,\left\|\mathbf{C}_{l}^{-1}\right\|^{-1}\right) \tag{42}
\end{align*}
$$

Since $\mathbf{C}_{l} \neq \mathbf{C}_{m}$, one can invert (40) and (41) to obtain

$$
\begin{align*}
& \mathbf{t}_{1}^{(l)}=\left(\mathbf{I}_{d}-\mathbf{C}_{m} \mathbf{C}_{l}^{-1}\right)^{-1} \mathbf{y}_{m}^{(l)}  \tag{43}\\
& \mathbf{t}_{2}^{(l)}=\mathbf{C}_{m}^{-1} \mathbf{x}_{m}^{(l)}-\mathbf{C}_{l}^{-1} \mathbf{t}_{1}^{(l)} \tag{44}
\end{align*}
$$

Thus, stricter conditions than those in (42) are

$$
\begin{equation*}
\|\mathbf{t}\|,\left\|\mathbf{x}_{m}^{(l)}\right\|,\left\|\mathbf{y}_{m}^{(l)}\right\| \leq T^{\prime} \tag{45}
\end{equation*}
$$

where $T^{\prime}$ is positive and given by

$$
\begin{equation*}
\frac{T}{4} \min \left(1, \min _{l} \frac{1}{\left\|\mathbf{C}_{l}^{-1}\right\|}, \min _{l \neq m} \frac{1}{\left\|\left(\mathbf{I}_{d}-\mathbf{C}_{m} \mathbf{C}_{l}^{-1}\right)^{-1}\right\|}\right) \tag{46}
\end{equation*}
$$

Next, for $m=1, \ldots, L$, consider any choice of $\mathbf{x}_{m}, \mathbf{y}_{m}$ satisfying $\left\|\mathbf{x}_{m}\right\|,\left\|\mathbf{y}_{m}\right\| \leq T^{\prime}$. Equations (43) and (44) show that there are $\mathbf{t}_{1}^{(l)}, \mathbf{t}_{2}^{(l)}$ for which $\mathbf{x}_{m}^{(l)}=\mathbf{x}_{m}, \mathbf{y}_{m}^{(l)}=\mathbf{y}_{m}$ for all $l=1, \ldots, L$. Thus, define the $L$ functions

$$
\begin{equation*}
h_{m, \mathbf{t}}(\mathbf{x}, \mathbf{y}):=g_{m, \mathbf{t}}^{\prime}(\mathbf{x}+\mathbf{y})-g_{m, \mathbf{t}}^{\prime}(\mathbf{x})-g_{m, \mathbf{t}}^{\prime}(\mathbf{y}) \tag{47}
\end{equation*}
$$

for $m=1, \ldots, L$, and let $\mathbf{J}_{L}$ be the $L \times L$ all-ones matrix. One can write (39) with the specified $\mathbf{t}_{1}^{(l)}, \mathbf{t}_{2}^{(l)}$ as

$$
\left(\mathbf{J}_{L}-\mathbf{I}_{L}\right)\left[\begin{array}{c}
h_{1, \mathbf{t}}\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right)  \tag{48}\\
\vdots \\
h_{L, \mathbf{t}}\left(\mathbf{x}_{L}, \mathbf{y}_{L}\right)
\end{array}\right]=\left[\begin{array}{c}
R_{\epsilon}^{(1)}\left(\mathbf{t}, \mathbf{x}^{L}, \mathbf{y}^{L}\right) \\
\vdots \\
R_{\epsilon}^{(L)}\left(\mathbf{t}, \mathbf{x}^{L}, \mathbf{y}^{L}\right)
\end{array}\right]
$$

where $\left|R_{\epsilon}^{(l)}(\mathbf{t})\right| \leq 15 \epsilon /\left(2 p^{2 L}\right)$. Observe also that

$$
\begin{equation*}
\left(\mathbf{J}_{L}-\mathbf{I}_{L}\right)^{-1}=\frac{1}{L-1} \mathbf{J}_{L}-\mathbf{I}_{L} \tag{49}
\end{equation*}
$$

For example, applying (49) to (48) for $L=3$, we have

$$
\left[\begin{array}{l}
h_{1, \mathbf{t}}\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right)  \tag{50}\\
h_{2, \mathbf{t}}\left(\mathbf{x}_{2}, \mathbf{y}_{2}\right) \\
h_{3, \mathbf{t}}\left(\mathbf{x}_{3}, \mathbf{y}_{3}\right)
\end{array}\right]=\frac{1}{2}\left[\begin{array}{rrr}
-1 & 1 & 1 \\
1 & -1 & 1 \\
1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
R_{\epsilon}^{(1)} \\
R_{\epsilon}^{(2)} \\
R_{\epsilon}^{(3)}
\end{array}\right]
$$

and therefore

$$
\begin{equation*}
\left|h_{l, \mathbf{t}}\left(\mathbf{x}_{l}, \mathbf{y}_{l}\right)\right| \leq \frac{45}{4 p^{2 L}} \epsilon, \quad l=1,2,3 \tag{51}
\end{equation*}
$$

More generally, for any $L$ and all $l=1, \ldots, L$, we obtain the analog of [15, Eqs. (64)-(65)]:

$$
\begin{equation*}
\left|h_{l, \mathbf{t}}\left(\mathbf{x}_{l}, \mathbf{y}_{l}\right)\right| \leq \frac{15(2 L-3)}{2(L-1) p^{2 L}} \epsilon<\frac{15}{p^{2 L}} \epsilon \tag{52}
\end{equation*}
$$

The differences to [15, Eqs. (64)-(67)] are that we have the bounds $\left\|\mathbf{x}_{m}\right\|,\left\|\mathbf{y}_{m}\right\| \leq T^{\prime}$ and each $R_{\epsilon}^{(l)}$ depends on $\mathbf{t}, \mathbf{x}^{L}, \mathbf{y}^{L}$ rather than only $\mathbf{t}, \mathbf{x}_{l}, \mathbf{y}_{l}$ (this is due to the linear combining in (49). However, this additional dependence does not change the outcome, since (52) is valid for any $\left\{\mathbf{x}_{m}, \mathbf{y}_{m}\right\}_{m \neq l}$, and one can apply [15, Lemma 4] as in [15, Eqs. (68) and (85)].

An analog of [15, Eq. (68)-(69)] i. ${ }^{1}$

$$
\begin{equation*}
\left|g_{l, \mathbf{t}}^{\prime}(\mathbf{x})-\mathbf{c}_{l, \mathbf{t}}^{T} \mathbf{x}\right| \leq \frac{60 d}{p^{2 L}} \epsilon \tag{53}
\end{equation*}
$$

Continuing with the steps of [15, Eq. (70)-(94)], we obtain

$$
\begin{equation*}
\left|g_{l}(\mathbf{t})-\mathbf{t}^{T}\left(j \widehat{\mathbf{m}}_{l, I}-\frac{1}{2} \widehat{\mathbf{Q}}_{l} \mathbf{t}\right)\right| \leq \frac{720 d^{2}(d+1)}{p^{2 L}} \epsilon \tag{54}
\end{equation*}
$$

for $l=1, \ldots, L,\|\mathbf{t}\| \leq T^{\prime}$, mean vectors $\widehat{\mathbf{m}}_{l, I}$, and covariance matrices $\widehat{\mathbf{Q}}_{l}$. Similarly, as in [15], Eq. (95)], we obtain the expressions (16)-17.

Finally, we prove (18) by inserting (54) into (24) to establish

$$
\begin{equation*}
\left|\mathbf{t}_{1}^{T}\left(\sum_{l=1}^{L} \widehat{\mathbf{Q}}_{l} \mathbf{C}_{l}\right) \mathbf{t}_{2}\right| \leq \frac{721 L d^{2}(d+1)}{p^{2 L}} \epsilon \tag{55}
\end{equation*}
$$

for any $\mathbf{t}_{1}, \mathbf{t}_{2}$ satisfying $\left\|\mathbf{t}_{1}\right\| \leq T^{\prime},\left\|\mathbf{t}_{2}\right\| \leq T^{\prime}$. Let $\mathbf{e}_{k}$ be the vector with zero entries except for a 1 in entry $k$. Choosing $\mathbf{t}_{1}=T^{\prime} \mathbf{e}_{k}$ and $\mathbf{t}_{2}=T^{\prime} \mathbf{e}_{m}$ for all $k, m$ we obtain (18).

## B. Proof of Theorem 6 and Proposition 7

Theorem 6 follows using the steps in [15, Sec. IV.B], but we do not require equivalence of the hyperplanes discussed at the start of [15, Sec. IV.B]; see [15, Sec. IV.D.2].
 Since $\mathbf{t}$ is fixed, define $\mu_{l}=\mathbf{t}^{T} \widehat{\mathbf{m}}_{l}$. Suppose $\sigma_{l}^{2}=0$, in which case $\left|f_{\mathbf{t}^{T} \mathbf{Z}_{l}}(t)-e^{j t \mu_{l}}\right| \leq \widetilde{C} \epsilon$ for all $t$. This expression has the same form as (28), so, for sufficiently small positive $\epsilon$, we have $\mathbf{t}^{T} \mathbf{Z}_{l}=\mu_{l}$. Thus, the $\mathbf{t}^{T} \mathbf{Y}_{k}$ with $k \in \mathcal{I}_{l}$ are constants.

Suppose next that $\sigma_{l}^{2}>0$. Choose one of the members of $\mathcal{I}_{l}$, say $k^{\prime}$, and define the random variables

$$
Z_{l}=\frac{\mathbf{t}^{T} \mathbf{Z}_{l}-\mu_{l}}{\sigma_{l}}, \tilde{Y}_{l, k^{\prime}}=\frac{\mathbf{t}^{T} \mathbf{Y}_{k^{\prime}}-\mu_{l}}{\sigma_{l}}-\sum_{k \in \mathcal{I}_{l} \backslash\left\{k^{\prime}\right\}} c_{k}
$$

Observe that $f_{Z_{l}}(t)=f_{\mathbf{Z}_{l}}\left(t \cdot \mathbf{t} / \sigma_{l}\right) e^{-j t \mu_{l} / \sigma_{l}}$ and therefore $\left|f_{Z_{l}}(t)-\phi_{0}(t)\right| \leq \widetilde{C} \epsilon$ where $\phi_{0}(t)=\phi_{l}\left(t \cdot \mathbf{t} / \sigma_{l}\right) e^{-j t \mu_{l} / \sigma_{l}}$ is Gaussian with zero mean and unit variance. Let $\Phi_{0}($.$) be the$ corresponding d.f. for which Lemma 4 gives

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|F_{Z_{l}}(x)-\Phi_{0}(x)\right| \leq C \epsilon \ln (1 / \epsilon) \tag{56}
\end{equation*}
$$

where $C$ is a constant. We have $Z_{l}=\widetilde{Y}_{l, k^{\prime}}+\sum_{k \in \mathcal{I}_{l} \backslash\left\{k^{\prime}\right\}} Y_{k}$ where the $Y_{k}$ have zero median. We obtain (20) by applying Theorem 2 to these $Y_{k}$.

[^0]
## IV. Applications

## A. Stability of Differential Entropies

Theorem 11 in [15] states a stability result for differential entropies. A straightforward generalization is as follows. The notation $\mathbf{A} \preceq \mathbf{B}$ means $\mathbf{B}-\mathbf{A}$ is positive semi-definite.

Theorem 8. Consider the vectors $\mathbf{Y}_{l}=\mathbf{X}_{l}+\mathbf{G}_{l}, l=1, \ldots, L$, where $\mathbf{X}_{1}, \ldots, \mathbf{X}_{L}, \mathbf{G}_{1}, \ldots, \mathbf{G}_{L}$ are mutually independent, the $\mathbf{Y}_{l}$ have finite second moments, and the $\mathbf{G}_{l}$ are nondegenerate Gaussian. Suppose $\sum_{l=1}^{L} \mathbf{Y}_{l}$ and $\sum_{l=1}^{L} \mathbf{C}_{l}^{T} \mathbf{Y}_{l}$ are $\epsilon$-dependent, and the $\mathbf{C}_{l}$ are invertible. Let $\mathbf{Z}_{l}=\sum_{k \in \mathcal{I}_{l}} \mathbf{Y}_{k}$ with $\mathcal{I}_{l}:=\left\{k: \mathbf{C}_{k}=\mathbf{C}_{l}\right\}$; see Sec. III Then, for all $\epsilon$ below some positive threshold and for all $l$, we have

$$
\begin{align*}
\left|h\left(\mathbf{Z}_{l}\right)-h\left(\mathbf{Z}_{g, l}\right)\right| & \leq B(\epsilon)  \tag{57}\\
\mathrm{E}\left[\mathbf{Z}_{g, l} \mathbf{Z}_{g, l}^{T}\right] & \preceq \mathrm{E}\left[\mathbf{Z}_{l} \mathbf{Z}_{l}^{T}\right]+B(\epsilon) \mathbf{I}_{d} \tag{58}
\end{align*}
$$

where the $\mathbf{Z}_{g, l}$ are Gaussian with covariance matrices $\widehat{\mathbf{Q}}_{l}$ satisfiying (18), $B(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$, and $B(\epsilon)=0$ if $\epsilon=0$.

## B. Stability of Blind Source Separation

BSS has a source vector $\mathbf{S}=\left[S_{1}, \ldots, S_{d}\right]^{T}$ with mutually independent entries mixed by a matrix $\mathbf{M} \in \mathbb{R}^{d \times d}$ to produce

$$
\begin{equation*}
\mathbf{Z}=\mathbf{M S} \tag{59}
\end{equation*}
$$

Without loss of generality, let $\mathrm{E}[\mathbf{S}]=\mathbf{0}$. We assume that $\mathbf{M}$ and the diagonal covariance matrix $\mathbf{D}_{\mathbf{S}}$ of $\mathbf{S}$ are invertible. The goal is to reconstruct $\mathbf{S}$ by observing $\mathbf{Z}$.

If $\mathbf{M}$ is known, one can compute $\mathbf{S}$ by matrix inversion. However, suppose one can only measure the covariance matrix $\mathbf{Q}_{\mathbf{Z}}=\mathbf{M} \mathbf{D}_{\mathbf{S}} \mathbf{M}^{T}$. Applying a whitening filter, we have

$$
\begin{equation*}
\mathbf{W}=\mathbf{Q}_{\mathbf{Z}}^{-1 / 2} \mathbf{Z}=\left(\mathbf{Q}_{\mathbf{Z}}^{-1 / 2} \mathbf{M}\right) \mathbf{S} \tag{60}
\end{equation*}
$$

and $\mathbf{W}$ has covariance matrix $\mathbf{I}_{d}$. More generally, a decorrelating filter makes the covariance matrix of $\mathbf{W}$ become the diagonal matrix $\mathbf{D}_{\mathbf{W}}$, but not necessarily a scaled identity matrix. We have the following results.
Lemma 9 (See [26, Lemma 2]). Let $\mathbf{W}=\mathbf{A S}$ where $\mathbf{S}$ has mutually independent entries, $\mathrm{E}[\mathbf{S}]=\mathbf{0}$, and $\mathbf{A}$ and $\mathbf{D}_{\mathbf{S}}$ are invertible. If the entries of $\mathbf{W}$ are uncorrelated, then

$$
\begin{equation*}
\mathbf{A}=\mathbf{D}_{\mathbf{W}}^{1 / 2} \mathbf{V D}_{\mathbf{S}}^{-1 / 2} \tag{61}
\end{equation*}
$$

where $\mathbf{V}$ is an orthogonal matrix.
Proof. We compute $\mathbf{D}_{\mathbf{W}}=\mathbf{A D}_{\mathbf{S}} \mathbf{A}^{T}$, which is invertible. Multiplying by $\mathbf{D}_{\mathbf{W}}^{-1 / 2}$ on the left and right, we have

$$
\begin{equation*}
\mathbf{I}_{d}=\left(\mathbf{D}_{\mathbf{W}}^{-1 / 2} \mathbf{A} \mathbf{D}_{\mathbf{S}}^{1 / 2}\right)\left(\mathbf{D}_{\mathbf{W}}^{-1 / 2} \mathbf{A} \mathbf{D}_{\mathbf{S}}^{1 / 2}\right)^{T} \tag{62}
\end{equation*}
$$

so that $\mathbf{V}:=\mathbf{D}_{\mathbf{W}}^{-1 / 2} \mathbf{A} \mathbf{D}_{\mathbf{S}}^{1 / 2}$ is orthogonal.
Lemma 10 (See [26, Prop. 1]). Let $\mathbf{X}=\mathrm{MS}$ where $\mathbf{S}$ has mutually independent entries, $\mathrm{E}[\mathbf{S}]=\mathbf{0}$, and $\mathbf{M}$ and $\mathbf{D}_{\mathbf{S}}$ are invertible. Then, a whitening filter and an orthogonal transform can recover $\mathbf{S}$ up to scaling by a diagonal matrix.

Proof. Choose the whitening filter in (60) so Lemma 9 gives $\mathbf{W}=\mathbf{V D}_{\mathbf{S}}^{-1 / 2} \mathbf{S}$. Now apply the transform $\mathbf{V}^{T}$ and compute

$$
\begin{equation*}
\mathbf{Y}=\mathbf{V}^{T} \mathbf{W}=\mathbf{D}_{\mathbf{S}}^{-1 / 2} \mathbf{S} \tag{63}
\end{equation*}
$$

The entries of $\mathbf{Y}$ are thus the normalized entries of $\mathbf{S}$.
Next, we say the source $S_{i}$ is within- $\delta$-of Gaussian if

$$
\begin{equation*}
\sup _{\phi} \sup _{t \in \mathbb{R}}\left|f_{S_{i}}(t)-\phi(t)\right| \leq \delta \tag{64}
\end{equation*}
$$

where the outer supremum is over all Gaussian c.f.s. We further say the matrix $\mathbf{M}$ has $\delta$-precision if all entries with $\left|(\mathbf{M})_{k, l}\right|<\delta$ were rounded to zero. The following is a stability result for the separation theorem in [27, Thm. 11].

Theorem 11. Let $\mathbf{S}$ have mutually independent entries with positive variance, and suppose at most one entry is within-$\delta_{1}$-of Gaussian. Let $\mathbf{M} \in \mathbb{R}^{d \times d}$ be invertible and have $\delta_{2}$ precision and let $\mathbf{Z}=\mathbf{M S}$. If $\delta_{1} \cdot \delta_{2} \neq 0$, the following statements are equivalent for $\epsilon$ below some positive threshold:
a) The entries $Z_{i}$ of $\mathbf{Z}$ are pairwise $\epsilon$-dependent.
b) The entries $Z_{i}$ of $\mathbf{Z}$ are mutually $\epsilon$-dependent.
c) $\mathbf{M}=\mathbf{D P}$ where $\mathbf{D}$ is diagonal and $\mathbf{P}$ is a permutation.

Proof. Statement c) implies b), which implies a). Now suppose a) is valid and $(\mathbf{M})_{1,1} \cdot(\mathbf{M})_{2,1} \neq 0$. Subtract any $(\mathbf{M})_{1, k} S_{k}$ for which $(\mathbf{M})_{2, k}=0$ from $Z_{1}$, and any $(\mathbf{M})_{2, k} S_{k}$ for which $(\mathbf{M})_{1, k}=0$ from $Z_{2}$. If the new sums have more than one summand, then $(\mathbf{M})_{1, k} \cdot(\mathbf{M})_{2, k} \neq 0$ for some $k \neq 1$ and the four entries under consideration have magnitude at least $\delta_{2}$. There are two cases to consider. First, if $(\mathbf{M})_{2,1} /(\mathbf{M})_{1,1} \neq$ $(\underset{\sim}{\mathbf{M}})_{2, k} /(\mathbf{M})_{1, k}$, then Theorem $6 \underset{\sim}{\operatorname{im}}$ implies $S_{1}, S_{k}$ are within$(\widetilde{C} \epsilon)$-of Gaussian. Thus, if $\epsilon \leq \delta_{1} / \widetilde{C}$ one has the contradiction of the hypothesis that there is at most one such entry in $\mathbf{S}$. For the second case, consider $S_{1}+S_{k}$ as one source and repeat the above procedure until one has either the aforementioned contradiction or one summand remains, i.e., one effectively has $L=1$. For the latter case, a bound of the form (28) is valid. One can now show that if $\mathrm{E}\left[S_{1}\right]=0, \mathrm{E}\left[S_{1}\right]^{2}<\infty$, and $\epsilon$ is below some positive threshold, then $S_{1}=0$ with probability one. However, this contradicts the hypothesis that $S_{1}$ has positive variance. Repeating these arguments for any two rows of $\mathbf{M}$, we find that a) implies c).

Observe that the proof for $\epsilon=0$ corresponds to using the DS characterization; see [27, Thm. 11]. The reader may wonder why the $\delta_{2}$-precision constraint is needed. However, without this constraint, one can populate the off-diagonal elements of D with small numbers for any specified $\epsilon$.

## V. Conclusions

The stability of the GO characterization was established by using $\epsilon$-dependence in the c.f. domain. The result helps to prove further stabilities, including for differential entropies of Gaussian vectors and BSS of non-Gaussian sources. For a future paper, we have recently extended Lemma 4 to vectors using concepts in [23] and can show all $\mathbf{Y}_{l}$ are near-Gaussian in the probability domain if the GO independence condition is approximately met in the c.f. domain.
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[^0]:    ${ }^{1}$ Note that $g_{l, \mathbf{t}}^{\prime}(\mathbf{x})$ is continuous at $\mathbf{x}=\mathbf{0}$; this lets one apply 15 Lemma 4, Footnote 4]. Alternatively, the c.f.s are uniformly continuous in a region near $\mathbf{t}=\mathbf{0}$, so one could restrict attention to these $\mathbf{t}$.

